Research of the Space Clustering Method for the Airport Noise Data Minings
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Abstract: Mining the distribution pattern and evolution of the airport noise from the airport noise data and the geographic information of the monitoring points is of great significance for the scientific and rational governance of airport noise pollution problem. However, most of the traditional clustering methods are based on the closeness of space location or the similarity of non-spatial features, which split the duality of space elements, resulting in that the clustering result has difficult in satisfying both the closeness of space location and the similarity of non-spatial features. This paper, therefore, proposes a spatial clustering algorithm based on dual-distance. This algorithm uses a distance function as the similarity measure function in which spatial features and non-spatial features are combined. The experimental results show that the proposed algorithm can discover the noise distribution pattern around the airport effectively.
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1. Introduction

With the rapid development of civil aviation of China, a large number of airports are being built, rebuilt or expanded across the country in recent years. The throughput and scale of airport are expanding correspondingly [1]. Meanwhile, the airport land and urban land become much closer, and the disputes caused by the airport noise are becoming more and more. It is of great significance to predict airport noise scientifically and reasonably, and to take reasonable and effective measures, at the same time, to deal with the airport noise pollution problem.

The study of distribution patterns of the airport noise is relatively lagging in China, but the related research has developed earlier in the foreign country and has got some theories and methods. However, most of these methods predict the distribution pattern based on the information of flight track rather than the noise data and the geographic information of the monitoring points, so it cannot get the scientific and reasonable distribution pattern.

Data mining refers to extracting a model which is reliable, innovative, and efficient from a large number of historical data, and then finding the implicit, meaningful knowledge [2]. Therefore, it is of great feasibility to use data mining technology to mine noise distribution pattern around the airport from the mass airport noise data and the geographic information of the monitoring points.

Spatial clustering [3] is an important research branch of spatial data mining, which has been widely used in geography, cartography, geology, remote
sensing science, biology, economics, and many other areas. According to the agglomeration rules used in the clustering process, spatial clustering algorithm can be divided into hierarchical clustering algorithm, partition clustering algorithm, density clustering algorithm and grid clustering algorithms [4-7]. However, there never exists a kind of clustering algorithm which can be widely applied to a variety of data sets and clustering tasks. Due to the particularity of the airport noise data mining, the traditional clustering algorithms cannot be directly applied to the airport noise data set. Therefore, this paper proposes a spatial clustering algorithm based on dual-distance which can effectively solve the airport noise data mining problem.

2. The Basic Concept and Theory

2.1. Airport Noise

The airport noise refers to a variety of noise produced in the process of taking off, landing and planning of aircraft [8].

The prediction and control of airport noise are closely related to the evaluation of noise. The International Standards Organization (ISO), the International Civil Aviation Organization (ICAO) and other countries all over the world have formulated related airport noise evaluation index. For example, the weighting equivalent continuous perceived noise level (WECPNL) is drawn up by ICAO, and the day and night average noise level (DNL) is drawn up by America [9]. According to the National Standard of China - “surrounding the airport aircraft noise environment standard” (GB9660-1988), WECPNL is adopted in China as the evaluation of airport noise pollution which reflects the average daily airport noise effects on people [10].

The noise values of adjacent monitoring point are high correlation, which means that the values of each point are same or similar to its proximal point. Meanwhile, the areas around the airport can be divided into several bands areas according to the strength of noise influence degree and the closeness of geographical space since the noise around airport possesses a certain distribution pattern. Each of bands areas can be viewed as a cluster.

2.2. Spatial Clustering

Spatial clustering is an important technology of space pattern recognition and spatial data mining. It can reveal the object space distribution, draw spatial object structure features, and predict the trend of the development of spatial entities [11, 12].

2.2.1. The Basic Features of Space Objects

Space object has the following main features:

1) Space features.

Spatial features [13] are used to describe space object position, geometric features and the relation with other space object. Usually, it uses different coordinate system to describe the location of the object space.

2) Non-space features.

The non-spatial features [13] are used to describe the other features of spatial entities.

Usually, by using the spatial clustering algorithm, the relationship of space features based on non-space features can be discovered.

2.2.2. The Main Method of Spatial Clustering

Space object has spatial features and non-spatial features, therefore, spatial clustering results which need to meet the proximity adjacent of space position and the similarity of the non-spatial features [14]. That is to say, only considering both the features of space object, there is possible to mine the better spatial distribution patterns of objects. At present, the spatial clustering method considered both of the features mainly includes the partition method and integration method [15].

1) Partition method.

The spatial features and non-spatial features of space object are considered respectively in the partition method, that is to say, this method is divided into two steps. In the first step, it will get two clustering results based on the spatial features and non-spatial features respectively. In the second step, both of the clustering results will be combined into one clustering result based on a certain measurement.

2) Integration method.

The spatial features and non-spatial features are seen as the whole in the integration method, in other words, this method is constituted by two steps. In the first step, the spatial features and non-spatial features are unified into a similarity metric based on a certain regulation. In the second step, it will get a reasonable clustering result based on the similarity metric.

2.3. Partition Clustering Algorithm

Partition clustering algorithm usually refers to a given data set of \( n \) data objects, which is divided into \( k \) groups. Each group represents a cluster, and \( k < n \). At the same time, these clusters need to meet the following conditions [16].

1) Each cluster must contain a data object at least.
2) Each data object can only belong to one cluster.

At the beginning of the partition clustering algorithm, the number of cluster and the initial center
of clusters must be given, and then according to the evaluation function grouping, the division becomes more scientific and reasonable after the iteration. The advantage of this algorithm is simple and suitable for medium and small scale data sets, but the existing partition clustering algorithm cannot deal with hybrid, symbol type data effectively.

2.4. Singular Value Decomposition Method

Singular value decomposition is an effective method of feature extraction, which is widely used to achieve matrix reduction in many fields [17]. By using the singular value decomposition method, any real matrix can be transformed into diagonal matrix.

Lemma (SVD). Assume that the matrix \( A_{nm} \) is a real matrix and \( \text{rank}(A) = k \), then there will be two orthogonal matrix \( (U_{nn}, V_{mm}) \) and one diagonal matrix \( (D_{nm}) \) make the formula (1) set up.

\[
A = UDV^T
\]

Here:

\[
D_{nm} = \begin{pmatrix}
Z_{1k} & 0 \\
0 & Z_{kk}
\end{pmatrix}, Z_{kk} = \text{diag} (\lambda_1, \lambda_2, ..., \lambda_k)
\]

\[
U_{nn} = (u_1, u_2, ..., u_k, u_{k+1}, ..., u_n)
\]

\[
V_{mm} = (v_1, v_2, ..., v_k, v_{k+1}, ..., v_m)
\]

The singular value of the matrix \( A \) is represented in the symbol \( \sigma_i \) \( (i = 1, 2, ..., k, ..., m) \), which is equal to \( \sqrt{\lambda_i} \). Here the symbol \( \lambda_i \) represents the \( i^{th} \) eigenvalue of \( A^T A \), and \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0 \), \( \lambda_{k+1} = \lambda_{k+2} = \cdots = \lambda_m = 0 \).

First, apply singular value decomposition to decompose the matrix. Second, select the first \( t \) items of \( \lambda_i \) (\( i = 1, 2, ..., k, ..., m \)) to make the formula of \( \sum_{i=1}^{m} \lambda_i \geq \delta \) set up, the symbol \( \delta \) is a threshold value. Third, select the first \( t \)th column of \( U_{nm} \) to constitute the matrix \( U_{nt} \), select the first \( t \)th row and the first \( t \)th column of \( D_{nm} \) to constitute the matrix \( D_{tt} \), select the first \( t \)th column of \( V_{mm} \) to constitute the matrix \( V_{tt} \), then use the formula (2) to calculate the matrix \( A* \) which is the matrix be reduced.

\[
A^* = U_{nt} D_{tt} V_{tt}^T
\]

By the method of singular value decomposition, the dimension of target matrix is reduced to \( t \).

3. The Airport Noise Data Mining

The purpose of mining airport noise data is to search the clusters which possess the following features:

1) The geographical space is near.
2) In any flight event, the noise value is close to each other.

According to the features of these clusters, the noise control measures are formulated, so that the airport noise pollution problem would be solved scientifically. Fig. 1 shows the process of airport noise data mining.

![Fig. 1. The process of airport noise data mining.](image-url)
3.1. The Description of the Problem

Clustering is a process that groups the physical or abstract objects into couples of different clusters formed by similar objects, and the entities in the same cluster are similar, otherwise, they are dissimilar [18].

For the problem of airport noise data mining, some basic concepts are explained as follows:

Clustering object refers to each noise monitoring point around the airport. Object property includes monitoring point space features and non-spatial features.

The \( i \)th noise monitoring point is expressed in the set \( Pos, (x, y, h, nl_1, nl_2, ..., nl_m) \) which can be abbreviated to \( Pos \). The \( A(x, y, h) \) triples represent the space features of \( Pos \), that is, the geographical space coordinates of monitoring point. The symbol \( x \) and \( y \) is the longitude and latitude of \( Pos \) respectively, and the symbol \( h \) is the altitude of \( Pos \). The set \( B(nl_1, nl_2, ..., nl_m) \) represents the non-spatial features of \( Pos \), where the \( nl_t \) represents the noise value of \( Pos \) in the \( t \)th flight event, and the symbol \( m \) is the number of flight event.

The noise monitoring point possesses features of space and non-space and the clustering results should not only meet the need of closeness of geographical space, but also satisfy the maximum similarity of non-space features. That is, only taking account of these both features, the distribution pattern of space object could be mined better. Therefore, it is necessary to propose a similarity measure function based on dual-distance. Assuming that the function \( d(i, j) \) denotes the similarity based on dual-distance between \( Pos \) and \( Pos_j \), and then the \( d(i, j) \) is defined as following.

\[
d(i, j) = \begin{cases} \alpha d(A, A) + \beta d(B, B) & i \neq j \\ 0 & i = j \end{cases}
\]

In the Equation (1), the function \( d(A, A) \) and \( d(B, B) \) represents the space distance and the non-space distance between \( Pos \) and \( Pos_j \) respectively. The symbol \( \alpha \) and \( \beta \) denotes the proportion of \( d(A, A) \) and \( d(B, B) \) respectively.

The calculating of \( d(A, A) \) is shown as following.

\[
d(A, A) = \frac{\left( \frac{x - x_0}{x_{\text{max}} - x_{\text{min}}} \right)^2 + \left( \frac{y - y_0}{y_{\text{max}} - y_{\text{min}}} \right)^2 + \left( \frac{h - h_0}{h_{\text{max}} - h_{\text{min}}} \right)^2}{3}
\]

In the Equation (2), the symbol \( x_{\text{max}} \) and \( x_{\text{min}} \) is the maximum and minimum longitude value of monitoring points respectively. The symbol \( y_{\text{max}} \) and \( y_{\text{min}} \) is the maximum and minimum latitude value of monitoring points respectively. The symbol \( h_{\text{max}} \) and \( h_{\text{min}} \) is the maximum and minimum altitude value of monitoring points respectively.

Furthermore, the \( d(B_i, B_j) \) can be obtained as following.

\[
d(B_i, B_j) = \frac{1}{\sum_{k=1}^{m} (n_{ik} - n_{jk})^2}
\]

The center of the \( i \)th cluster is expressed in the set \( V_i = (v_{i1}, v_{i2}, v_{i3}, ..., v_{in}) \), and the symbol \( v_{ij} \) represents the \( j \)th dimension of \( V_i \), and the \( v_{ij} \) is defined as following.

\[
v_{ij} = \begin{cases} \sum_{t=1}^{n} x_t \times IS(t, i) \quad j=1 \\ \sum_{t=1}^{n} y_t \times IS(t, i) \quad j=2 \\ \sum_{t=1}^{n} h_t \times IS(t, i) \quad j=3 \\ \sum_{t=1}^{n} n_t \times IS(t, i) \quad j>3 \end{cases}
\]

The \( n \) is the number of monitoring point around the airport, and the number of monitoring point belongs to the \( i \)th cluster is presented in the symbol \( number(i) \). The function \( IS(t, i) \) is a membership function. If the \( k \)th monitoring point belong to the \( i \)th cluster, which is expressed in the symbol \( C_i \), then the value of \( IS(t, i) \) is 1, otherwise, the value of \( IS(t, i) \) is 0.

\[
IS(t, i) = \begin{cases} 1, & Pos_i \in C_i \\ 0, & Pos_i \notin C_i \end{cases}
\]

If the geographical space of some monitoring points is adjacent, and the noise value of these points is close to each other in any event flight, then these monitoring points form a cluster.

The clustering evaluation index is expressed in the symbol \( E \) which could be calculated as following.

\[
E = \sum_{i=1}^{number(i)} \sum_{k=1}^{number(i)} d(C_i, V_k)
\]

The \( i \) is the serial number of cluster and the \( k \) is the number of cluster. The symbol \( C_i \) represents
the \( j \)th object of \( C_i \). The function \( d(C_i, V_j) \) denotes the distance between \( C_i \) and \( V_j \) which can be calculated according to the Equation (1).

### 3.2. Data Preprocessing

Data processing mainly includes the following three parts: the cleaning of noise data generated by the single flight event, data preparation and data dimension reduction.

#### 3.2.1. The Cleaning of Noise Data Generated by the Single Flight Event

The data collected from the real world is generally incomplete or inconsistent, so is the airport noise data. Inclement weather (high winds, high temperatures, rain) makes that noise monitoring equipments cannot work in normal and stable state and so that the noise data collected is not complete and accurate. Therefore, it is necessary to clean the noise data using some suitable data mining method.

Cleaning methods for noise data produced by single flight event include filling the missing data and correction dirty data. Considering that the airport noise data has neighborhood features, neighborhood averaging method [19] can be used to do both the tasks mentioned above. For the example, assume that the \( n_{l_a} \) is missed, and the average of its neighborhood is \( \theta \), then the \( n_{l_a} \) can be set \( \theta \).

#### 3.2.2. Data Preparation

Each noise monitoring points around the airport exists as a data unit and its geographical space coordinates and the noise values of different flight events are chosen as properties to create noise data storage matrix \( \text{Noise}_{n \times m+3} \), in which \( n \) is the number of noise monitoring points and \( m \) is the number of flight events. This matrix is used to store the large amounts of airport history noise data and the geographic information of the noise monitoring points.

#### 3.2.3. Clustering Algorithm

The monitoring point around the airport has spatial features and non-spatial features, and the aim of airport noise data mining is to find the clusters which contain some monitoring points of similar space position and noise values. However, most of the existing clustering algorithms cannot solve the problem of airport noise data mining, since these algorithms only take the distance between the spatial features or non-spatial features as index of similarity measurement. Therefore, this paper proposes a spatial clustering algorithm based on dual-distance. This algorithm uses a distance function as the similarity measure function in which spatial features and non-spatial features are combined. The similarity measure function is shown as the Equation (1).

The steps of mining the airport noise data by using the spatial clustering algorithm based on dual distance are shown in the Fig. 2.

**Step 1:** To input the number of clusters and select \( K \) monitoring points randomly as the initial cluster centers;

**Step 2:** To calculate the distance between the monitoring point and each cluster center based on the Equation (1), and then assign the monitoring point to its nearest cluster;

**Step 3:** To recount the center of each cluster based on the Equation (4), and then to calculate the clustering evaluation index \( E \) based on the Equation (6);

**Step 4:** To judge whether the clustering evaluation index \( E \) can converge towards a certain value. Turning to step 2 if it cannot; otherwise, the algorithm stop.

Fig. 2. The steps of the spatial clustering algorithm.

### 4. The Experiments and Analysis

The experimental data comes from the history noise data of a large domestic airport in some month. The airport has 21 noise monitoring points, and each monitoring point has 33-dimension features, which includes 3-dimension space features and 30-dimension non-space features. The experimental data is shown in Table 1.

The contribution of space and non-spatial features in the similarity function is changed by adjusting the coefficient \( \alpha \) and \( \beta \) in the similar metric function, which is showed as the Equation (1), in different experiments. In order to prove the effectiveness of the clustering algorithm proposed by this paper, all experiments are performed in the same environment: the value for parameter \( K \) is set as 5, the monitoring points (1, 5, 9, 13, 17) are
chosen as the initial center of the clusters, the processor is Intel (R) Core (TM) Duo CPU with 2.94 GHz frequency and 2.00 GB memory, and the operating system is Windows XP. Five experiments are done in this paper, the results of which are shown as Table 2, Table 3, Table 4, Table 5 and Table 6. (Note: the first row (Cluster number) represents the ID of the cluster, the second row (the monitoring points within a cluster) represents the objects belong to the cluster, and the third row \( E \) represents the clustering evaluation index).

Table 1. The information of the monitoring points and noise data.

<table>
<thead>
<tr>
<th>Serial number of monitoring point</th>
<th>Longitude</th>
<th>Latitude</th>
<th>Altitude</th>
<th>The 1st day</th>
<th>The 2nd day</th>
<th>The 3rd day</th>
<th>The 4th day</th>
<th>…</th>
<th>The 30th day</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>116.58</td>
<td>40.42</td>
<td>39.6</td>
<td>78</td>
<td>83</td>
<td>79</td>
<td>80</td>
<td>…</td>
<td>81</td>
</tr>
<tr>
<td>2</td>
<td>116.55</td>
<td>40.41</td>
<td>38.9</td>
<td>67</td>
<td>65</td>
<td>68</td>
<td>66</td>
<td>…</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>116.67</td>
<td>40.56</td>
<td>42.5</td>
<td>75</td>
<td>82</td>
<td>80</td>
<td>77</td>
<td>…</td>
<td>79</td>
</tr>
<tr>
<td>4</td>
<td>116.56</td>
<td>40.44</td>
<td>40.3</td>
<td>76</td>
<td>80</td>
<td>82</td>
<td>79</td>
<td>…</td>
<td>81</td>
</tr>
<tr>
<td>5</td>
<td>116.44</td>
<td>40.27</td>
<td>36.8</td>
<td>92</td>
<td>87</td>
<td>95</td>
<td>91</td>
<td>…</td>
<td>88</td>
</tr>
</tbody>
</table>

It can be seen from the Table 1 that the spatial features of monitoring points (1, 2, 4, 21) are close to each other; The non-spatial features of points (2, 21) are similar to each other, so are points (1, 3, 4); Comparing with the spatial and non-spatial features of points (1, 2, 3, 4, 21), the point (5) is of great difference.

Table 2. The clustering results where \( \alpha = 1, \beta = 0 \).

<table>
<thead>
<tr>
<th>Cluster number</th>
<th>The monitoring points within a cluster</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1, 2, 4, 9, 15, 21</td>
<td>3.21</td>
</tr>
<tr>
<td>2</td>
<td>3, 6, 13, 17</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5, 10, 12, 18</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8, 11, 19, 20</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>7, 14, 16</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The clustering results where \( \alpha = 0, \beta = 1 \).

<table>
<thead>
<tr>
<th>Cluster number</th>
<th>The monitoring points within a cluster</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1, 3, 4, 11, 17</td>
<td>3.16</td>
</tr>
<tr>
<td>2</td>
<td>2, 8, 13, 18, 21</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5, 7, 16, 19</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>6, 12, 20</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>9, 10, 14, 15</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. The clustering results where \( \alpha = 0.2, \beta = 0.8 \).

<table>
<thead>
<tr>
<th>Cluster number</th>
<th>The monitoring points within a cluster</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1, 4, 12, 17</td>
<td>2.54</td>
</tr>
<tr>
<td>2</td>
<td>2, 8, 11, 18, 21</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3, 7, 10, 19</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5, 6, 16, 20</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>9, 13, 14, 15</td>
<td></td>
</tr>
</tbody>
</table>

It can be seen from the Table 2 that if just the spatial features of monitoring points are taken into consideration in the similarity function, then points (1, 2, 4, 21) would be partitioned into the same cluster. However, considering the difference of non-spatial features between points (1, 4) and points (2, 21), the result of clustering is unreasonable. But the Table 5 shows that if both features be taken into consideration, just the spatial features exist as the more important role, then points (1, 4) would be partitioned into the same cluster, and points (2, 21) would be partitioned into another cluster, so the clustering result is obviously improved. As the clustering evaluation index \( E \) shown, the result of Table 5 is better than the result of Table 2.

Table 5. The clustering results where \( \alpha = 0.8, \beta = 0.2 \).

<table>
<thead>
<tr>
<th>Cluster number</th>
<th>The monitoring points within a cluster</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1, 4, 9, 16</td>
<td>2.68</td>
</tr>
<tr>
<td>2</td>
<td>2, 7, 14, 19, 20, 21</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3, 6, 10, 17</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5, 12, 15, 18</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>8, 11, 13</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. The clustering results where \( \alpha = 0.5, \beta = 0.5 \).

<table>
<thead>
<tr>
<th>Cluster number</th>
<th>The monitoring points within a cluster</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1, 4, 17, 21</td>
<td>2.97</td>
</tr>
<tr>
<td>2</td>
<td>2, 7, 14, 18</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3, 5, 12, 20</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>6, 9, 13, 19</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>8, 10, 11, 15, 16</td>
<td></td>
</tr>
</tbody>
</table>
The Table 3 shows that if only the non-spatial features of monitoring points are taken into account, then points (2, 21) would be partitioned into the same cluster, and points (1, 4) would be partitioned into another cluster, but the point (3) also would be partitioned into the cluster where points (1, 4) are partitioned. Considering the difference of the spatial features between point (3) and points (1, 4), the result is unsatisfactory. From the Table 4, it can be seen that if both features would be taken into consideration, just the non-spatial features play a more important role, then points (1, 4) would be partitioned into the same cluster, points (2, 21) would be partitioned into another cluster, and the point (3) would be partitioned into a cluster, which is different from the former. The clustering result, therefore, is more reasonable. Judging by the clustering evaluation index E, it can be seen that the result of Table 4 is better than the result of Table 3. And it can be seen from the Table 6 that if the spatial features and the non-spatial features each contribute about 50%, the clustering result is not better than the result of Table 4 or Table 5.

As it is seen from the Table 2, Table 3, Table 4, Table 5 and Table 6, the spatial clustering algorithm based on dual-distance presented in this paper can gain reasonable clustering result by setting the proportion of distance between spatial and non-spatial features of clustering objects according to the clustering tasks and goals.

5. Conclusions

In order to govern the issue of airport noise pollution scientifically and reasonably, it is necessary to mine the distribution patterns and evolution of the airport noise from the mass airport noise data set. However, the traditional clustering algorithm cannot take into account both the spatial features and non-spatial features of the monitoring points. Therefore, this paper proposes a spatial clustering algorithm based on dual-distance. The experimental results show that this algorithm can effectively discover the noise distribution pattern around the airport.
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