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Abstract: Design methodology for reusable software components of intelligent sensors with frequency, microcontroller compatible output is discussed in the Paper. This methodology is based on the combination approach, that provides integration of sensors and intelligence into  one semiconductor chip and preservation of flexibility of integrated intelligence. The proposed program-oriented methods of measurement (frequency-to-code conversion) are used as the high-level software components. This ensures: (i) simple interface between sensor and processing capability; (ii) minimal possible chip area; (iii) easy re-design for the future smart sensors  used  in the system with distributed intelligence.
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�INTRODUCTION



Microelectronics advancements have had a big impact on intelligent sensors and actuators. In addition, the advent of silicon advanced technologies enable the construction of sensors and actuators with intelligent interfaces and signal processing based on microcontroller (or microprocessor) on a common substrate. This is the basis for the broad introduction of intelligent sensors and actuators as elements of distributed architectures in different cost-sensitive domains such as automotive, environmental science, traffic control and etc. (Glesner and Hofmann, 1995).



Today, there are known two  distinct paths to achieve the advancement to be realised from the intelligent sensors. They are so called "Add on the Intelligence" and "Integrated Intelligence" approaches (Masten, 1997). In the first case the simple inexpensive sensors, developed in the past, can be upgraded sometimes by adding a microprocessor or microcontroller. In the second case, the sensors are fabricated by the same process used to produce modern electronics usually integrated within the same chip as the intelligent electronics. 



With the advent of intelligent sensors and actuators, the introduction of new design methodologies compatible to those in microelectronics is mandatory for the rapid prototyping, manufacturing and redesigning of sensor for the systems with distributed intelligence.





PROPOSED APPROACH



The combination approach is offered on the base of conducted analysis. It provides the integration of sensors and intelligence into one semiconductor chip and preservation of flexibility of the integrated intelligence (Yurish, 1997). Such approach reduces the number of system components, improves the performances and permits to achieve the lower cost.



For the comprehensive realisation of advantages of the offered approach it is necessary to ensure:



simple interface between sensor and processing capability;

minimal possible chip area;

easy re-design for the future smart sensors.



The solution of the first tasks is provided by use of the sensors with frequency output. Today there are a lot of various physical phenomena on the basis of which it is possible to realise the conversion of almost any physical (electrical or non-electrical) quantities in frequency/period of square-wave pulse voltage, time interval, relative pulse duration or duty-cycle (Szekely and Rencz, 1995; Data Book Texas Instruments, 1996; Preliminary Technical Data CSEM, 1997; Meer, et al., 1997; Baitsar et al., 1998; Deynega et al., 1995). The essential advantage of such parameters (as informative of unified output parameters of the sensors) is the opportunity to be precisely measured by more simple ways; the absence of garbling at switching, the high noise immunity, easy scaling and coding by any code, required for enter of any result of measurement in microprocessor or microcontroller and transmission of it by communication channels to the host computer.



The solution of the second tasks is provided by usage, for example, the 8051 microcontroller compatible core as processing power (Kirianaki, et al., 1998). As a standard library cell such core exists in many designs and CAD tools. Besides,  with aim to minimise of the chip area as a whole, the A/D frequency to code conversion is realised on the virtual level inside the functional-logical architecture of the microcontroller. It has become possible due to the usage of the offered novel universal program-oriented methods (PM) of frequency-to-code conversion (measurement) (Yurish, et al., 1995).



It makes available the frequency conversion in all frequency range of existing sensors: from infra-low to high frequencies. The quantization error is constant and does not depend on the converted frequency. The time of conversion (or reference frequency) is non redundant.



Let us consider the solution of the third task more particularly.





3. DESIGN METHODOLOGY



The solution of the third task is based on the developed design methodology for reusable software components of intelligent sensors. In the design, the program-oriented methods of conversion can be represented as a set of software components of high level of hierarchy. The last one, in turn, consists of the elementary software components of lower level. It is the elementary procedure realised on the virtual levels: the forming of the reference time intervals and count of the reference and converted frequencies. For example, the decomposition of the program-oriented method (based on the ratiometric counting technique) into elementary measuring procedures and variants of their possible software realisations are shown in Figure 1.



Due to the wide functional-logical opportunities of the 8051 compatible microcontrollers and dualism of realisations for the main operations of conversion algorithm, the 18-20 realisations of the software components of high level are possible in the average. Outcoming  from the set theory, the program-oriented method of conversion can be represented as the union of the p disjoint sets N of the programme realisations of elementary operations of the i-th conversion algorithm (Kirianaki and Yurish, 1995).



The definition of a general number of possible methods of conversion (the first stage of design) for the particular basis and microcontrollers is the combinatory task. In the offered design methodology the generation of all possible variants is based on the deduced mathematical equation (Yurish and Kirianaki, 1995). The discrete choosing of the optimum alternate variants of program-oriented methods of conversion in the finite set of allowable realisations is the characteristic task of the vector synthesis (optimisation).



As the set of the software components for realisation of the program-oriented methods is foreseeable and finite, the algorithm of complete enumeration and elimination of unpromising variants is used for searching of the optimum variant. The morphological matrix is frequently used for a construction of a directory of possible in principle variants of the program-oriented methods from the high-level software components. However this matrix does not reflect the specificity of decomposition of the program-oriented methods. For this aim it is more convenient to take advantage of the offered morphological tensor wA (a, b, c), which is created on the basis of the functional  analysis of the developed program-oriented methods. The methods of  software realisation of the 3-rd basic elementary  procedures  of  algorithm  (Figure 1) are 

���Figure 1. Variants of possible software realisations for measuring procedures.

 



�selected as the most important criteria. In the offered tensor, the maximum value of the index a is determined by a number of possible variants of realisations of the impulses count  fx, b by a number of  variants of a realisation of the impulses count f0, and c by a number of possible variants of forming  of the reference time interval T0. The numerical values of the indexes and realisations of elementary operations, appropriate to these values, are shown in Table 1. 





Table 1 Values of the indexes



Index (a,b,c)�Operation�Description��ai , bj�1�Count of fx or/and f0 by polling���2�Count of fx or/and f0 by timer/counter���3�Count of fx or/and f0 by interrupt���1�Program delay��cl�����2�Delay with the help of timer/counter��

The tensor’s element Xabc is a Boolean variable. Its value is equal  to 1 for at choice of the variant of the program-oriented method, otherwise it is 0. The condition of alternatives can be expressed as follows:

��EMBED Equation.3����

(1)��Further description of the technique for discrete choice of the optimum program-oriented methods we shall conduct on the example of synthesis of the sensors microsystems based on the MCS-51 microcontroller families. Let microcontroller contain only one timer/counter and allow one interrupt servicing from one external source.



The morphological block of possible in principle alternate variants of the program-oriented methods, from which are eliminated the q variants containing incompatible for given microcontroller operations is shown in Figure 2.



The except operation can be presented as relations of the indexes of the tensor’s elements:



��EMBED Equation.3����

(2)��Further reduction of the morphological space dimensionality is carried out at substantiation of the integrated criterion of effectiveness. During the design at comparison of alternate variants  of  PMs,  the quantization error d (%), the maximal measurand frequency fxmax (Hz) and the power consumption P (W) were  selected  as  essential  indexes  of  quality. The 

�EMBED Word.Picture.8���



Fig. 2. Morphological block of possible in principle alternate variants of the PMs



integrated criterion of effectiveness for PM can be represented as a multiplicate loss function: 



�EMBED Equation.3����



(3)��where the dimin, Tximin and Pi min  are minimal values of appropriate indexes of the quality; the Txi is the phase of measurand frequency; the nid, niT, niP are weight factors  of  priority for appropriate indexes of the quality. At this

 

��EMBED Equation.3����(4)��

and 



��EMBED Equation.3����(5)��

The objective function (3) well characterises the set of effective solutions. By other words, the maximalization of this function gives the effective solution of the initial multicriteria task. As a distinct from the other methods using the weight factors, in the given scalarization the weight factors are well interpreted. They depend on a desirable level of a criterion, the value is closer desirable level to the best value of a criterion than, this criterion is more  important and the weight factor has  greater value. The variant, which ensures the maximum value Kij, and Kij max= 1 will be optimal.



With the purpose of simplification of the procedure for  definition of  the set of not worse PM, it is expediently on the first stage to eliminate the minor indexes of quality from the integrated criterion of effectiveness. The power consumption can be referred as such indexes, because it does not influence   metrological effectiveness of PM. The last criterion of optimisation assumes the power optimisation on the instruction (software) level. Such optimisation was carried out based on the offered power saving "hints" (Kirianaki and Yurish, 1997).



The results of analysis of the alternate variants PM according to the metrological criterion of effectiveness are shown in Table 2. 



The variants distinguished only by the index c, can be joined, as they have the same values dx and fx (Tax). These values do not depend on the method for forming T0, as the reference time interval is always formed with the accuracy, defined by the accuracy  of quartz generator of the microcontroller.



For a set partition of strictly allowable variants of PM into the set of worse  and  not  worse  PMs  with 





Table 2 Results of analysis of the alternate variants PM (at T0=0.25 sec,  fclc = 6 MHz)



PM�dx , (%)�fx , (kHz)�Tx , (sec)��X112�0.014�22.2�4.5 .  10-5��X211�0.014�133.3�0.75. 10-5��X312�0.014�33.3�3.0 .  10-5��X121�0.003�22.2�4.5 .  10-5��X321�0.003�33.3�3.0 .  10-5��X132�0.012�22.2�4.5 .  10-5��X231�0.012�133.3�0.75. 10-5��

the help of unconditional criterion of preference, it is expediently to take advantage of the method of rectangles (Gutkin, 1975). The stages of definition for the left low bound are shown in Figure 3. 
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Fig.3. Stages of definition for the left low bound.

In this case it consists only of two points: X231 and X321. As the synthesis task of PM at the second stage is not led up to a determination of the unique solution, for finishing of the synthesis procedure up to the finish it is necessary to take advantage of the conditional criterion of preference. As the set of not worse variants of  PM contains only two PMs, one of which has the least value of the quantization error dimin, and the other - minimum value of the measurand period  Tximin , the integrated index of quality for the variant X231 is degenerated into the formula



��EMBED Equation.3����(6)��

and for the variant X321 into the formula



��EMBED Equation.3����EMBED Equation.3����(7)��

More optimum  variant  is the X321 with the values Kij = 0.5 against to the 0.41 accordingly at equivalent requirements to the accuracy and speed of the PM (the weight factors of priority of indexes of quality are equal, i.e. nid = niT = 0.5). The plots of the functions (6) and (7) with allowance  for  the relations nid + niT = 1 are shown in Figure 4. These dependencies  can be used during the synthesis of PMs, facilitating a choice of the PM in an association from the relation of degrees of importance of the requirements on speed or accuracy.



The offered synthesis technique for PM is applicable also to the microcontroller architectures containing two and more build-in timer/counter. The morphological block (tensor) of possible in principle  variants of PM will be the similar to the figure1.  It is necessary to eliminate only one variant, satisfying to the next condition

��EMBED Equation.3����EMBED Equation.3����(8)��

i. e. variant X222 in the case of microcontroller architecture  with two build-in timer/counter. In the case of  improved architectures with three and more timer/counters, there are not  variants of PMs  with incompatible operations.



The offered synthesis technique for PMs as reusable software components of intelligent sensors was used at the design of intelligent sensor microsystem with microcontroller core for rotating speed of measurements (Deynega et al., 1997). The result of synthesis of PM based on the given technique completely has coincided with the result obtained with the help of the heuristic synthesis.



CONCLUSIONS



The proposed technique covers almost all functional-logic architecture of modern microcontrollers, which can be used as intelligent processing power. It is well formalised and allows to algoritmize all stages of the morphological synthesis. The library of software reusable components for intelligent sensors developed, on the basis of this methodology permits essentially to reduce the time to market, to automatize the procedure of discrete choosing for program-oriented methods of the conversion and, by this, to speed up the process of sensor intellectualisation.



Such sensors allow users to select/change the accuracy of frequency-to-code conversion, measurement units and output format. They have opportunity of self-diagnostic, adaptation and to perform locally an important part of the global function of the automation or measuring systems. Such sensors can be classified as the processor measuring instrument of 3-rd level of intelligence from   the    five    possible   levels   according   to  E. Tsvetkov's classification for the levels of intelligence (Tsvetkov, 1989). The information from the sensors can be sent to other complex system elements using a standard bus-interface (for example CAN-bus for automotive electronics).



The offered synthesis technique is put in a basis of creation of CAD-tools of design of reusable software components of intelligent sensors for the systems with distributed of intelligence.
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