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Foreword 
 

 

On behalf of the ARCI’ 2024 Organizing Committee, I introduce with pleasure these proceedings with 

contributions from the 4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0/ 

5.0 (ARCI’ 2024), 7-9 February 2024.  

 

All submitted papers have been preliminary peer reviewed by international reviewers. The authors have revised 

papers after review, and resubmitted it for the second round of review by the technical committee.  By this way, 

all mandatory corrections were made. All published papers have been presented at the event and opened for 

discussion. 

 

The Global Industry 4.0 Market is valued at US $ 102.94 Billion in the year 2022 and is projected to reach a value 

of US $ 433.84 Billion by the year 2030. The Global Market is expected to grow exhibiting a Compound Annual 

Growth Rate (CAGR) of 19.70 % over the forecast period. The key factors fueling the growth of the industry 4.0 

market include rapid adoption of Artificial Intelligence (AI) and Internet of Things (IoT) in manufacturing sector, 

increasing demand for industrial robots, rising government investments in additive manufacturing, and growing 

adoption of blockchain technology in manufacturing industry.  

 

Industry 4.0 represents the 4th industrial revolution that marks the rising of new digital industry. It is defined as 

an integrated system that comprises numerous technologies such as advanced robotics control, automation tools, 

sensors, artificial intelligence, cloud computing, digital fabrication, etc. These technologies help in developing 

machines that will be self-optimized and self-configured. It helps in enhancing asset performance, technology 

usage, material usage and other industrial processes that are involves in various industries. Numerous benefits are 

offered by these technologies such as low operational cost, improved productivity, enhanced customer 

satisfaction, improved customization, and increased efficiency. The Industry 4.0 holds a lot of potentials and is 

expected to register a substantial growth in the near future.  

 

The series of annual ARCI Winter IFSA conferences have been launched to fill-in this gap and provide a forum 

for open discussion of state-of-the-art technologies related to control, automation, robotics and communication - 

three main components of Industry 4.0. It will be also to discuss how to adopt the current R&D results for Industry 

4.0 and to customize products under the conditions of highly flexible (mass-) production, and what we are waiting 

from the Industry 5.0. 

 

The conference is organized by the International Frequency Sensor Association (IFSA) - one of the major 

professional, non-profit association serving for sensor industry and academy since 1999, in technical cooperation 

with media partners – MDPI (Switzerland) and IFSA Publishing, S. L. (Spain). 

 

The conference proceedings contain all peer reviewed papers, presented at the ARCI’ 2024 conference. I hope 

that these proceedings will give readers an excellent overview of important and diversity topics discussed at the 

conference. 

 

We thank all authors for submitting their latest works, thus contributing to the excellent technical contents of the 

Conference. Especially, we would like to thank the individuals and organizations that worked together diligently 

to make this Conference a success, and to the members of the International Program Committee for the thorough 

and careful review of the papers. It is important to point out that the great majority of the efforts in organizing the 

technical program of the Conference came from volunteers. 

 

 

Prof., Dr. Sergey Y. Yurish, 

ARCI’ 2024 Conference Chairman  
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Curriculum-organized Reinforcement Learning for Robotic  

Dual-arm Assembly 
 

K. Wrede 1, O. Donath 1, T. Wohlfahrt 1 and U. Feldmann 2 

1 Fraunhofer IIS, Division EAS, Münchner Strasse 18, 01187 Dresden, Germany 
2 TU Dresden, Institute of Control Theory, Georg-Schumann-Strasse 7a, 01069 Dresden, Germany 

Tel.: +49 351 45691-387 

E-mail: konstantin.wrede@eas.iis.fraunhofer.de 

 

 

Summary: Modern manufacturing heavily relies on robotic systems, yet collaborative assembly executed by two or more 

robot arms presents several challenges. Dealing with tight manufacturing tolerances demands a flexible and efficient 

methodology, empowering robots to handle tasks requiring precision and fine motor skills. In this work, as an example of this 

we formulate a peg-in-hole task involving two Franka Emika Panda robots. For these we employ a hierarchical control 

architecture. Our approach involves planning feedback-based trajectories for the robots using a reinforcement learning agent, 

which are transmitted to low-level impedance controllers on each robot. To facilitate the learning process, we structure a 

training procedure as a reverse curriculum, incorporating domain randomization. Upon completion of the training, we evaluate 

inferences from the controlled system within a simulated environment. Our analysis delves into the emerging process 

characteristics resulting from the curriculum parameters. Episode length and minimum reward threshold imply process time 

and its variance, which have been subject to great uncertainties in previous work. 

 

Keywords: Reinforcement learning, Curriculum learning, Dual-arm robots, Robotic assembly, Peg-in-hole assembly. 

 

 

1. Introduction 
 

In modern production processes, assembly 

typically accounts for approximately 50 % of the entire 

manufacturing time and 30 % of the overall costs [1]. 

Insertion processes, as a subcategory of assembly 

tasks, represent an essential part of industrial 

manufacturing. They are responsible for 60 % of 

human labor time during the final integration of 

assemblies in consumer electronics products like 

mobile phones [2]. To address such repetitive 

assembly tasks, robots present an ideal solution. Many 

manufacturing processes involve multiple sequential 

insertion operations. Therefore, employing two 

collaborating robot arms appears logical to eliminate 

the need for reorientations and workpiece reclamping 

after each insertion step, ultimately reducing the 

process time. However, this approach introduces 

complexity to the underlying control problem. Current 

robotic solutions for assembly tasks face obstacles 

such as high costs due to image processing systems and 

force measurement sensors as well as human 

programming. Additionally, they lack predictability in 

estimating the insertion duration and exhibit a notable 

standard deviation in this regard. In this work, we 

propose a strategy to train a control algorithm for such 

assembly tasks using reinforcement learning (RL). 

This strategy enables us to predict both: The expected 

mean process time and its distribution due to 

uncertainties in the simulation. 

Within a simulation we employ two Franka Emika 

Panda robots in a collaborative effort to execute the 

insertion operation of a rectangular peg-hole pair with 

one millimeter clearance. To facilitate this, we use the 

Python library Robosuite [3], which interfaces with the 

physics engine MuJoCo [4]. Our control architecture 

follows a hierarchical approach with a low-level 

impedance control receiving desired trajectories from 

a central RL agent. Implementations of the RL training 

methods are provided by Stable Baselines3 (SB3) [5]. 

We choose a sparse reward function provided by 

Robosuite. The learning procedure is structured as a 

reverse curriculum, where we initialize the system 

with a nearly completed insertion state. As the agent's 

ability in solving the insertion task improves, we 

gradually increase the task's difficulty until a suitable 

initial configuration for a realistic usage is reached. 

The applicability of this policy to different initial robot 

configurations is ensured through the usage of domain 

randomization (DR). 

By this work, we mainly contribute the following: 

- We set up a simulation and training environment of 

dual-arm robotic assembly using Robosuite with 

the MuJ oCo physics engine; 

- We interface the simulation to the SB3 RL agents 

utilizing the gym [6] standard; 

- We structure the training procedure in a novel way 

as a reverse curriculum to improve convergence 

and sample efficiency; 

- We explore the relationship between curriculum 

parameters and the resulting process 

characteristics. 

The rest of this paper is organized as follows. In 

Section 2, related work encompassing simulation 

environments, different control strategies for robotic 

assembly and the concept of curriculum learning are 

introduced. Section 3 states a concise description of 

our selected sample problem. In Section 4, we present 

the methodological foundation of our work, explaining 

the interaction between low-level controllers and the 

RL agent, along with the organization of the training 

as a reverse curriculum. Section 5 delves into the setup 
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and results of the simulated experiment, followed by 

their interpretation. Finally, Section 6 offers a 

summary of this work and outlines possibilities for 

future research. 

 

 

2. Related Work 

 
2.1. Simulation Environment 

 

The integration of robotics simulators with RL 

toolboxes often relies on the implementation of the 

gym interface. A lightweight yet powerful simulation 

engine, PyBullet [7], is integrated into various RL 

frameworks, such as PyTorch [8], as evidenced by [9], 

[10, 11]. Another robotics simulator used for RL is 

NVIDIA Isaac Sim [12]. Its popularity [13-15] is 

attributed to being the sole physics simulation for 

robotics so far with extensive GPU support [16]. 

Typically, it interfaces with SKRL [17], an  

open-source library built on top of PyTorch. Past 

works [18-20] have leveraged MuJ oCo within the 

Robosuite framework utilizing its low-level control 

implementations. We have employed this setup in the 

context of our work due to its low overhead compared 

to Isaac Sim. 

 

 

2.2. Control of Robotic Assembly 

 

For single-arm peg-in-hole assembly tasks, compliant 

control systems, such as impedance control, have 

found extensive application [21-23]. This conventional 

control approach can be transferred to a dual-arm 

setup, as demonstrated in [24]. Notably, in the latter 

scenario, the robot responsible for gripping the hole 

part is only playing a passive role by maintaining its 

initial position with high compliance. The process time 

and overall reliability could be increased by active 

participation of both robots. That motivates the 

utilization of RL techniques. As shown in [9], RL has 

already been employed to generate setpoints for  

well-explored low-level impedance controllers. 

 

 

2.3. Curriculum Learning 

 

Curriculum learning represents a method for 

acquiring proficiency in goal-oriented tasks without 

the need for prior domain knowledge, relying solely on 

the attainment of a state representing task completion. 

The training process involves the robot progressively 

learning the task by navigating from a set of initial 

states, each with increasing difficulty by typically 

growing spatial distance from the goal. While previous 

work, such as [25], has proposed the automatic 

generation of such curricula, our approach involves the 

manual formulation of the learning steps. 

A recent development in this field introduces the 

concept of a sampling-based curriculum [26], wherein 

a lower bound for task difficulty is gradually increased, 

and the initial system configuration is chosen from a 

distribution based on it. In our specific context, 

involving a task that includes two robots, determining 

such bounds becomes less straightforward. The 

decision of when to activate DR within the curriculum 

depends on the insertion state, aiming to avoid 

initializing the system in a jamming scenario. To our 

knowledge, we are the first to apply curriculum-

organized RL on a robotic dual-arm assembly task. 

The two-phase structure of the curriculum we have 

developed further represents a novelty. 

 

 

3. Problem Description 
 

In the presented scenario, two Franka Emika Panda 

robots are positioned in a face-to-face configuration, 

with a distance of 1.4 m measured from their mounting 

points. One of the robots holds a square peg with a side 

length of 19 mm, while the other grasps a hole 

component featuring a square base with a side length 

of 20 mm. It is essential to note that the gripping 

procedure itself, integral to the assembly task, is 

considered successfully accomplished prior to our 

work. Consequently, the grippers will be deactivated 

in terms of actuation during the subsequent training 

process. For the experimental setup, we adopt the 

TwoArmPegInHole environment from Robosuite. 

Minor adjustments have been made to the geometries 

of the peg and hole, along with modifications to the 

distance between the two robots to suit our specified 

scenario. The integration of Robosuite's GymWrapper 

around TwoArmPegInHole facilitates seamless 

interfacing with SB3. The frequency at which the 

impedance controllers' setpoints change is determined 

by the RL agent's step width, set to 20 Hz. With an 

episode length of 150 steps, this configuration results 

in a time horizon of 7.5 s. 

 

 

4. Methods 
 

Structured hierarchically, the control system 

consists of two decentralized low-level impedance 

controllers - one per robot - directly providing torque 

commands for the joint motors. A central RL agent 

generates setpoint values for the impedance controllers 

based on current observations. This architecture is 

illustrated in Fig. 1. 
 

 
 

Fig. 1. Hierarchical architecture of a control system  

with a central RL agent generating setpoints for the 

decentral low-level impedance controllers. 
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4.1. Low-level Control 

 

In order to tailor the action space for the RL agent, 

the impedance control is implemented on each robot 

according to [27]. This suggests adapting the action 

space through Cartesian impedance control, 

facilitating rapid exploration by the RL agent in 

simulation. Notably, the controller's setpoint values are 

expressed in the form of delta poses. It is essential to 

acknowledge that for deploying policies in the real 

world, the use of joint velocity impedance control is 

recommended for a potential Simulation-to-Reality 

transfer, as highlighted in the same paper. In our work, 

we opt for the Operational Space Controller (OSC) of 

the end effector pose Δ𝒙, utilizing the implementation 

outlined in Robosuite. The control law is described  

as follows: 

 

 𝝉 =  𝑱 (𝜦(𝒌𝒑(Δ𝒙𝒅 − Δ𝒙) − 𝒌𝒅�̇�))  

 

Here, 𝝉  represents joint motor torques, 𝑱  is the 

Jacobian matrix, 𝚲 is the Cartesian mass matrix, and 

𝒌𝒑  and 𝒌𝒅  denote the control gains, maintained at 

standard values from robosuite. Δ𝒙𝒅 and �̇� correspond 

to the desired delta pose as well as actual Cartesian 

velocity respectively. 

 

 

4.2. Reinforcement Learning 

 

The problem is formulated as a Markov decision 

process including explicit definitions of the 

observation space, action space, and reward function. 

We employ the model-free off-policy RL method Soft 

Actor-Critic (SAC) [28], utilizing an implementation 

provided by SB3. To enhance sample efficiency in the 

context of the computationally demanding CPU 

physics simulation with MuJ oCo, we incorporate a 

replay buffer through Hindsight Experience Replay 

(HER) [29]. Table 1 details important hyperparameters 

of the RL agent. 

 

 
Table 1. Important training and network parameters  

of the RL agent employing the SAC method. 

 

Parameter Value 

Optimizer Adam 

Learning rate 3e-4 

Discount factor 0.99 

Entropy coefficient Auto (init 1.0) 

Batch size 256 

Buffer size 1e6 

Replay buffer size 6 

Architecture actor 1×256 neurons as hidden layer 

Architecture critic 2×256 neurons as hidden layers 

Activation function ReLU with bias 

 

The observation space is adapted from the default 

configuration in Robosuite for the TwoArmPegInHole 

environment. It includes: 

- Positions and quaternions of the peg and hole; 

- Difference vector and angle 𝜑 between the peg and 

hole; 

- Parallel distance 𝑐  and perpendicular projected 

distance 𝑑 between both; 

- State of each robot, consisting of sine and cosine of 

joint angles 𝒒, joint velocities �̇�, and the position 

and quaternions of the end effector. 

Notably, no force or torque measurements from 

additional sensors are included in the observation 

space. The mentioned geometric quantities are 

visualized in Fig. 2. 

 

 
 

Fig. 2. Illustration of the quantities describing the geometric 

relation between peg and hole. 

 

The action space is determined by the selection of 

the OSC for impedance control. It comprises the 

desired deltas of position and orientation coordinates 

for each robot’s end effector. The parameters 

output_min and output_max symmetrically scale the 

action space with 

 

Δ𝒙𝒅,𝒎𝒂𝒙 =  (0.01m, 0.01m, 0.01m, 0.1,0.1, 0.1)𝑇 

 

These numerical values are empirically determined 

through simulation inferences and can be further 

refined based on absolute maximum ratings for the 

parts and the assembly task. 

The reward function adopts the default sparse 

reward function provided by Robosuite for the 

TwoArmPegInHole environment: 

 

𝑟  =    {
1, 𝑑 < 𝑑𝑚𝑎𝑥; |𝑐| < 𝑐𝑚𝑎𝑥; |cos𝜑 | > cos𝜑𝑚𝑎𝑥

0, else
,  

 

where 𝑑𝑚𝑎𝑥  = 1 mm directly follows from the part 

clearance and 𝑐𝑚𝑎𝑥 = 2 mm as well as cos𝜑𝑚𝑎𝑥 = 0.95 

based on intuitive experimentation. Hence the rewards 

are designed in a goal-oriented formulation to facilitate 

the application of HER. 

 

 

4.3. Reverse Curriculum Generation 
 

A reverse curriculum involves organizing a 

sequence of related tasks to be learned in reverse order, 

starting from an initialization near the goal state and 

progressing towards the original task. This capitalizes 

on the reversible nature inherent in most assembly 

tasks, aiming to facilitate efficient learning in 

scenarios where sparse rewards are distributed within 

a small subset of the state space. An RL agent, guided 

by a randomized policy, can swiftly accumulate 
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rewards and accelerate its learning process within a 

curriculum, seamlessly transferring previously 

acquired knowledge towards the increasingly 

challenging task. The task difficulty in form of the 

initial peg-hole distance must be increased at an 

appropriate pace to match the RL agent’s ongoing 

learning performance. In goal-oriented tasks, the initial 

state 𝑠0 can be advanced to a more challenging system 

configuration based on the cumulative reward of an 

episode 𝑅(𝑠0) obtained during inference. In this study, 

we divide the curriculum into two consecutive steps 

within each iteration: 

1. Minimum Requirements: After a fixed number 

of training episodes, an inference evaluates 

whether the RL agent achieves a reward 𝑅 above 

an absolute threshold value 𝑅𝑚𝑖𝑛. If this 

condition is met, the curriculum advances to step 

2 for fine tuning. If not, step 1 is repeated. 

2. Fine Tuning: Following the training of another 

fixed number of episodes, the agent's inference is 

again evaluated. If the sampled reward 𝑅  has 

relatively improved in a fixed number of 

inference evaluations, step 2 is repeated. 

Otherwise, the initial state's difficulty is 

increased, prompting a curriculum progression to 

the next iteration, which begins with  

step 1 again. 

The curriculum is considered successfully 

completed when step 2, starting with an initial state 

equivalent to the original task formulation, is 

concluded. Fig. 3 depicts an illustration of this 

curriculum. 

 

 

 

 
 

Fig. 3. Iterative training procedure of the dual-robot peg-in-hole task as reverse curriculum. Quantities represented  

by positions marked red will change if domain randomization is activated. 

 

 

4.4. Domain Randomization 

 

Within our work, DR empowers the RL agent to 

address the task across an extensive range of initial 

states by introducing normally distributed white noise 

to all joint angles during training. However, as long as 

the peg is initialized partially inserted into the hole, DR 

is deactivated to avoid the emergence of undesirable 

states, such as both workpieces being incorrectly 

initialized within each other. DR is enabled when the 

initial state involves complete separation between the 

peg and the hole. Given that this work is solely 

simulation-based, no form of DR, such as the 

incorporation of noisy dynamic parameters or 

measurements, is employed. 

 

 

5. Experiments 
 

5.1. Simulation Setup 

 

To gain a deeper understanding of the curriculum 

learning process for robotic dual-arm assembly, we 

have designed an experiment aligned with the task 

outlined in Section 3. Our goal is to explore the 

relationship between curriculum parameters and the 

resulting characteristics and performance of the trained 

policy. For specific initial values of the system, a 

manual configuration of joint angles for both Frankas 

is chosen as 

 

𝒒𝒊𝒏𝒊𝒕  =  [0,  0.20,  0,   − 1.20,  0,  2.90,  0.79]  

 

This configuration yields an initial distance from 

the peg tip to the hole of 80 mm and thereby defines 

the original task. The curriculum starts with the peg 

almost completely inserted, with 24 mm of its length 

within the hole. Over 40 iterations, the deterministic 

phase of the curriculum is executed, involving the 

gradual extraction of the peg by 1 mm per iteration. 

This phase is conducted without applying DR. 

Subsequently, starting from a peg-hole distance of  

5 mm, DR is introduced as white noise on all initial 

joint angles, with a standard deviation set to  

𝜎 =  0.02 rad ≈ 1.15°, for 15 iterations. During this 

phase, the peg-hole distance is increased by an average 

of 3 mm per step until the system returns to its original 

initial configuration. 

The curriculum is guided by the threshold 

parameter 𝑅𝑚𝑖𝑛  =  50, which demands a completed 
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insertion for a third of the episode length of 150 steps. 

This states a compromise between training efficiency 

and reliable continuity of the insertion. To complete 

the step “Fine Tuning”, the number of inference 

evaluations required for the agent's reward to stagnate 

has been set to 3. The fixed number of training 

episodes for both steps of the curriculum is set to 100. 

A notable exception is made for the step “Minimum 

Requirements” after activation of DR. During this 

phase, not just one inference is evaluated at the first 

step; instead, 30 inferences are sampled, and the 

rewards are averaged due to the stochastic nature of the 

environment. To maintain an appropriate ratio between 

training and inference episodes, the fixed number of 

training episodes per step is increased to 300  

in this case. 

 

 

5.2. Simulation Results 

 

The moving average of the reward 𝑅  sampled 

during the training episodes of the curriculum is 

depicted in Fig. 4a). The entire curriculum spans 

approximately 35,000 episodes for completion. 

Notably, distinct discontinuities in the curve are 

observed due to adaptations in the initial joint 

configuration throughout the curriculum's progression. 

The deterministic learning phase concludes around 

17,000 episodes, marked by a leap in difficulty upon 

the activation of DR. This causes a slower ascent in the 

learning curve. From then the curriculum-related 

adjustments to the initial joint configuration exert less 

influence due to the introduced initialization noise. 

Beyond 28,000 episodes, the reward curve plateaus 

and eventually starts to decline due to the increased 

initial distance and speed limitations implied by 

actuation constraints. The specified maximum episode 

length proves to be just sufficient for the agent to meet 

the defined threshold 𝑅𝑚𝑖𝑛  =  50. 

After the training, 10,000 inference episodes of the 

RL agent are evaluated with DR at the original initial 

task configuration. The histogram in Fig. 4b) 

showcases the points in time at which positive rewards 

were first sampled during each episode. This moment 

is interpreted as the process time, indicating the 

completion of the assembly task. On average, the task 

is completed within 5 s, with 70 % of all inferences 

achieving insertion by that point or earlier. The 

insertion task is successfully accomplished in  

99.8 % of all inference episodes, suggesting a 

promising preliminary outcome regarding the 

reliability of the trained control system. 

The selection of 𝑅𝑚𝑖𝑛 for the curriculum implicitly 

predetermines the mean process time by influencing 

the convergence of the cumulative reward 𝑅  toward 

this threshold. The maximum episode length 

parameter, here set to 150 steps, establishes a 

maximum process duration equivalent to 7.5 s. The 

histogram reveals a substantial variance in the 

normally distributed insertion duration, determined by 

the difference between 𝑅𝑚𝑖𝑛  influencing the time 

needed to accumulate this reward and the maximum 

episode length. This variance can be reduced, albeit at 

the expense of a more complex learning process, by 

narrowing the gap between these two values. This 

finding is pivotal, as it indicates that for cyclic 

assembly processes crucial characteristics can be 

statistically determined a priori by the curriculum 

parameters. 

 

 
(a) Progress of the training 

 

 
(b) Evaluation of Inferences 

 

Fig. 4. Training progression with each color highlighting  

a new step of the curriculum in a) and distribution  

of process time for 10,000 inferences in b). 

 

 

6. Conclusions 
 

In this study, we propose a curriculum-based RL 

approach tailored for robotic dual-arm assembly. We 

aim at facilitating an efficient training procedure 

aligned with specific process characteristics. Our work 

leverages and orchestrates well-established software 

libraries: Robosuite for impedance control, embedding 

the MuJ oCo physics simulation, SB3 for RL and gym 

for the seamless interfacing of both components. The 

examined task involves two robot arms facing each 

other, each equipped with a gripper holding a peg and 

a hole, respectively, with a clearance of 1.0 mm. The 

control system architecture is built upon prior research 

[9], featuring a low-level impedance controller on each 

robot that receives Cartesian setpoints from a central 

RL agent. The training procedure is structured as a 
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reverse curriculum, satisfying fundamental 

requirements in terms of minimum cumulative reward, 

followed by fine-tuning. DR in form of noisy joint 

angles at initialization is introduced into the 

curriculum to ensure the adaptability of our approach 

to a diverse set of initial states. After training, we 

analyse inferences from the controlled system, 

assessing reliability and average process time. 

Through this exploration, we establish connections and 

unveil implications of curriculum parameters on 

emergent process characteristics. 

It is crucial to note that all the experimentation has 

been conducted in a simulated environment, and a next 

step involves the implementation of a transfer onto real 

hardware. The reliability implied by the success rate of 

insertion operations during inference presents 

sufficient first results, but does not meet requirements 

for real world industrial applications. Future 

investigations should consider the examination of DR 

with dynamic parameters, measurement and actuation 

noise to enhance robustness in the face of uncertainties. 

Exploring smaller clearances for the peg and hole 

would contribute to increase applicability in real-world 

assembly. Additionally, studying the transferability of 

the trained policy to new geometries represents an 

interesting subject for further research. 
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Summary: In the context of Industry 5.0, establishing reliable and low-latency communication between humans and machines 

is imperative. High-Impedance Intelligent Reflecting Surfaces (HIIRS), a promising solution, are envisioned to be integral to 

the forthcoming sixth-generation (6G) networks. HIIRS technology plays a pivotal role in optimizing network performance by 

strategically controlling radio environments. The purpose of this paper is to provide an in-depth investigation of the HIIRS 

technology, exploring its complexities and potential applications, especially in the context of smart manufacturing for Industry 

5.0. With the purpose of supporting innovation and developments that are in line with the ever-changing requirements of 

modern communication systems, the study aims to catalyse additional research endeavours in this revolutionary topic by 

providing comprehensive knowledge of both the strengths and limitations related to HIIRS. 

 

Keywords: HIIRS, Industry 4.0 and 5.0, Intelligent manufacturing, 5G, 6G, Advanced manufacturing. 

 

 

1. Introduction 

 
Productivity in smart manufacturing is enhanced 

by merging the physical and digital domains using the 

industry Internet of Things (IIoT). IIoT links industrial 

devices to the Internet, integrating their data into 

information systems. This integration is a fundamental 

aspect of Industry 4.0, converting industrial 

environments into cyber-physical manufacturing 

systems, and enhancing efficiency significantly. 

Industry 5.0 emphasizes collaboration between 

humans and machines, made possible by 5G networks 

[1]. Robots excel in reliability, while humans 

contribute adaptability and critical thinking [2]. Robots 

handle repetitive tasks, freeing humans for creative 

work and highlighting the synergy between machinery 

and human creativity. In addition, 6G technology 

enhances manufacturing through improved integration 

between machines and humans, resulting in lower 

latency and higher reliability [3]. 

Industrial wireless communications encounter 

challenges due to metallic structures, electromagnetic 

interference, and object movement. Full industrial 

automation demands highly reliable, low-latency 

communication for critical processes. Industry 5.0, 

with human-machine collaboration, adds complexity. 

Emerging services like high-impedance surfaces, 

control display systems, etc. bring new communication 

challenges [4]. To address these challenges, Industry 

5.0 requires advanced technologies like mm-wave and 

terahertz communications, precise localization, and 

efficient energy harvesting, as illustrated in Fig. 1. 

Reflective links enable connections even when the line 

of sight (LOS) is obstructed. 

This study explores the application of  

high-impedance intelligent reflecting surfaces (HIIRS) 

in exploring wireless connectivity in Industry 5.0 smart 

manufacturing. HIIRS employs passive antenna arrays 

to enhance wireless networks in data- rate, coverage, 

and connectivity particularly in the mm-wave and 

terahertz bands. The research optimizes HIIRS 

performance through advanced techniques like pilot 

signals, feedback systems, and machine learning 

algorithms. This innovative study significantly 

advances the practical use of HIIRS, making a 

substantial contribution to smart manufacturing and 

high-frequency wireless communication. In Section 2, 

the model of the system is introduced. while Section 3 

explores HIIRS applications in smart manufacturing, 

discussing future research directions, challenges, and 

opportunities. Finally, Section 4 outlines the 

conclusions drawn from the study. 

 

 

 
 

Fig. 1. Assisted HIIRS wireless energy transfer, data 

offloading for mobile edge computing, and high-accuracy 

localization. 

 

 

2. HIIRS System Model for Industry 5.0 

 
The High Impedance Intelligent Reflecting Surface 

system model for Industry 5.0 is designed as a 

sophisticated network of passive subwavelength 

scattering elements placed on a grounded dielectric 
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substrate. These elements, often patches made of 

specific materials, enable precise adjustments in the 

phase and amplitude of signals. Real-time control of 

these adjustments is facilitated by electronic 

components like varactor diodes. 

In this model, a central controller is integrated, 

connecting the HIIRS system to a base station. This 

controller manages the HIIRS elements, allowing for 

remote configuration. Additionally, sensors are 

incorporated into the system to assess channel 

conditions, enhancing the overall efficiency and 

reliability of the communication network (See Fig. 2). 

Fig. 3 shows reduced path-loss between HIIRS and 

receiver using the HIIRS-based model [5], compared 

with a non-HIIRS scenario. Increasing HIIRS elements 

from 140 to 320 results in a 10 dB power gain. Table 1 

displays a comparative analysis of communication 

system requisites between Industry 4.0 and 5.0. 

 

 

 
 

Fig. 2. HIIRS Model Structure. 

 

 

 
 

Fig. 3. Pathloss of a HIIRS changes with the distance d 

from the receiver. 

 

 

Table 1. Industry 4.0 and 5.0. communication.  

 

Performance Industry 4.0 Industry 5.0 

Speed ≥10 Gbps ≥ 200 Gbps 

Delay 100 ms to 250 𝜇s < 100 𝜇s 

Error rate 10−5 to 10−8 Up to10−10 

Energy effi. 1× 10× Ind. 4.0 

Connectivity 1 device/m2 15 devices/m2 

 

 

3. Application, Challenges and Future  

    Research 
 

In the context of smart manufacturing, HIIRS 

emerged as a pivotal solution. They enhance  

non-line-of-sight connectivity, mitigate signal 

blockages, and enable precise localization and  

high-resolution sensing, ensuring continuous 

monitoring and improved production processes. 

Furthermore, HIIRS optimize wireless energy transfer, 

creating efficient charging zones for IoT devices, and 

supports Mobile Edge Computing (MEC) by 

enhancing computation offloading links. Nevertheless, 

the integration of HIIR into industrial contexts poses 

challenges. These challenges encompass the need to 

develop environment-aware passive beamforming 

techniques and optimize radio resource management 

within intricate industrial settings. To address 

challenges related to design and integration, the HIIRS 

system model employs advanced techniques such as 

pilot signals, feedback systems, and machine learning 

algorithms. These methods predict channel behaviour 

and enable real-time adaptation of HIIRS, ensuring it 

responds dynamically to changing communication 

requirements and channel conditions characteristic of 

Industry 5.0 environments. This adaptive architecture 

allows HIIRS to seamlessly integrate into the evolving 

landscape of smart manufacturing, optimizing data 

transfer, coverage, and connectivity in Industry 5.0 

scenarios shown in Fig. 4. 

 

 
 
Fig. 4. HIIRS adapts coverage for changing factory layouts. 

 

 

4. Conclusions 
 

The research demonstrates the potential of 

integrating High-Impedance Intelligent Reflecting 

Surfaces (HIIRS) into smart manufacturing systems. 

By optimizing communication in the mm-wave and 

terahertz bands, HIIRS enhances reliability, efficiency, 

and flexibility, paving the way for advanced Industry 

5.0 and 6.0 applications. 
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Summary: Programming robots effectively remains a challenge for small businesses due to the high ongoing costs of robot 

programming experts. What is missing is a user-friendly software system such as a natural language-enabled cognitive assistant 

for developing robot programs that (1) does not require any particular training before it can be used, and (2) allows for natural 

instruction dialogues that let human operators develop programs interactively. In this paper, we introduce such as system, 

specifically the cognitive robotic TRACS architecture which enables industrial robots to learn from human teachers through 

natural language dialogues novel tasks that can be executed immediately. We briefly describe the core elements of the 

architecture and present a sorting task example to showcase how a task can be first instructed and later modified during task 

execution, all in multiple different spoken natural languages. 
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1. Introduction 
 

A major challenge for a wide-ranging uptake of 

robotics technology, especially in small businesses, is 

the high entry cost of robots, not so much due to the 

robot hardware itself (which has become more 

affordable over the recent past), but due to the cost of 

software integration and, most importantly, the 

ongoing costs of programming robots for various tasks. 

A recent report emphasizes those challenges: 

“SMEs, with production processes that run at a 

smaller scale, often find integration costs to be 

prohibitive or unjustifiable due to their smaller 

production lot sizes. This is because robots in the 

manufacturing context are currently primarily 

programmed to do specific tasks, and any change in the 

assembly process often requires reprogramming the 

robots or even an overhaul of the integrated 

manufacturing line.” [1] In fact, hiring robot 

programmers is often not an option for SMEs due to 

the additional high costs of these experts. 

What is still missing is user-friendly software such 

as natural language-enabled cognitive assistants for 

developing robot programs that (1) do not require any 

particular training before they can be used, and  

(2) allow for natural instruction dialogues that let 

human operators develop programs interactively, 

guided by the intelligent assistant. Such interactive 

task learning has been an important research direction 

for cognitive systems for a while (e.g., see the various 

articles in [2]) and is increasingly integrated into 

robotic systems, in particular, with the advent of large 

language models (e.g., see the recent attempts by 

Google and Microsoft, https://www.youtube.com/ 

watch?v = NYd0QcZcS6Q). 

In this paper, we introduce such a cognitive 

assistant that can remove the main hurdle of robot 

programming and system integration for end users, 

allowing skilled workers without any robot experience 

to instruct robots in natural language to perform any 

number of industrial manufacturing and assembly 

tasks that they can, furthermore, modify them later 

quickly if needed. 

We will first briefly motivate the design of the 

system and then provide a brief overview of the system 

architecture, followed by a description of its operation. 

We will then demonstrate its utility for factory 

automation, especially for SMEs, using a simple 

sorting task that is fully instructed in English and later 

modified during task execution without. We conclude 

with a summary of potential applications and future 

developments of the system. 

 

 

2. Motivation and Background 
 

Classical cognitive architectures like Soar, ACT-R, 

and various others have been traditionally used for 

implementing general ways for artificial agents to 

learn new tasks for a variety of domains in an ideally 

domain-general manner (e.g., [3]). While classical 

cognitive architectures were originally intended to 

model human cognition and run only on computers 

without being connected to physical systems, various 

projects have over the years connected robotic sensors 

and actuators to inputs and outputs of cognitive 

architectures like Soar and ACT-R to demonstrate the 

utility of the hypothesized general cognitive 

capabilities such as reasoning, problem solving, 

planning, and communications. Most recently, with the 

advent of transformer models, in particular large 

language models (LLMs), new attempts are being 

made to replace the “cognitive parts” of cognitive 

architectures with transformer models that can take 

over communication and interaction with human 

interlocutors, and possibly other cognitive aspects such 

as reasoning and planning. In addition, deep neural 

networks are also used for perceptual processing as 

well as learning appropriate actions (e.g., in the context 

of deep reinforcement learning with DQNs). The 
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challenge, however, with using such networks is that 

they often need massive amounts of data (and 

computational resources) for training, and even when 

they have learned to perform their intended tasks very 

well, they are still subject to their internal stochasticity 

that might produce unwanted outputs and behaviors, 

given that their operations is intrinsically one of 

sampling from probability distributions and not that of 

running clearly specified algorithms. As a result, any 

type of robot system that relies on transformers for its 

operation (be it for natural language understanding, 

planning, or action execution) runs the risk of 

exhibiting faulty behaviors and performing the wrong 

actions. We believe that while there could clearly be 

some utility for using LLMs in robotic systems (e.g., 

as a common sense repository to provide heuristics), 

they should not be used for controlling robots per se, 

e.g., for generating robot decisions and actions, 

certainly not in critical applications such as 

autonomous aircraft, surgery robots, or industrial 

robots where faults can cause irreparable harm to 

equipment and humans. 

Instead, we believe that a robotic system should be 

able to provide guarantees about its behavior which is 

clearly the case for systems based on executing 

programs, i.e., algorithms with a clearly specified 

semantics. The challenge then is how to combine the 

predictability and repeatability of robot algorithms (as 

they traditionally run on robots when programmed by 

humans) with the flexibility of human natural language 

task instructions which might contain ambiguities and 

lack important details? We believe that it is possible to 

define a small subset of natural language (different 

from the very comprehensive language LLMs can 

handle) that is sufficient for instructing common tasks 

such as those typical for industrial manufacturing and 

assembly, and thus letting robots learn new tasks 

through interactive dialogues with their human 

instructors. Specifically, we believe that learned 

representations should be explicit and transparent 

symbol structures with clearly defined compositional 

meanings that can be used to verify any step in the 

learned task (either through a graphical interface that 

represents the instruction or through a verbal rendition 

in natural language). Then, once the details of a task 

have been verified by the human instructor, the robot’s 

task representation can be approved by the human 

instructor and the robot is ready to execute the task at 

any time. Moreover, any such task can then 

immediately be shared with other, possibly 

heterogeneous robots (either through local networks or 

through the cloud) which can then also perform the 

task without any additional training. The critical part 

here is the explicit symbolic task representation that 

the robot will learn which makes its knowledge easily 

explainable to humans, different from the kinds of 

distributed numeric neural representations where it is 

impossible to say precisely what a particular numeric 

activation or weight vector represents, and where all 

explanations are essentially posthoc “interpretations” 

of the data (without any assurance that the 

hypothesized interpretation is correct). 

In the following, we will introduce our proposed 

architecture framework that meets the above 

expectations for explicit explainable task 

representations and allows for execution guarantees 

about all learned behaviors in ways that current  

LLM-based models will never be able to provide. 

 

 

3. The TRACS Architecture Framework 

 
The Thinking Robots Autonomous Cognitive 

System (TRACS) architecture is the latest extension of 

our successful Distributed Integrated Affect Reflection 

Cognition (DIARC) cognitive architecture [4] which 

has been successfully demonstrated on a variety of 

autonomous mobile and stationary robots. 

TRACS is an open, modular, distributed, cognitive 

robotic architecture that can operate mixed 

heterogeneous multi-robot and IoT systems and learn 

to symbolic task representations from natural language 

instructions. Learned tasks can be narrated or 

graphically displayed, used to provide assessments 

about expected performance, executed at any time, and 

modified on the fly. Different from LLMs and other 

neural architectures, task performance is formally 

guaranteed, i.e., the outcome of a program is provable 

and if failure probabilities are known for each action, 

the overall failure probability can be guaranteed (e.g., 

see [5] for an example of how the system can assess its 

own performance and determine the overall success 

and failure probabilities). 

TRACS combines a set of unique capabilities that 

make it the perfect integration platform for many 

industrial robot applications (such as factory 

automation), but also different types of service and 

social robots: 

• Deeply integrated natural language capabilities 

allowing for complex task instructions, 

including dialogues about expected task 

performance; 

• Multi-modal interactions through speech, text, 

and GUIs based on context allowing for 

multiple physical and virtual representations of 

the system in different locations (e.g., on the 

factory floor or in a remote office); 

• One-shot learning from natural language 

instructions, demonstrations, and observations 

enabling rapid task learning (e.g., based on [6]), 

but also rapid correction of learned knowledge 

and adaptation (e.g., [7]), either through human 

instruction (e.g., “if X is true, do Y, otherwise 

do Z” to clarify when to do Y and when to do 

Z) or through automated reasoning (e.g., 

analogical generalization); 

• Assured performance with guarantees through 

explicit pre-, operating, and post-conditions on 

all actions (e.g., constraints in linear temporal 

logic are incorporated into stochastic policies 

that minimize constraint violation, conditional 

assurance that “if the system detects X, it will 

react to it”, etc.) and explanations. 
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TRACS is implemented in the TRADE middleware 

which provides unprecedented introspection features, 

dynamic mixed cloud-based edge-based distributed 

configurations, and hybrid symbolic-subsymbolic 

machine learning methods with provable guarantees, 

providing the basis for software assurance. TRADE is 

based on the successful agent development 

environment (ADE) middleware (e.g., [8]) which to 

this day has several unique features compared to other 

open-source middleware like ROS (e.g., dynamic 

system-wide introspection and notification of 

components about available services). 

TRACS allows for easy integration with commercial 

off-the-shelf components and third-partymodules, 

components, and software libraries, through 

“component-wrapping” (e.g., dynamically loading 

libraries), “component participation” (e.g., third party 

components utilizing the same TRADE middleware 

connection mechanisms as other TRACS component), 

or “socket connections” (e.g., to standalone systems 

that are not available for wrapping or direct 

participation). Any of these methods can be performed 

dynamically during system operation. 

TRACS systems are highly parallel and can be run 

within a single computational process in a highly 

threaded fashion, or with components can be 

distributed over multiple OS processes across different 

operating systems and host computers to meet 

computational and real-time needs. This also allows 

for running redundant modules to address hardware 

and software failures. 

TRACS has extensive integrated fault detection, 

fault exploration, and recovery methods that use 

system-wide as well component-based introspection, 

including the ability to automatically restart 

components on compute nodes on other  

available computers. 

Fig. 1 shows an overview of TRACS where boxes 

indicate components with particular functions with 

connecting arrows indicating the information flow and 

data types exchanged between components. The “Goal 

and Skill Manager” manages the system goals, 

involving knowledge stored in the “STM/LTM 

Inference KB” component. It also includes an action 

execution component that robustly executes high-level 

plans produced by the planner/scheduler manager, on 

schedule, by coordinated commanding of multiple 

subsystems. The natural language subsystem in 

consists of the “ASR/GUI” (automated speech 

recognizer/GUI input), “NLU” (natural language 

understanding), “Dialogue manager”, “NLG” (natural 

language generation), “Speech Synthesis/GUI” 

(speech or GUI output) corresponds to the  

“human-machine interactions manager”. 

 

 

 
 

Fig. 1. The TRACS architecture diagram showing the various functional components (white boxes) and the type of data 

exchanged among them (labels on links), see text for details. 

 

 

4. Demonstration of TRACS in a Sorting Task 

 
We demonstrate the operation of the architecture 

and the types of instruction dialogues it enables on an 

ABB GoFa robot in conjunction with a PLC controlled 

conveyor belt (a demo video of the task instructions for 

a GoFa robot in Robot studio can be found here: 

https://www.youtube.com/watch?v = xZaEk5pbVZk). 

The demo scenario (shown in Fig. 2) is a sorting 

task in a conveyor belt setting where the GoFa robot 

has to pick up parts from the conveyor belt and place 

them on one of two tables depending on their length. 

 

 
 

Fig. 2. The demo scenario showing a conveyor belt  

with various colored items of different length that need  

to be sorted onto two tables. 
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The teaching interacting for the sorting task then 

starts with the human instructor teaching the robot the 

various steps of the task: 

 

Human instructor TRACS 

I will teach you how to sort. OK 

First, advance the conveyor belt. OK 

Then go to pose conveyor. OK 

Then verify that you can see a part. OK 

If the part is longer than 75 mm then get 

the part on table A. 
OK 

Otherwise put the part on table B. OK 

That is how you sort. OK 

Start sorting. OK 

 

Fig. 3 shows the state of the task environment, in 

particular, the short red parts (less than 75 mm in 

length) with one of them on Table B, the much longer 

yellow pars (over 100 mm in length), and one blue part 

(80 mm in length). The latter two are supposed to be 

placed on Table A. 

 

 
 

Fig. 3. The task state execution state when the human 

instructor modifies the task. 

 

 

While the robot is executing the sorting task, the 

instructor now modifies the task, specifically changing 

the sort criterion. 

 

Human instructor TRACS 

Modify action sort. OK, what will change? 

Replace the part is longer 

than 75 mm with the part 

is longer than 100 mm. 

OK, are there any other 

changes? 

That is all.  

 

The change takes effect immediately and the robot 

starts placing only items longer than 100 mm on table 

A as per the modified instruction. 

At the end when the task is completed, the yellow 

items longer than 100 mm are placed on Table A, all 

other items are placed on Table B. 

 

5. Discussion 
 

The above demonstration example was chosen to 

be simply on purpose in order to illustrate the core 

aspects of teaching new tasks and modifying them on 

the fly. More complex task can be instructed that 

involve multiple robots, different types of objects and 

actions that need to be performed on those objects with 

outcomes that have to be observed or measured. For 

example, filling a container with parts from another 

container until a certain weight is reached might 

require the use of an IoT scale to measure the weight 

and a pouring action that allows the robot to pour items 

at a certain rate (by tipping and maybe shaking the 

container from which it is pouring). Assembly of a part 

might require the robot to put various pieces in place 

and screw in screws using an automated screwdriver 

mounted on the robot. It might also require multiple 

robots to operate on the same part at the same time 

(e.g., one robot holding the piece in place while the 

other attaches a part). Inspection tasks might require 

the robot to take precise measurements using 

additional tools and devices. All of these tasks can be 

instructed in TRACS as long as task instructions 

eventually ground out in primitive actions and 

perceptions the system understands (e.g., a “grasp” 

action where the robot can detect appropriate grasp 

points on an object it can perceive). Hence, before 

TRACS can be used for verbal task instructions, end 

users need to ensure that those required capabilities are 

in place (this includes any interactions with IoT or 

other devices for which special interface are needed). 

 

 

6. Conclusions and Future Work 

 
We provided a brief overview of the TRACS 

architecture and showed how it can be used to teach 

robots new tasks and quickly modify them on the fly. 

The presented types of interactions work on any 

number of robot arms (e.g., on Universal Robotics, 

Mitsubishi, etc.), mobile platforms, PLCs and other 

IoT devices as well as for any number of sorting, 

assembly, or other manufacturing tasks as long as 

interfaces to those other devices are in place and 

primitive actions using those devices are implemented 

and accessible through natural language. 

In the future, we aim to provide additional learning 

capabilities that will enable robots to furthermore learn 

such primitive actions together with primitive 

perceptions without expert intervention as well. The 

idea is to integrate versions of reinforcement learning 

that can utilize simulated environments to quickly 

learn policies for primitive actions based on object 

perceptions that are co-learned. 
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By using new materials and different design 

techniques not just the strength of the transfemoral 

prosthesis was improved also the reaction forces which 

were come from the ground to prosthesis was 

absorbed. Hence, this new style prosthesis may 

provide more comfortable walking for the users. 

In this paper design and analyses of a transfemoral 

prosthesis was studied. 

 by using SolidWorks

 modelling of the transfemoral leg. 

Section 4 presents results and discussion of this paper. 

In final section, conclusion is presented.
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Fig. 1. Modelling of the foot prosthesis in SolidWorks. 

 

 Mechanical properties of the foot prosthesis.

Poisson’s 

Ratio

166.67 

GPa

76.923 

GPa

The triangle mesher was chosen together with the 

minimum edge length of 0.0001 m. Hence, the foot 

model was meshed as it will have 43865 mesh points 

and 23320 mesh elements as shown in Fig. 2.

 

 

Fig. 2. Meshing of the foot model in ANSYS. 
 

 

It was rather important to determine the right 

position of the applied force in order to make a 

reliable stress and elongation analyses. As it was 

mentioned earlier in this paper that the prosthesis was 

designed for a 90 kg person. The prosthesis model 

carry loads which were more than the twice of the 90 

kg (approximately 1750 N) person’s weight. For this 

reason, the foot model will be safe for the user and 

much more stronger against loads and forces which 

will have acted on it.  

3. The Foot Prosthesis Analyses in ANSYS  
 

As shown in Fig. 3, the force, 1750 N was applied 

to the heel of the prosthesis model at the point B. There 

was not an applied force at the point A. However, at 

this point, the foot prosthesis components were 

montaged to each other, such as they can slide each 

other surface without any friction forces (Fig. 3). 

 

 

 
 

Fig. 3. The point in which the force was applied to the 

foot prosthesis in ANSYS. 

 

 

The maximum von-Mises stress was measured at the 

spring part of the foot prosthesis which has the value 

of 174.49 MPa (Fig. 4).  

 

 

 
 
Fig. 4. Equivalent von-Mises stress distribution analyses 

of the foot prosthesis in ANSYS. 

 

 

The chosen steel material has the Young’s 

modulus of 200 GPa and the yielding stress of  

650 MPa. For this reason, the prosthesis may stand 

approximately 3 times more of the maximum von-

Mises stress that was occurred on the spring part of 

the foot prosthesis. This was happened due to the fact 

that the spring element may get shorter or longer 
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elastically under the loads very easily owing to its 

elastic properties. Hence, due to the spring like 

mechanism which has intermediate stiffness was 

reduced the energy expenditure [30, 32-35 and 40]. 

The total deformation of the foot model in ANSYS 

was shown in Fig. 5. According to this figure 

maximum deformations were occurred on the heel 

part of the foot prosthesis which has the value of 12.68 

mm. It could be seen easily that those deformations 

were elastic and will not cause any deformations to 

the foot prosthesis due to the fact that the von-Mises 

stress (Fig. 4) on those areas below the yielding stress 

of the steel material.  

 

 

 
 

Fig. 5. The total deformation distribution of the foot 

prosthesis in ANSYS. 

 

 

From the equivalent von-Mises stress and deformation 

analyses it was envisaged that the chosen steel material 

for the foot model was the right decision and it could 

be use in real life prosthesis application safely as well. 

 

 

 
Transfemoral amputees spend more energy 

compared to those who are able-bodied during gait 

[40-42], and gait asymmetry comes with significant 

increases in load on the intact limb [43]. The prosthetic 

limb is unable to duplicate the control and mechanism 

of the intact limb [44-49]. For the transfemoral 

prosthesis in order to decrease in load on the intact 

limb and reduce the gait asymmetry; the powered 

transfemoral prothesis were used [10, 50, 51]. 

However, most of the commercially available 

transfemoral prosthesis remain energetically passive 

devices. Therefore, the transfemoral prosthesis users 

walking with passive prosthesis have been shown to 

expend up to 60% more metabolic energy relative to 

healthy person and exert three times hip power and 

torque [52]. For this reason, it is important use a 

material which is lightweight and elastic for the 

transfemoral prosthesis leg.  

In this work, for the transfemoral prosthesis leg an 

aluminium alloy material was chosen in order to 

reduce energy expenditure and make the prosthesis leg 

more elastic, more adjustable to the elastic elongations. 

The aluminium alloy material has the Young’s 

modulus of 70.4 GPa and the yielding point of  

310 MPa.  The prosthesis leg consists of 8 parts which 

were: the main body, the hole, the ball-shaped knee, 

the valve rod, the valve screw, the valve spring, the 

extension tube and the adjustable tightening screw. 

SolidWorks. First of all, the main body (Fig. 6a) of the 

leg prosthesis was added into assembly page and this 

part was considered as static, not moving and all other 

parts were montaged on this part as below. The hole 

(Fig. 6b) was coincidently mounted to the main body of 

prosthesis leg. The valve spring which was shown in 

Fig. 6f, was mounted to the valve rod as it can get longer 

or shorter vertically on it. The knee part of the 

transfemoral prosthesis was modelled as the ball-

tightening screw (Fig. 6h) was used. 

The leg prosthesis was 

meshed by using the triangle mesher in ANSYS as it 

was shown in Fig. 8. 

Hence, the leg model was meshed as it will have 

118910 mesh points and 61775 mesh elements. The 

force was applied to the transfemoral leg at the point B 

as shown in Fig. 9.  

The value of the applied force was 1750 N. This 

force was twice more than a 90 kg person’s weight that 

may act on the prosthesis while the person was moving 

or standing. 

In this figure, the point A was assumed to be a fixed 

supporting point.  
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a) The main body                b) The hole                           c) The ball-shaped knee            d) The valve screw 

 

          
             e) The valve rod                    f) The valve spring                     g) The extension tube             h) The adjustable tightening 

                                                                                                                                                                screw 

Fig. 6. The components of the transfemoral prosthesis leg. 
 

 

  
 

Fig. 7. Assembly of the transfemoral prosthesis leg. 

 

 Fig. 8. Meshing of the prosthesis leg in ANSYS. 
 

 

 
 

Fig. 9. The applied force to the transfemoral prosthesis leg. 
 

 

 Mechanical properties of the leg prosthesis.

Poisson’s Ratio 
69.608 GPa 26.692 GPa 
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5. Results and Discussion 
 

equivalent von-Mises stress 

analyses and the total deformations analyses of both 

models were carried out in ANSYS. The stress 

distributions of the transfemoral leg prosthesis 

components under the applied load of 1750 N were 

shown in Fig. 10.  

 

 

 
 

Fig. 10. Equivalent von-Mises stress distribution of the 

transfemoral prosthesis in ANSYS. 
 

 

From, Fig. 10, the von-Mises stress values of most 

parts of the prosthesis leg were measured as at the 

value of 21.2 MPa. However, on the front side of the 

extension tube, lover part of the main body and some 

part of the ball-shaped knee, the von-Mises stress 

values were measured as at the value of 76 MPa. The 

stress values were measured as at the value of 152 MPa 

on the valve rod. The maximum von-Misses stress of 

the leg prosthesis was occurred on the upper part of the 

socket component which were measured as at the value 

of 304 MPa as shown in Fig.10. The stress values on 

the socket part although very close to the yielding 

stress of the aluminium alloy material, still under of it. 

For this reason, in this figure all stress values were 

measured under the yielding stress of the aluminium 

alloy material, therefore the deformations which were 

occurred on all parts of the prosthesis leg were elastic. 

Total deformation distributions of the transfemoral leg 

prosthesis were shown in Fig. 11. From, the von-Mises 

stress values distributions analysis, it was observed 

that the deformations values which were occurred on 

all parts of the leg were elastic. Hence those 

deformations will not cause any damage on any parts 

of the transfemoral leg.  However, as shown in Fig. 11, 

the maximum deformations were occurred on socket 

component of the transfemoral prosthesis leg model 

which was measured as at the value of 0.395 mm. As 

it was shown in Fig. 11, the elongations on the socket 

part were measured maximum. This elongation value 

was not desirable for the aluminium alloy material, due 

to the fact that those stress   values on the socket part 

of the prosthesis leg model were very close to the 

yielding stress of the material. It was observed that the 

aluminium alloy material was not suitable to use on the 

socket part of the prosthesis [53-55]. 

 

 
 

Total deformation distribution of the transfemoral 

prosthesis leg in ANSYS. 

 

 

6. Conclusions 
 

In this paper design and analyses of a transfemoral 

prosthesis was studied. By using new design 

techniques, the strength of the transfemoral prosthesis 

foot model was improved greatly, also the reaction 

forces which were coming from the ground to the 

prosthesis were absorbed by using the spring like 

mechanism. Hence, this new style prosthesis will have 

provided more comfortable walking for the users. 

In this work, the transfemoral prosthesis was 

modelled as two parts: the foot and the leg by using 

SolidWorks. Afterwords, those models were imported 

in to ANSYS programme in order to analyse them.  For 

the foot prosthesis a steel material was chosen in order 

to make the model more strong against the friction, 

loads and the reaction forces. However, for the leg 

prosthesis an aluminium alloy material was chosen in 

order to make the prosthesis leg more elastic and more 

adjustable to the elastic elongations. Equivalent von-

Mises stress analyses and the total deformations 

analyses of both models were carried out in ANSYS. 

The maximum von-Misses stress of the foot 

prosthesis was occurred on the spring part of it.  The 

stress analysis of the foot prosthesis was proved that 

the chosen material may stand approximately 3 times 

bigger stresses values that was measured on the foot 

prosthesis model. The maximum deformation was 

occurred on the heel and the upper part of the spring 

component of the foot model which was measured as 

at the value of 12.68 mm. However, the von-Misses 

stresses of the heel and the upper part of the foot model 

were under the yielding stress of the steel material, 

therefore deformations on those areas were measured 

elastic. For this reason, those deformations will not 

produce any damage on the foot prosthesis. Hence, it 
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was envisaged that the chosen steel material for the 

foot model was the right decision and it could be use 

in real life foot prosthesis application safely as well. 

The stress distributions analysis of the transfemoral 

leg prosthesis were done under the applied load of 

1750 N. This load was more than twice of a 90 kg 

person’s weight. The maximum von-Misses stress of 

the leg prosthesis was occurred on the upper part of the 

socket component that was measured as at the value of 

304 MPa that was very close to the yielding stress of 

the aluminium alloy material. The maximum 

deformation was occurred on the socket part of the leg 

model which was measured as at the value of  

0.395 mm. This elongation value was very high for the 

aluminium alloy material and the stress values at this 

point was very close to the yielding stress of the 

aluminium alloy material.    

According to the von-Misses stress analysis and the 

total deformation analysis it was observed that the 

aluminium alloy material was suitable to use on the 

main body and the knee parts of the leg prosthesis 

prototype. However, it is not suitable for the socket 

component of the prosthesis which attaches to the 

stump of the leg. It was observed that it will be 

desirable to use a carbon fiber material for the socket 

component which has higher yielding stress and has 

more flexibility. 
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Summary: Industrial robots (IR) are a cost-effective and highly flexible alternative to machining centres. Nevertheless, their 

use for separating processes in production technology is limited because of their low structural rigidity, which results in 

comparatively low accuracies. The vibration behaviour of the robots is a major challenge to increasing accuracy, as it can vary 

significantly depending on the position of the tool center point (TCP) in the workspace. To apply vibration compensation, it is 

necessary to be able to describe the vibration behaviour of the robot with sufficient accuracy. This article presents a new 

approach, utilising parametric FEM simulation to generate a state space description of the robot. The simulation captures the 

pose-dependent vibration behaviour of each axis, which is then integrated into a downstream system simulation, resulting in a 

comprehensive description of the robot's vibration behaviour. After being finely tuned, the model demonstrates excellent 

alignment with the experimentally determined behaviour. Hence, the robot's vibration behaviour in the workspace can be 

holistically described, which is a decisive advantage over the limited possibilities of experimental identification. 

 

Keywords: FEM simulation, Dynamic behaviour, Frequency response, Industrial robot. 

 

 

1. Introduction 
 

Industrial robots are complex, vibrating 

mechatronic systems that are often designed as 6-axis 

serial kinematics and characterized by high flexibility, 

a large workspace and comparatively low investment 

costs. The position of the tool center point (TCP) is 

mathematically defined by the successive positions of 

the individual axes, also known as forward kinematics 

[1]. However, the absolute and repeat accuracies 

achieved with serial robots are significantly below the 

level of machine tools [2]. Low accuracies are mostly 

caused by the low structural stiffness of the serial 

kinematics, which results in IRs having a high 

tendency to vibrate [3]. Occurring vibrations not only 

reduce the accuracy that can be achieved but can also 

cause damage to production machinery, as misaligned 

trajectories can lead to collisions. This represents the 

reason that they are primarily used in applications with 

low process forces and with wide tolerances [4]. 

The improvement of the accuracy of serial robots 

through active and passive measures is therefore 

essential and has been analysed by a multitude of 

approaches in recent years [5]. These approaches can 

be assigned to calibration measures, compensation of 

disturbance variables, optimisation of process 

parameters and structural adjustments [6]. 

One approach is to use additional sensor 

technology to monitor the position of the TCP, for 

example using camera sensors. The detected 

differences in the setting value are used for online 

compensation or in terms of offline calibration [7, 8]. 

In addition to camera sensors, laser trackers are also 

suitable for high-frequency monitoring of the TCP 

position [9]. The integration of output-side angle 

measuring systems is also a method to increase 

machining accuracy by eliminating the influence of the 

gearbox elasticities of every axis [10]. Additionally, 

there are approaches where process forces are sensed 

and fed into a model to compensate for TCP 

displacement [11]. There are also solutions with 

additional piezo actuators, that are integrated between 

the robot flange and the end effector, realising  

high-frequency 3-dimensional compensation 

movements [12]. 

While the compensation of position deviations at 

low feed rates shows significant potential for 

improvement with the aforementioned methods, the 

compensation of the mechanical system's vibration 

susceptibility is challenging and limits the maximum 

feed rates at which sufficient path accuracy can be 

achieved. Due to serial kinematics, the behaviour at the 

end effector represents a coupling of the six oscillating 

axes, characterised by non-linear effects. Furthermore, 

the oscillation behaviour is significantly dependent on 

the joint position. 

The modelling of the dynamic behaviour of a robot 

is thus based on the consideration of a large number of 

coupled effects and will be carried out in this article 

using numerical simulation tools. The experimental 

verification of the pose-dependent dynamic behaviour 

is conducted with an industrial robot from Comau, 

which is excited to oscillate using control-integrated 

test functions. The resulting frequency responses for 

different poses are recorded and compared to the 

simulated curves. 
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2. Materials and Methods 
 

Workflow Overview 
 

The workflow used to model the dynamic 

behaviour of the industrial robot is described in Fig. 1. 

The 6-axis robot as a mechatronic unit is first described 

in a specific pose by the rotation angles of all 6 axes. 

The mechanical system of the robot was modelled as a 

finite element model (FEM). As a result of the FEM 

simulation, the state space representation of the robot 

mechanics is determined for a given pose. This 

represents the mechanical properties of the robot with 

its inputs and outputs and is used as a mechanically 

controlled system in the subsequent system simulation, 

where the cascaded control loops were added for each 

robot axis. Defining inputs and outputs enabled the 

simulation of transfer functions describing the robot's 

dynamic behaviour in a specific pose through 

frequency response analysis. 

These frequency responses were determined 

experimentally in parallel on a test bench with a 

Comau IR of type NJ130-2.05, operated with a 

Sinumerik 840 D. After adjusting the parameters of the 

machine control test functions, the measured and 

simulated frequency responses were compared. To 

achieve a high-quality simulation model despite the 

limited data available from the CAD model, iterative 

parameter tuning was carried out by varying the 

stiffness, damping and inertia parameters. Once the 

model parameters had been successfully adjusted, the 

procedure was repeated for other poses in the 

workspace, as shown in Fig. 1.

 

 

 
 

Fig. 1. Schematic representation for modelling the pose-dependent dynamic behaviour, exemplary presentation  

of measurement poses P2 and P3. 

 

 

Simulation-based Modeling 

 

The tool Simcenter 3D 2022.1 was used to perform 

a multi-body simulation. The robot's CAD data was 

processed and expanded into a FEM with structural 

properties. An innovative approach was used to 

parametrically mesh the FEM, enabling the simulation 

of any joint configurations with the robot. The 

modelling status presented here was achieved after 

approximately 100 iterations, during which the 

following parameters were optimized: 

- Stiffness of the mounting; 

- Stiffness of the drive chains; 

- Stiffness of the joints; 

- Masses of the structural parts; 

- Mass moments of inertia of the drive trains; 

- Modal damping. 

One FEM simulation of a pose took an average of 

20 minutes to compute. The resulting state space 

matrices contain the dynamic properties necessary for 

simulating the frequency responses of all 6 axes in 

MATLAB Simulink. Model parameters were tuned 

using poses P1-P3, and poses P4-P7 were used for 

further validation of the optimized simulation model. 

The poses were recorded in a standard machining 

position for the robot. This position places the TCP of 

the  

robot-guided milling spindle directly above the 

workpiece carrier, with a defined orientation (rotation 

axes A, B and C of the Cartesian coordinate system  

set to 0°). 

To assess the quality of the model, the lowest pole 

and zero points of the simulated and measured 

frequency responses were analysed. The objective was 

to optimise the differences between simulation and 

measurement in terms of frequency, amplitude and 

phase of the pole/zero positions to relative deviations 

of less than 10 %. In general, it was not possible to use 
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the established procedure for Cartesian machines, 

where the axes are considered in sequence. Instead, the 

robot's serial kinematics required simultaneous 

consideration of all axes because of their interactions. 

The model parameters were first optimised for axes  

1-3, as these have the greatest influence on the overall 

structure. The determined parameters of the lower axes 

were then used as a basis for optimising the upper axes 

4-6. Overall, the procedure can be described as a 

structured parameterisation of a complex system, 

where the optimisations performed are often based on 

estimations and previous experience. A complete 

description of the relevance and interactions of each 

model parameter is not possible by analytic methods 

due to the high system complexity. With AI-based 

modelling automation, further model improvements 

are conceivable that could only be achieved with 

disproportionately high effort using the current  

manual approach. 

 

Experimental Verification 

 

For the experimental verification of the simulated 

modal characteristics, the measurement of frequency 

responses was necessary. A commonly used test 

function in control engineering is the speed controlled 

system. It represents the behaviour of the motor speed 

as a frequency-dependent function of the current motor 

torque. After their synchronous recording, the two time 

signals are transferred to the frequency domain using a 

Fast Fourier Transformation (FFT) and subsequently 

divided according to (1). The quotient describes as a 

transfer function the frequency-dependent behaviour 

of the mechanics in complex form and can be 

represented in a bode diagram. 

 

 𝐺(𝑠)  =  
ℒ{𝑣𝑀𝑜𝑡𝑜𝑟(𝑡)}

ℒ{𝑀𝑀𝑜𝑡𝑜𝑟(𝑡)}
  (1) 

 
To determine the vibration behaviour of the 

mechanics experimentally for a wide range of 

frequencies, the structures to be investigated are often 

excited with a Pseudo Random Binary Sequence 

(PRBS) signal, which can be described as white noise 

in a reproducible form. The robot used here is NC 

controlled by a Sinumerik 840D. This controller 

already contains internal diagnostic tools that allow the 

described recording of axial speed controlled systems. 

Before the actual measurements for the modal 

analysis could be realised, suitable measurement 

parameters had to be deduced in several preliminary 

tests. To illustrate the different influences of the 

adjustable measurement parameters, the generation of 

the PRBS signal is described below. An 11th order of 

PRBS is generated in the test function of the control 

system, resulting in 2047 samples according to (2) to 

excite the axis within the desired bandwidth frange. The 

time interval tSample between the samples is calculated 

according to (3) 

 

 𝑛𝑆𝑎𝑚𝑝𝑙𝑒𝑠  =  2𝑂𝑟𝑑𝑒𝑟 − 1, (2) 

 

 𝑡𝑠𝑎𝑚𝑝𝑙𝑒  =  
1

2∙𝑓𝑟𝑎𝑛𝑔𝑒
  (3) 

 
This can be used to determine the time tPRBS 

required to run through a complete PRBS cycle. 
 

 
𝑡𝑃𝑅𝐵𝑆  =  𝑡𝑆𝑎𝑚𝑝𝑙𝑒 ∙ 𝑛𝑆𝑎𝑚𝑝𝑙𝑒𝑠 = 

= 
1

2∙𝑓𝑟𝑎𝑛𝑔𝑒
∙ (211 − 1)  

(4) 

 

Consequently, in the procedure described here, the 

PRBS period duration is determined by the specified 

bandwidth. The number of transient and measurement 

periods multiplied by the period duration depicts a 

sufficient approximation of the measurement duration. 

At least one transient cycle and one measurement cycle 

must be completed to reproduce the vibration 

behaviour of the mechanical system. The traversed 

axis path αaxis is approximately the product of the 

measurement period and the specified velocity (offset). 

Tab. 1 shows an example of the calculated axis path 

for different PRBS bandwidths in the range of 125 Hz 

to 4 kHz for a complete measurement consisting of a 

transient period and a measurement period. An offset 

of 0.86 min-1 was used as it was typically set for axis 

1. The frequency resolution fDelta of the recorded signal 

after transformation into the frequency domain is also 

given in Table 1. It is calculated as the double of the 

set bandwidth frange divided by the number of samples 

(here 2047). 
 

 

Table 1. Impact of the PRBS bandwidth frange on the sample 

time tSample and the period time tPRBS, the resulting movement 

range of an axis αaxis and the frequency resolution fDelta  

after FFT (assumed offset speed of 0.86 min-1, one period 

each for excitation and measurement). 

 

frange 

[Hz] 

tSample 

[ms] 

tPRBS 

[s] 

αaxis 

[°] 

fDelta 

[Hz] 

4000 125E-3 0.26 2.64 3.91 

2000 25E-3 0.51 5.28 1.95 

1000 5E-3 1.02 10.56 0.98 

400 1.25 2.56 26.41 0.39 

250 2 4.09 42.25 0.24 

200 2.5 5.12 52.81 0.20 

125 4 8.19 84.50 0.12 

 

For the vibration behaviour of the mechanics to be 

investigated here, eigenfrequencies are of particular 

importance that are located below 100 Hz and should 

be recorded with a high frequency resolution. When 

considering Tab. 1 it can be seen that a reduction in the 

bandwidth, i.e., an increase in the frequency 

resolution, also results in an increasing αaxis. As a 

compromise between the movement distance and the 

corresponding resolution in the frequency range, a 

bandwidth of 200 Hz was defined for recording the 

speed controlled systems. Friction effects have a 

significant impact on the quality of the measurement 

results, so a continuous offset is added to the vibration 

excitation to eliminate transition areas from static to 

dynamic friction. As the vibration excitation acts both 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’2024), 

7-9 February 2024, Innsbruck, Austria 

34 

 

in the direction and against the direction of the offset, 

it has to be set sufficiently large so that the actual speed 

is not equal to zero over the entire measurement cycle. 

The offset speed must be selected such that all PRBS 

cycles are performed within the possible movement 

range of an axis. Additionally, the vibration-

stimulating noise amplitude should be adjusted based 

on the axis-specific inertia. These amplitudes were 

determined through several test measurements to 

ensure sufficient excitation for measuring the vibration 

modes while avoiding excessive strain on the 

mechanics. In summary, determining the measurement 

parameters (bandwidth, noise amplitude, offset) is an 

iterative process involving several trial measurements. 

The aim is to keep the axis paths as short as possible to 

minimise deviation from the pose configuration and to 

avoid entering collision zones or axis limits. It is 

important to select a noise amplitude and 

corresponding offset that is high enough to allow the 

vibration modes to be detected. This paper presents 

measurement results recorded with a consistent axis 

parameterisation for comparability. Multiple 

measurement cycles were recorded and averaged to 

smooth the frequency responses. To begin of a 

measurement, the axis was moved to the starting 

position. This position was chosen in a manner that the 

desired pose's actual angular position was as centred as 

possible in the path of the motion. It should be noted 

that it was not possible to achieve a centric intersection 

of the respective joint positions for each pose, as this 

would result in collisions with other components of the 

test stand or exceed the possible movement ranges  

of an axis. 

To effectively assess the modal behaviour of the 

mechanics, the parameters of the cascaded control 

loops were subsequently downscaled for the measured 

axes. In particular, the reset time TN has been increased 

by a factor of 10 and the gain factors of the position 

and speed control loops Kv and Kp have been reduced 

to 10 %. Due to the position-dependent alignment of 

the axes and the resulting axial forces and torques, it 

was not always possible to reduce the speed and 

position control loop of the measured axes by a factor 

of 10. In such cases, a successive approximation was 

performed until the reduced control loop performance 

was just able to compensate for the resulting load 

torque, thus preventing the controller's standstill 

monitoring from being triggered. After the time signals 

of the motor torque and speed have been recorded, they 

were converted to the frequency domain using an FFT. 

Both the FFT and the transfer function calculation are 

performed immediately after the measurement, and the 

Bode diagram, showing the amplitude and phase 

response, is displayed on the machine's control panel. 

The Bode diagram data points were exported and 

processed using Matlab. To reconstruct the Bode 

diagrams, the frequency support points had to be 

recalculated according to the correlations in Table 1, as 

only the amplitude and phase values are exported. For 

each analysed pose, speed controlled systems were 

recorded for all six axes according to the described 

procedure. To improve comparability with the 

simulated modal characteristics, a parametric 

workflow was implemented in Matlab. The analysis 

loads the associated state space representation from the 

multi-body simulation into the workspace after 

specifying a pose. Then, a system simulation is 

performed in Simulink with additional cascaded 

position control loops. The simulation automatically 

sets the axial inputs and outputs to obtain the correct 

transfer function according to (1). This procedure 

allowed for the simulation of the speed controlled 

systems of all axes within a few minutes. The 

simulated and measured frequency responses were 

then compared to verify the accuracy of the modelling, 

based on the similarity of the curves, particularly the 

position of the pole and zero points. 

 

 

3. Results and Discussion 

 
The speed-controlled system measurements 

effectively demonstrated the mechanics' pose-

dependent vibration behaviour. An example of the 

measured frequency response for axis 1 is shown in 

Fig. 2 for poses P1, P2, and P3. P1 is centred on the 

connecting line of the other two poses, while P2 and 

P3 are shown in Fig. 1. All poses were approached with 

a uniform Cartesian z-value. 
 

 

 
 

Fig. 2. Pose-dependent frequency response of the robot 

mechanics for the three poses P1-P3 in the example  

of robot axis 1. 
 

 

The compact joint configuration results in a more 

favourable behaviour in terms of control technology, 

as the amplitude response of P3 shows a dominant 

pole/zero pair at 14.5 Hz and 15.9 Hz respectively, 

with an amplitude difference of around 17 dB. On the 

other hand, the first pole/zero pair at 6.8 and 12.1 Hz 

is significantly lower for pose P2, where the robot arm 

has a more extended configuration. The amplitude 

difference between the pole and zero has also 

increased by 43 dB, in addition to the larger frequency 

difference. Significant differences can also be seen in 

the phase response. The vibration-sensitive pose P2 

shows the highest increase in phase of about 180°. P1 

is located spatially between P2 and P3 and also has a 
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frequency response with the position of the poles and 

zeros between the other two forms. 

Once the measurements for P1-P3 had been 

executed, they were compared with the simulation 

results and their iterative adjustments were applied. A 

good agreement after model optimisation is shown in 

Fig. 3 for Pose 1 of Axis 1. The amplitude response of 

the simulation is around 80 dB lower, which results 

from the actual speed determined on the load side in 

the FEM simulation. As this is based on a constant 

transmission ratio, the amplitude response was adapted 

for better comparability. 

 

 
 

Fig. 3. Compare of frequency response for axis 1  

in pose P1. 

 

The lower axes of the robot have the greatest 

influence on the vibration behaviour due to the serial 

kinematics and the increase in the moments of inertia. 

Accordingly, the simulation models were optimised to 

map the modal behaviour of the lower main axes 1-3 

as accurately as possible. For the evaluation of the 

resulting 21 frequency responses (7 different poses 

with 3 frequency responses each for axes 1-3), the first 

pole and zero positions for each axis were tabulated 

with frequency and amplitude. The position deviations 

and the differences in the amplitude ratio were then 

determined percental for the 21 measurements and 

simulations. 

To calculate the relative deviations, the 

experimentally determined values were used as a 

reference for the normalisation. The results are shown 

in Fig. 4 and indicate that the pole/zero positions of 

axes 1-3 could be simulated with an acceptable 

approximation. The deviations of the frequencies of 

poles and zeros are in the majority of cases less than 

10 % and have the same sign. The amplitude 

differences show a greater dispersion and are 

predominantly in the negative value range. As a result, 

the amplitude spread between the pole and zero points 

was simulated as too small in most cases compared to 

the measured ratios. A certain correlation between 

deviations in the position of the poles and zeros and 

their amplitude ratio cannot be derived from the 

diagram. To compensate for machine vibrations, it is 

important to identify the position of poles and zeros in 

the frequency response. This allows the effect of these 

position-dependent critical points on the overall 

machine structure to be reduced. Therefore, it is 

acceptable, that in the presented processing status, 

accurate modelling of amplitude ratios could not 

always be achieved.

  

 

 
 

Fig. 4. Relative deviations from the location of the pole and zero points and their amplitude ratio comparing measurement 

and simulation, representation of the behaviour of axes 1-3 for seven different poses. 

 

 

4. Conclusion 
 

The measured frequency responses, also named as 

speed-controlled systems, clearly confirmed the  

pose-dependent vibration behaviour of the robot, 

especially for axes 1-3. By implementing a parametric 

meshing of the FEM model when changing the joint 

angles, the dynamic behaviour could be simulated for 

seven different poses. The behaviour of axes 1-3, 

which have a particularly strong influence on the 

vibration of the overall structure due to their high 

inertia, was mapped in most cases with good accuracy 
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by the simulation. The evaluation of the model quality 

was carried out by comparing the measured and 

simulated poles and zeros in bode diagrams. A very 

good agreement for the position of the critical pole and 

the zero points was achieved. 

Consequently, this work allows a holistic dynamic 

description of an industrial robot, which could 

previously only be determined experimentally for 

individual points with great effort. Therefore, an 

essential basis for improving the achievable accuracies 

and dynamics with IR was generated, as precise 

compensation mechanisms can be developed through 

concrete knowledge of the position-dependent 

vibration behaviour. 
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Summary: This paper introduces an integrated simulation framework designed to advance the research and development of 

cooperative multi-robot systems. In contrast to the co-simulation approach dominant in state-of-the-art approaches, a  

co-modelling architecture is employed. It allows the synergistic combination of physics-based models, network simulations, 

and virtual machine environments to facilitate comprehensive software-in-the-loop simulation of complex system behaviors. 

The reference implementation of this architecture is applied to an industrial setting, simulating multiple Autonomous Transport 

Vehicles (ATVs) in a factory including raytracing-based lidar sensors and path loss models for network simulation of  

wireless networks. 

 

Keywords: Simulation, Multi-robot systems, Wireless communication, Software-in-the-Loop, Autonomous transport 

vehicles. 

 

 

1. Introduction 

 
This paper introduces an integrated simulation 

framework that diverges from the traditional  

co-simulation methodologies, favoring a co-modeling 

approach that synergistically unites physics-based 

models, network simulations, and virtual machine 

environments. This integration facilitates 

comprehensive software-in-the-loop simulation for 

complex behaviors of multi-robot systems, especially 

in the context of distributed operations over  

wireless networks. 

The framework enables detailed simulation of 

robots equipped with advanced sensor technology, 

such as raytracing-based lidar, and facilitates the study 

of wireless communication via realistic path loss 

models. These capabilities are essential for exploring 

the dynamics of cooperative multi-robot systems and 

their effectiveness under variable and often adverse 

conditions characteristic of industrial settings. 

With this framework, we aim to contribute to the 

field of cooperative multi-robot systems research, 

especially in the domain of cooperative SLAM, by 

providing a robust and versatile tool for simulating and 

analyzing the complex interplay between sensing, 

navigation and network communication. 

This paper presents the application of our 

integrated simulation framework to ATVs in an 

industrial scenario, where the joint simulation of 

sensing, navigation and network communication is 

highlighted. The application scenario is shown in  

Fig. 1. Leveraging the framework's capabilities, we 

simulate the network communication layer including 

latency, packet loss, and signal interference that are 

typical in industrial environments. This allows the 

examination of ATVs’ behavior under various network 

conditions, which is essential for the development of 

collaborative multi-robot systems [1]. 

 

 

 
 

Fig. 1. Bird's-eye view of the example factory  

with the ATV’s patrol path highlighted in red  

and the access point location marked by a star. 

 

 

The simulation data provided by the reference 

implementation showcases the potential impact on the 

design and optimization of robust multi-robot systems 

for real-world deployment. 

 
 

2. Related Work 

 
Simulation environments for networked multi-robot 

systems that combine physics and network simulation 

have been an active topic of research, especially in the 
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ROS community. Multiple designs have been 

published that follow a similar pattern. 

C oCoSim is a simulation environment for 

cooperative multi-robot systems that allows the 

combined simulation of physics, software and 

networks [6]. C oCoSim achieves this by integrating 

Gazebo [9] for physics simulation, ns-3 [8] for network 

simulation and real ROS2 nodes for the data 

processing components. Individual ROS2 nodes 

exchange data with the physics simulation in Gazebo 

using ROS2. This requires simulation-specific ROS2 

nodes that interface with the Gazebo simulator to 

access simulated sensors and actors. Communication 

between the data processing systems is mediated by the 

ns-3 network simulator. To realize this indirection, C 

oCoSim requires a patched DDS implementation that 

forwards all sockets API calls to the server component 

which translates the native calls into ns-3 specific calls 

and injects them into the network simulation. 

Simulation time synchronization between the 

simulators is realized by mapping all simulation units 

to the discrete-event paradigm and using the  

Gauß-Seidel orchestration algorithm. To this end, 

Gazebo is extended by a C oCoSim plugin to facilitate 

time synchronization with the network simulator and 

to send robot positions to the network simulator for use 

in path loss modeling. 

C oCoSim enables the joint simulation of robot 

movements and communication behavior in 

environments with noisy communication channels or 

interference. While effective, C oCoSim's sole reliance 

on position data for path loss modeling in network 

simulations may not fully capture the impact of 

environmental variables, presenting a potential gap in 

simulation fidelity. 

ROS2 nodes require no modification to work in this 

setup, but the requirement of a patched DDS 

implementation and the translation to ns-3 specific 

socket calls introduces uncertainty. Furthermore, the 

restriction to ROS2-based systems is limiting. 

ROS-NetSim attempts a more generic coupling of 

network and physics simulators by proposing a 

simulator agnostic interface for simulation time 

synchronization and data exchange [7]. Their 

architecture calls for one Coordinator for both physics 

and network simulator, which contain simulator-

specific interfaces (Fig. 2). Both coordinators 

communicate via a standardized interface based on the 

protobuf serialization format to synchronize 

simulation time and exchange relevant data. This 

standardized interface allows the integration of other 

simulators via the creation of new coordinators that 

adhere to this interface. 

In the reference implementation, they combine  

ns-3 and Gazebo, similar to C oCoSim. Time 

synchronization is also realized using a window-based 

approach and the Gauß-Seidel algorithm. Both 

approaches differ in the way that network traffic 

between ROS nodes is captured. 

While C oCoSim requires a patched DDS 

implementation and captures traffic at the socket layer, 

ROS-NetSim captures traffic at the packet level using 

virtual networking (TUN) devices. This approach 

appears to be superior because no code changes are 

required, either in the middleware or in the ROS nodes. 

The reference implementation is applied to a patrol 

scenario, where two robots patrol a farm-like building. 

During the patrol, network traffic between the ROS 

nodes is being routed over a simulated network in ns-

3 augmented with geometric scene information from 

Gazebo. The authors analyze throughput and delay 

characteristics over simulation time. 

 

 

 
 

Fig. 2. The ROS-NetSim architecture requires one 

coordinator per simulator to implement the synchronization 

interface. Network traffic is captured by TUN devices [7]. 

 

 

The ROS-NetSim approach, with its standardized 

interface for time synchronization and data exchange 

between physics and network simulators, shows a 

promising direction for multi-simulator integration. 

The architecture allows for the inclusion of additional 

simulators through new coordinators that adhere to  

this interface. 

Despite these advantages, the implementation faces 

challenges with synchronization overhead, particularly 

when dealing with substantial amounts of  

channel data. 

Although the current interface is standardized, it 

has limitations, and the reliance on TUN devices 

means it is primarily tailored for IP-based 

communication within ROS. Nevertheless, the 

underlying concept holds the potential for expansion to 

a broader range of co-simulation applications. 

The analyses of C oCoSim and ROS-NetSim 

reveals a common challenge emerges: maintaining 

consistency between disparate network models in ns-3 

and physics models in Gazebo. Keeping models 

between simulators consistent is a noted challenge in 

practice [10]. 

The limited synchronization capabilities, which 

only synchronize positions without accounting for 

complex scene geometries, are further notable 

constraints. 

Both C oCoSim and ROS-NetSim allow the use of 

real ROS nodes in the context of the simulation, but 

they may not capture all hardware and software 

constraints when interfacing with sensors and actors, 

as they are emulated by Gazebo. This could lead to an 

overestimation of system capabilities when 

transitioning from simulation to deployment. 
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3. Framework Architecture 
 

To address these challenges, we propose an 

alternative simulation architecture, which allows the 

integration of network and physics simulations within 

a single, central simulation unit. Fig. 3 illustrates this 

architecture, which consists of three generic 

components: an active simulation database that stores 

all simulation data, including geometries and 

materials; a discrete-event scheduler that coordinates 

the simulation across both networking and physical 

domains; and a plugin system to extend the framework 

with simulation functionality and to integrate  

external simulators. 

 

 
 

Fig. 3. Architecture of the proposed Framework. A plugin 

system allows flexible extension of simulation functionality, 

either by directly implementing it or by adapting  

external simulators. 

 

 

The active simulation database facilitates efficient 

data exchange between plugins through shared 

memory and a signaling mechanism. The  

discrete-event scheduler enables flexible execution of 

simulation functionality. Network simulation 

elements, like protocol and network device models, are 

native to the discrete-event paradigm. The integration 

of physics simulation components, such as rigid body 

simulation and sensor models, which are typically 

modeled in the continuous-time paradigm, is achieved 

by incorporating them into the discrete-event 

scheduler's event list as recurring events. This 

approach is similar to the strategies discussed in the 

related work section. Additionally, the plugin system 

enables the implementation of domain-specific 

simulation functionality. Plugin systems are becoming 

more prevalent in simulation software, such as 

Gazebo, as discussed in the context of C oCoSim. The 

proposed architecture takes this to an extreme by 

implementing all simulation functionality as plugins. 

The proposed architecture differs from the state of 

the art in that it implements both network and physics 

simulation in the same simulator. This increases the 

complexity of the central simulator, but reduces 

synchronization overhead and allows for richer 

interactions between the network and physics 

simulation components, as they can access the shared 

simulation database. For instance, this enables the use 

of path loss models for radio propagation in network 

simulation plugins that consider obstructions and 

multi-path propagation through dynamic  

scene geometries. 

However, this approach has a drawback of making 

it harder to utilize the advanced features of existing 

simulators. To overcome this, adapter plugins can be 

used to integrate pre-existing simulators, enabling 

them to function seamlessly within the central 

framework. The architecture's adaptability has been 

demonstrated through the successful implementation 

of an FMU interface and the coupling of virtual 

machines for software-in-the-loop scenarios. This 

proves its capacity to scale to more complex 

simulation scenarios. However, the use of adapter 

plugins may introduce synchronization overheads. 

Therefore, the decision to implement the required 

functionality as a plugin or to integrate external 

simulators must be carefully considered. This involves 

weighing the benefits of adding new functionality 

against the costs of increased overheads in 

synchronization and complexity. 

The following section will discuss the 

implementation of features that are crucial for 

simulating cooperative multi-robot systems within this 

architecture. 

 

 

3.1. Radio Propagation Modeling 

 

Network simulation components overlay the 

physical models, providing a realistic communication 

layer that models signal interference, packet losses, 

and variable transmission delays common in industrial 

environments. 

The shared simulation database enables network 

simulation plugins to fully access scene geometry and 

material data. This allows for the implementation of 

path loss models that consider dynamic position and 

the scene's geometry in the context of wireless 

networks. Ray tracing techniques are used to create 

path loss models that accurately represent wireless 

network behavior. These models account for 

reflections, diffractions, and scattering effects, 

resulting in a more efficient and precise representation. 

Our implementation uses a GPU-accelerated 

raytracing path loss model optimized for performance 

by employing spatial acceleration structures [4]. This 

optimization allows for interactive frame rates, which 

are crucial for gaining an intuitive understanding of the 

resilience and robustness of the systems under test in 

varying network conditions. 

 

 

3.2. Simulation of Data Processing Systems 

 

The proposed architecture provides considerable 

flexibility in modeling data processing systems. The 

models can range from automata, such as finite state 

machines, to scripting-based approaches and the 

modeling of data processing system behavior in 

dedicated plugins, to software-in-the-loop simulation 

via co-simulation with virtual machines. Each 
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approach offers different tradeoffs regarding fidelity, 

complexity, and computational cost. 

State-of-the-art approaches involve representing 

data processing systems as ROS nodes. Nodes that 

interface with sensors and actors are implemented in 

Gazebo, utilizing direct access to the simulation data. 

While convenient, this is a simplification that does not 

capture the actual interface with potential hardware 

and software constraints. 

In contrast, virtual machines (VMs) offer higher 

fidelity by simulating both the computational logic and 

the actual hardware interfaces of the computational 

nodes, as depicted in Fig. 4. 

Fig. 4 illustrates how virtual machines (VMs) are 

integrated within our simulation architecture. The VM 

Orchestrator plugin is responsible for managing the 

lifecycle and synchronization of the VMs. It ensures 

that the VMs remain in step with the discrete-event 

simulation, handling the temporal coordination 

between the computational logic running inside the 

VMs and the physics and network simulations. This is 

essential for maintaining the causal relationships 

within the simulation, ensuring timing and order of 

operations are honored. The VMs run guest operating 

systems and application code that interfaces with 

simulated hardware through emulated peripherals. 

Peripherals are separated into frontend and backend 

components. The frontend controls the way a 

peripheral device is presented to the guest and the 

backend is responsible for realizing the effects of the 

peripheral. For instance, a NIC frontend presents a 

network card of a specific make to the guest, while the 

corresponding backend handles the sending and 

receiving of frames. The TAP backend is a pragmatic 

way to integrate with the network simulation, which 

forwards frames using an according adapter. By 

relying on TAP devices that operate on the data link 

layer, the network simulation is not limited to IP-based 

communication, avoiding the limitation incurred by 

ROS-NetSim. This opens up possibilities for broader 

application for example using CAN. 

By integrating VMs in this way, the proposed 

architecture goes beyond the simplified 

representations commonly found in existing 

simulation environments, offering a robust alternative 

that captures the nuances of actual hardware and 

software interfaces and incorporating not only the 

application code but also the entire operating system 

along with its’ configuration. This high-fidelity 

modeling is particularly beneficial for scenarios that 

require a detailed understanding of the interactions 

between computational nodes and their physical or 

networked environment, such as in the validation of 

control algorithms. 

 

 

4. Reference Implementation 
 

The reference implementation is based on the 

multi-domain simulation framework VEROSIM [2]. 

Existing physics and sensor simulations capabilities 

have been extended by network simulation 

functionality and an adapter plugin for the 

virtualization platform Qemu [3].  

Data exchange between VEROSIM and Qemu 

utilizes a 'hybrid cable' concept, where the data being 

handled in the simulation conforms to real protocol 

and data formats, ensuring coherent integration across 

simulated, emulated and real components. The 

available devices include serial interfaces, Ethernet, 

and CAN. It is possible to synchronize simulation time 

between VEROSIM and Qemu, but this severely 

impacts simulation performance. If model complexity 

permits, VEROSIM's real-time scheduler allows for 

co-simulation without explicit synchronization. The 

virtual machine setup's complexity is abstracted away 

from the user, providing a seamless experience within 

VEROSIM's environment. Virtual machines and 

emulated devices can be managed in a unified user 

interface. Connections, whether through network 

simulations linking virtual machines or serial 

interfaces for sensor and actuator interactions, are 

automatically configured in accordance with the model 

specifications. 

 

 

 
 
Fig. 4. Virtual machines are integrated into the simulation 

scenario via an orchestrator plugin that synchronizes them 

with simulation time. Data exchange is mediated by adapters 

in the corresponding network simulation plugins. 

 

 

5. Application 
 

In the practical application of our simulation 

framework, we explore a scenario situated within an 

industrial factory setting. Autonomous transport 

vehicles (ATVs) are programmed to navigate a 

designated patrol route, employing lidar for 

environmental sensing. During the patrol we estimate 

the signal strength of connection to an access point for 

wireless communications. 

A schematic illustrating the model’s components and 

simulator responsibilities is depicted in Fig. 5. The 

ATV’s on-board computers (OBC) are emulated in 

Qemu. Inter-OBC data exchange is mediated by the 

network simulation, utilizing a ray-tracing based path 

loss model for the wireless transmission. 

Fig. 1 shows a bird’s eye view of the factory, 

highlighting the patrol path with a red line. Fig. 6 
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shows the scenario from a different perspective, 

emphasizing the high-fidelity ATV models equipped 

with laser scanners, enabling detailed environment 

mapping and navigation. The result of the latest scan is 

visualized by a point cloud with the colors indicating 

distance. It highlights the complexity of the 

environment, with multiple stationary and dynamic 

obstacles that an ATV must intelligently navigate. The 

scene includes lighting and shadow effects, providing 

a high-fidelity representation necessary for accurate 

sensor modeling. 

 

 

 
 
Fig. 5. Schematic diagram of a simulation scenario using the reference implementation. Physical (blue) and network (green) 

components are simulated in VEROSIM [2]and on-board computers (orange) are simulated as virtual machines using 

QEMU [3]. 

 

 
 

Fig. 6. The autonomous transport vehicle (ATV) moves along the red patrol path. The point cloud overlay visualizes  

the current lidar scan. The dynamic, detailed scene geometry and materials are used by a raytracing-based path loss model  

to estimate the signal strength from ATV to access point. 

 

 

The on-board computer runs several ROS2 nodes 

inside virtual machines, which are connected to 

peripherals on each ATV. These nodes read inputs 

from simulated sensors and command the motors 

through serial interfaces. 

Raytracing techniques are used in the deployment 

of lidar sensor models to account for complex scene 

geometry. This enables realistic simulation of sensor 

data, which is essential for developing algorithms 

related to navigation, obstacle avoidance, and 

environmental mapping. The lidar simulation's fidelity 

ensures that the data processing components of the 

ATVs, which typically interpret and react to sensor 

input in real-world operations, undergo a rigorous 

testbed reflective of actual operating conditions. 

Fig. 7 shows the signal strength measurements 

obtained over the course of the patrol scenario using 

the raytracing-based path loss model. A Gaussian 

Process Regression (GPR) is overlaid as a statistical 

estimate based on the simulation data. The blue line 

models the signal strength variation as the ATV 

navigates the factory floor, and the shaded area depicts 

the 95 % confidence band. This statistical 

representation is important because it includes both the 

expected signal behavior and the uncertainty present in 

real-world wireless communications. State-of-the-art 

approaches often precompute these estimates, but the 

shared simulation database, combined with efficient 

GPU-accelerated implementation, allows for online 

computation while maintaining interactive framerates. 

Benchmarks of computation time for different model 

complexities have been published [4]. 

The plot illustrates the interaction between the 

ATV's physical location and the complex factory 

geometry on signal propagation. By incorporating the 

actual geometries of the factory into the path loss 

model, we achieve a more accurate and predictive 

model of signal strength, which is essential for 

designing robust communication protocols in 

industrial applications. 
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Fig. 7. Simulated signal strength over simulation time 

during the patrol scenario, using a ray-tracing based path 

loss model. 

 

 

5. Discussion 
 

Using a single simulation framework can 

streamline the modeling and simulation process. It can 

simplify the development process and prevent 

inconsistencies among disjoint tools by having all 

aspects of a model in a central place. Access to the 

simulation database can also simplify simulation 

functionality development by alleviating the need for 

inter-process communication and the associated 

serialization overhead. However, achieving feature 

parity with specialized simulators can be a significant 

obstacle, which may be insurmountable depending on 

the application requirements. We are exploring the 

tradeoffs of integrating existing simulators, such as  

ns-3, to leverage their vast feature set while 

maintaining the advantages of the unified framework. 

To provide a high degree of simulation fidelity, we 

are also considering integrating virtual machines for 

software in the loop simulations. The ability to verify 

actual code, including all operating system 

complexities and setup, compiled for the target 

architecture is an invaluable asset. However, 

computational cost becomes a factor when scaling to a 

larger number of robots. Therefore, application 

requirements must be carefully considered. When 

simulating robot swarms with tens or hundreds of 

robots, this approach can become infeasible. At this 

level, it seems more sensible to model the behavior of 

computational nodes as scripts or by implementing 

specific plugins. 
 

 

6. Conclusions 
 

Our approach simulates wireless communication 

and analyzes its impact on the coordination and 

mapping accuracy of multiple ATVs. This provides a 

valuable testbed for the development and validation of 

multi-robot systems, allowing for impact analysis of 

varying network conditions. The detailed wireless 

network simulation also provides insights for 

enhancing the robustness of distributed and 

collaborative task execution. Although this 

contribution focuses on an industrial use case, the 

presented framework is believed to be applicable to 

more general use cases that require coordination over 

computer networks with varying delay and reliability 

characteristics in dynamic environments, such as 

rescue robotics, planetary rovers, or underwater 

exploration. 
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Summary: For the automation of industrial production, the variety of sensors plays a key role. The sensors in question are 

position sensors, touch sensors, temperature sensors, photo sensors, chemical sensors, etc. Recently THz sensors joined the 

sensor family due to their specific property. The most common application of THz sensors is in security as their ability to 

penetrate the cloths without harming the person, as the THz radiation does not damage the cells in the body as it is not ionizing 

as x-rays do. 

Consequently, THz rays can replace X-rays in many applications. This is happening at a high rate due to the fast 

development of the solid-state development of the THz wave sources and detectors. In this presentation, we describe an 

antenna-coupled nano bolometer for a THz sensor operating at room temperature. The key features we focused on are high 

sensitivity, compact size and affordable production cost. 

 

Keywords: THz rays, THz sensors, Security, Dipole type antenna, Standard microelectronic process, Bolometer. 
 

 

1. Introduction 

 
In this article, we introduce an antenna-coupled 

nano bolometer for a THz sensor operating at room 

temperature. The key features we focused on are high 

sensitivity, compact size and affordable  

production cost [1]. 

We selected a dipole-type antenna with a 

characteristic impedance close to 1 kOhm to match the 

bolometer resistance. The bolometer structure selected 

was a thin flat wire suspended in the air. The material 

was a titanium wire with the dimensions of  

10 micrometers in length and 100 nm thickness. 

The sensitivity of the structure depends on the 

temperature coefficient of the titanium resistance and 

the thermal losses of the structure. The production 

technology was selected as a standard microelectronic 

process. 

The most difficult challenge was the minimization 

of thermal losses. The minimization was achieved by 

minimizing the physical dimensions of the structure. A 

dedicated ASIC was designed which included a  

four-channel LNA’s, digital gain settings, and digital 

bolometer bias current setting. 

 

 

2. Method of Sensor Manufacturing 

 
The manufacturing process of the THz sensor is 

complex and consists of 23 main process steps: 

1. Initial wafer oxidation for protection of bare 

wafers with sio2 (0.50 um); 

2. Deposition of the primary layer of LPCVD (Low 

Pressure Chemical Vapor Deposition) silicon 

nitride (0.03 um) for additional protection (in 

addition to photoresist) when creating a dimple in 

the future membrane; 

3. Cave making: application of a thin layer of 

photoresist and photolithographic transfer of a 

geometric pattern in the shape of a dimple onto 

the wafer; 

4. LPCVD nitride etching by chemical plasma 

removal of unprotected nitride; 

5. Photoresist removal – chemical removal of used 

photoresist in oxygen plasma; 

6. Deposition of secondary LPCVD silicon nitride 

(0.12 um): stress amortization of  

subsequent films; 

7. Deposition of phosphosilicate glass on the front 

side (0.30 um): compensation of stress tensions 

of subsequent films; 

8. Deposition of PECVD (Plasma Enhanced 

Chemical Vapour Deposition) silicon oxynitride 

on the front side (5.00 um): the main part of the 

membrane; 

9. Application of photoresist on the back side: 

mapping of a geometric character for further 

etching of the silicon crystal of the back side 

(making a resonant cavity); 

10. Etching of phosphosilicate glass LPCVD silicon 

nitride and silicon oxide to bare silicon on the 

back of the wafer; 

11. Aging of photoresist in oxygen plasma; 

12. Application of photoresist and design of sacrifice 

cushion through the pit in the membrane; 

13. Deposition of PVD (Physical Vapour 

Deposition) titanium thin layers for  

thermistor needs; 

14. Application of photoresist and mapping of the 

geometric form of thermistor on titanium layer; 

15. Plasma etching of titania thin layers; 

16. Application of photoresist and mapping of 

contacts on the titanium thermistor; 

17. Deposition PVD aluminum (1.00 um); 

18. Application of photoresist and mapping of 

geometric pattern for the aluminum antenna; 
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19. Selective etching of aluminum; 

20. Front side protection against chemical (etching) 

and mechanical damage (sawing blade); 

21. Anisotropic etching of the back side of the slave 

(silicon crystal) with hot KOH to the membrane 

for the needs of manufacturing a  

resonant cavity; 

22. Cutting the slice into individual sensors; 

23. Removal of structural sacrifice and protective 

layers of photoresist in oxygen plasma. 

 

 

3. Results 
 

The thermal time constant of the nano bolometer is 

less than 1usec, allowing a high-frequency frame rate 

of the THz image at room temperature. The high 

resolution of the THz image is the function of pixel 

size and pixel response time. Our pixel size is 1mm x 

1mm of the nano bolometer + LNA size for each pixel 

+ multiplexer. 

Fig. 1 shows the processed wafer, Fig. 2 the dipole 

antenna-coupled bolometer, and Fig. 3 the wide band 

antenna-coupled bolometer. 
 

 

4. Conclusion 
 

The described THz sensor has been successfully 

used in different security applications, such as the 

detection of metallic or non-metallic weapons under 

several layers of cloth [2]. We are investigating further, 

the fast and non-invasive use of our sensor in the early 

stages of skin cancer detection [3]. 

 

 
 

Fig. 1. The processed wafer. 

 
 

Fig. 2. The dipole antenna-coupled bolometer. 

 

 
 

Fig. 3. The wide band antenna-coupled bolometer. 
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Summary: Android Auto or Apple Carplay [12] are applications to help the safe use of the smartphone in the car. However, 

these applications have their limitations. For example, in the case of Android Auto, not all devices connect wirelessly to 

vehicles that are prepared to run Android Auto. In these cases, the user needs an external device or connect the smartphone 

with the cable. In addition to this, having a conversation using instant messaging apps safely while driving is something that 

cannot be done. 
This paper proposes a new solution for human-machine interaction especially designed for driving situations but functional 

for many others. The proposal is a Bluetooth launcher that allows automating the start of different applications as well as 

allowing voice interaction through messaging apps while driving. 
Auto4Android [3] is the Android app that was available originally in Google Play. Nowadays it is not maintained but old 

versions can be found in other App stores [4]. The method behind Auto4Android was patented in 2019 [2]. Auto4Android can 

automatically start other apps, or the automation of reading aloud when the smartphone connects to a specific Bluetooth device, 

or also to a wired headset. Once this is done, the user can select to read aloud all messages or can filter by mobile messaging 

application, by groups, or by any words. In addition to this, it can play messages through Bluetooth hands-free even when the 

device does not have support for audio multimedia (A2DP). The setting of the app is very simple. The user can select one or 

two applications to start when the smartphone pairs with the device. In addition to this, can select if he/she wants to enable the 

messages to be read while the smartphone is connected to a specific Bluetooth or wired device. 

 
Keywords: HCI, Android auto, Instant messaging App, Voice control. 

 

 

1. Introduction 

 
In recent years, the use of mobile devices while 

driving has become a major concern for road safety. In 

the state of the art there have been approximations to 

have smartphones helping drivers for safety [5]. 

However, nowadays users do not use the smartphone 

for safety while driving at all. Messaging apps are one 

of the most popular applications used on mobile 

devices, but they can be a major distraction while 

driving. Papers [7] and [11] show the effects of text 

messaging on drivers and how they spent not looking 

at the road when text messaging was up to 400 %. To 

address this issue, different smartphone operating 

systems and companies have developed solutions. For 

example, [14] did a study of Carplay and Android Auto 

to show that these apps provided more functionality 

and resulted in lower levels of workload than the 

embedded portion of the native OEM infotainment 

systems. The study in [13] shows the effects of 

smartphone apps with the Ford SYNC voice interface 

versus handheld visual-manual interfaces showing that 

driving distraction potential for most tasks was 

minimized when the SYNC voice interface was used 

as compared to the visual-manual interfaces of the 

handheld devices. 
In this work, we have developed a  

Human-Computer Interface (HCI) app that allows 

drivers to use messaging apps and other kinds of 

applications safely while driving and other situations, 

compatible with vehicles with Bluetooth, even if the 

infotainment systems do not have Bluetooth with 

support for Audio multimedia. 
This work was started in 2015, and the system 

behind the idea was finally patented in 2019. The 

Auto4Android tool was developed in 2015 and 

maintained until the end of 2016. It was downloaded 

more than 500,000 times in Google Play market. But 

discontinued due to time constraints. 

 

 
1.1. State of Art 

 

The use of mobile devices while driving [1] has 

become a major concern for road safety. To address 

this issue, researchers have developed various HCI 

apps that allow drivers to use messaging apps safely 

while driving. Paper [10] shows how applications 

designed for voluntary use to prevent mobile phone 

distracted driving are a promising countermeasure, 

although current applications require several 

improvements. Authors of [6] show an extensive study 

and complete implementation of advanced 

mechanisms for improving safety driving using 

messaging applications. The paper [9] shows an SMS 

client for drivers to reduce the risk of messages while 

driving. Their dataset shows an improved user 

experience, and better control over the touch screen 

with minimum visual, physical, and mental load. 

Authors in [8] proposed a solution that significantly 
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minimized driver distractions and has positive 

perceptions in terms of usefulness, attitude, 

learnability, understandability, and user satisfaction. 

 

 
2. System Design 

 
The proposed application Auto4Android 

automatically detects the connection to the vehicle, 

uses text-to-speech conversion to read out messages, 

and automatically sends them via Bluetooth to the 

vehicle’s speakers, even if the Bluetooth technology 

does not support multimedia audio. It has a simple 

interface for replying to messages, or an external 

gadget can be used to facilitate this. Thus, the 

application allows drivers to send and receive 

messages without practically taking their hands off the 

wheel or their eyes off the road. This article presents 

the design and evaluation of the HCI app and its 

effectiveness in reducing driver distraction and 

improving road safety. 

 
Visual User Interface 

 

Fig. 1 shows 4 screenshots of the application’s 

visual interface of Auto4Android. 

 

 

 
 

Fig. 1. Auto4Android app Interface. 

 

 
1. Fig. 1 (1) shows the Bluetooth devices paired 

with the smartphone, and if the user wants to auto-start 

one or two apps. Note that in Samsung smartphones it 

is possible to open 2 apps in the same screen. The 

interface also allows to enable read-aloud or start 

streaming when it is connected to the Bluetooth device. 
2. Fig. 1 (2) shows some proposed apps for 

different categories that can be started automatically 

when the smartphone connects to this Bluetooth 

device. Note that the user can select any other app 

installed on the smartphone. Between the main 

categories can be found cars, sports, music, etc. 
3. Fig. 1 (3) shows the message interface when the 

app reads aloud. This interface enables an easy reply 

and allows you to stop the reading of the message or 

disable the automatic reading for this session. 
4. Fig. 1 (4) shows the app setup where the user can 

select the messaging apps he/she wants to read and 

enable time, size of the letter, and if he/she wants to 

avoid the reading for a group/person or any kind  

of message. 
Auto4Android allows the auto start of any app 

when the smartphone connects with another device 

like a hands-free, wireless headset, headphones, or 

charger or the user can also use a widget and it allows 

the following: 

1. Listening to incoming messages on the car 

speakers; 

2. Listening to music or audiobooks Useful on 

headphones when riding a motorcycle or bicycle, 

even if the device does not have support for Audio 

Multimedia (A2DP); 

3. To automatically launch driving apps such as 

Google Navigation or Waze; 

4. To automate sports apps with headphones when the 

user is running or training. 

It can also be useful at home with the charger to 

read messages aloud when the user gets home. It 

allows people with limited vision or some level of 

intellectual impairment to communicate. 
Auto4Android allows the user to automate the 

reading of incoming messages and read them aloud via 

text-to-speech. It has a module for receiving 

notifications that can read the information received 

through any messaging application, such as SMS, 

Whatsapp, Viber, Line, Google Hangouts, WeChat, 

Facebook Messenger, Telegram, Kakao Talk, Kik, 

Nimbuz, Yahoo, IMO, Type Mail or Gmail. It also has 

a method of receiving messages capable of formatting 

them, reading them, and displaying them on screen 

using a service with full-screen or floating-screen 

display. It allows filtering messages based on the 

messaging application, sender or group, and keyword, 

sender or group, and keyword in the message content. 

Gadgets, such as smartwatches or smart speakers, 

can be used so that Google Assistant can be used to 
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make calls and video calls in messaging applications. 

To send chat messages using apps such as WhatsApp, 

Telegram, or Viber, the user needs to have the app in 

question on both their watch and their Android phone 

or tablet. Say "Send a message from" followed by the 

name of the app and the person, then say the message. 

 

 
3. System Use Cases 

 
Auto4Android was initially designed for a use case 

related to driver safety on the road. However, 

experience has shown that there are other situations 

where this tool can be very useful. 

 
Communication in a Safety way while Driving 

 

Auto4Android allows a driver to communicate 

safely in the car, via a messaging app using the  

hands-free that will read aloud his/her messages. In this 

way, the user can listen to his/her incoming messages 

on the car speakers without the necessity of looking at 

his/her smartphone This is useful for main messaging 

apps like SMS, WhatsApp, Line, Telegram, Hangout, 

Facebook Messenger, Kakao Talk, etc..). 

 
Communication while doing sports 

 

A user can automate sports apps like Strava, 

MapMyFitness, MapMyRun, Runtastic,... in his/her 

headphones when he/she rides his/her bike or 

motorcycle. It can be also used with helmets when the 

user goes running or training in the same way that in 

the first use case. 

 
Audio Books listening in the car 

 

Auto4Android allows users to listen to music or 

audiobooks downloaded from Spotify, Android Music, 

etc.. via Bluetooth connection, even when the 

Bluetooth device does not support Audio Multimedia 

(A2DP). In addition to this, road information 

instructions from Google Navigation or Waze can be 

listened to on these Bluetooth devices. 

 
Auto reading messages at home/work 

 

This app is also useful at home or office when the 

charger is connected, or enabled with the app. So the 

user does not get up from the chair or couch. 

 
Communication for visual or intellectual 

impairment people 
 

Finally, this app has been demonstrated to be very 

useful to help people with reduced visibility to 

communicate. In this way, people with visual or 

intellectual problems can listen to the messages and 

answer using the app. 

 

 

4. Conclusions and Future Work 

 
This paper presents a tool for enabling 

communications via messaging apps through 

Bluetooth, specially designed for drivers but useful in 

different situations. Use cases have been conducted on 

how to communicate via messaging apps in the car 

while driving safely and in other situations such as 

sports. In addition to this, the system is useful for 

visually impaired people or people with some level of 

intellectual problems. 
In future work, we intend to relaunch 

Auto4Android and make it available again for new 

versions of Android. And also: 

• Implement the auto-start for music apps like 

Spotify or Amazon Music to automatically start 

the latest playlist when connecting to a Bluetooth 

device; 

• Automate routing to work/home or other 

locations based on time of day and current device 

location; 

• Create optional automatic replies in messaging 

applications; 

• Continue to improve the interface so people with 

visual or intellectual limitations can easily 

communicate through instant messaging 

applications. 
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Summary: The paper aims to showcase the use of a mobile 5G base station on a drone to enhance network coverage in areas 

with restricted accessibility such as forests, disaster zones and places where geographic features or buildings disrupt public 

radio signals. The system includes a virtual radio access network (vRAN) from RapidSpace1 that is mounted on a hexacopter 

drone. The vRAN features a 5G core, eNodeB and gNodeB paired with a software defined radio (SDR). The system is 

completed by a downward-facing directional antenna mounted on the drone. This mobile 5G cell operates in the n78 band at 

a frequency of 3.7 GHz. The paper discusses the potential signal coverage of this setup, including a test scenario and outdoor 

measuring devices. The test flight data demonstrates the system's performance and limitations. 

 

Keywords: 5G, 5G-Cell, vRAN, Standalone network, Drone. 

 

 

1. Introduction 
 

The project “5G in der Nationalpark Region” 

(5GNPR) focuses on developing 5G applications in the 

Bavarian Forest National Park, a forested area 

characterized by challenging terrain that often results 

in gaps in mobile coverage. To overcome this, the 

project investigates the deployment of a drone-based 

standalone 5G cell. 

A drone shall carry a 5G core equipped with a 

virtual radio access network (vRAN) and an antenna to 

provide coverage in these remote areas. The aim is to 

use this mobile 5G cell as a mean for temporary filling 

local coverage gaps, especially in emergency 

situations or for forest management purposes, where 

the dense tree cover limits access to the public wireless 

network. Such a mobile 5G base station could be a 

valuable asset for emergency services and forestry 

workers who need reliable communication in these 

remote regions. 
 

 

2. Related Work 
 

Ferranti et al. [1] discuss the benefits of  

drone-based base stations. Their experiments involved 

deploying a flying long term evolution (LTE) base 

station with off-the-shelf components such as an Intel 

NUC, USRP at 2.54 GHz and 2.66 GHz, and a DJI 

M600 Pro drone, all managed by open source srsLTE 

software and Wi-Fi. Ferranti et al. have demonstrated 

the feasibility of a flying mobile phone station. They 

were also able to increase network performance by 

35 % when using autonomously controlled drones 

compared to static ones. This concept will be adopted 

for the 5GNPR project and implemented using the 

latest 5G mobile communication technology. 

Yuan Gao [2] proposes a practical solution for 

emergency communications through UAV-based 5G 

wireless networks. In his approach, a swarm of drones 

operates below 3 km of altitude, connected to ground 

stations via microwave links or satellite 

communication. Each drone carries a 5G core and 

gNodeB. This includes offline capabilities for user 

equipment (UE) in case internet links fail. Proposed 

application fields are maritime navigation or disaster 

response. This paper describes application scenarios 

similar to those in the work by Yuan et al. However, 

their solution is significantly larger. 

In 2015, Mozzaffari et al. [3] proposed the concept 

of using a drone to fly a wireless base station. 

Mozzaffari et al. aimed to calculate the best theoretical 

flight altitude of a drone with a base station to achieve 

the maximum possible coverage area with a 

corresponding connection. For this purpose, the terms 

for Pathloss and noise ratio are related to the optimal 

flight altitude. Additionally, Mozzaffari [3] describes 

the possibility of multiple drone small cells and 

calculates the appropriate distance between them for a 

drone swarm. The calculation methods used in [3] are 

also applicable to this paper, despite changes in 

technology standards. 
 

 

3. Prototype of a Mobile 5G-cell 
 

3.1. Goals 
 

The main objective of the proposed system is to 

establish a radio network within forest environments 

that can be set up single-handedly, offering a sufficient 

level of autonomy and ease of deployment. This 

network is designed to integrate with the public 

5G/LTE network to provide internet access. 

Furthermore, the system architecture ensures that 

network-internal communication is possible even 

without internet connection. This capability is essential 

for maintaining communications in remote or 

disconnected environments. Gao et. al. highlights the 

practical applications and resilience of offline 

capabilities when conventional communication 

infrastructures are compromised or absent [2]. 
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3.2. Setup 

 

The main part of the experimental network is the 

RapidSpace 1  5G core and RAN. This complete 5G 

system weighs only 2 kg. This used for aerial operation 

on a drone. The hexacopter drone2 can lift up to 10 kg. 

The vRAN, together with a directional antenna, is 

mounted on the underside of the drone, as shown  

in Fig. 1. 

 

 

 
 

Fig. 1. Proposed setup with 5G core, router and antenna. 

 

 

RapidSpace's vRAN is a device that incorporates a 

5G core, an eNodeB (LTE base station) and a gNodeB 

(5G base station) in a single compact unit. It has an 

integrated Software Defined Radio (SDR) with 

maximal 2×1 W transmit power. Operating in the n78 

band, the radio cell uses the 3700 MHz to 3800 MHz 

frequency range. One aspect of the RapidSpace vRAN 

is its internal Session Initiation Protocol (SIP) trunk, 

which has been configured and tested to allow user 

equipment (UE) -to – UE communication. This takes 

place independently, without a backend connection. 

This is critical for uninterrupted connectivity in areas 

without public network infrastructure, as shown in [2]. 

A 5G/LTE router and Power over Ethernet (PoE) 

adapter have been installed on the drone. The adapter 

is connected to the drone's battery to power the 

RapidSpace vRAN. The separate 5G/LTE router, 

which is battery powered, provides the connection to 

the public wireless network. To extend the 

communication range of the system, a directional 

antenna is used. The setup uses a 2×2 Multiple Input 

Multiple Output (MIMO) configuration for improved 

throughput and reliability [4]. Manufactured by 

Poynting, the antenna covers a wide frequency range 

from 617 to 3800 MHz and has a 35° beam angle, 

providing a substantial gain of 11 dBi [5]. 

 

 

4. Performance Evaluation 

 
4.1. Test Description 

 

The aim of this field test is to evaluate the coverage 

of a 5G network provided by RapidSpace’s vRAN, 

 

 
1 https://www.rapid.space/products/ors 
2 https://www.premium-modellbau.de/pm-raptor-carbon-

hexacopter-rahmen-bis-10kg-nutzlast-rtf-komplettset 

[15.01.2024] 

mounted on a drone. To achieve this, a dual approach 

is used, involving both high-end equipment and 

consumer technology. The key tool for this test is the 

portable signal analyzer from Rohde & Schwarz 

(R&S). The portable backpack system is the R&S 

Freerider 4 [6]. 

Additionally, commercially available ASUS 

Zenphone 8 smartphones are used to measure network 

performance. The usage of smartphones in the test area 

is a part of the project realization. The ASUS 

Zenphone 8 smartphones come with the “Network Cell 

Info” application. The app and the backpack system 

record various network parameters and correlate them 

with precise geographic locations via Global 

Positioning System (GPS) tracking. 

The key metrics are RSRP (Reference Signal 

Received Power) and RSRQ (Reference Signal 

Received Quality), both of which are important 

indicators of network performance from the user's 

perspective [4]. RSRP measures signal strength in 

dBm, while RSRQ provides insights into signal 

quality. RSRQ is a ratio value measured in decibels 

(dB) and typically is in the range of -3 dB and -20 dB. 

A value closer to 0 indicates superior signal quality. 

The backpack-sized R&S Freerider is equipped 

with a signal analyzer featuring an industry PC [6]. The 

R&S Freerider backpack system can perform a real-

time scanning of all mobile communication bands, 

including LTE and 5G. The system is able to analyze 

and record 5G millimeter wave. The system features a 

signal analyzer that rapidly scans the set frequency 

range multiple times per second, resulting in a high 

density of data and offering a more detailed analysis 

compared to smartphones. Fig. 2 compares the RSRP 

values obtained from a smartphone with those from the 

R&S Freerider. This comparison is necessary to verify 

the credibility of the measurement equipment. 

 

 

 
 

Fig. 2. Comparison of Data from Smartphone  

and R&S Freerider. 

 

 

Fig. 2 demonstrates the superior data density of the 

backpack system. Additionally, the R&S signal 
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analyzer can detect signals as weak as -130 dBm, a 

threshold at which smartphones may not register any 

signal. Due to the correlation of measurements 

between the two devices, it is possible to use 

smartphones, although the backpack provides better 

data. The subsequent data presentation will only 

include results from the R&S measuring system due to 

its enhanced sensitivity and data density. 

 

 

4.2. Test Procedure 

 

The purpose of the field test is to evaluate the 5G 

network coverage capabilities of the drone mounted 

RapidSpace vRAN. The testing uses a two-pronged 

approach, employing both the R&S Freerider 

backpack system. The measuring devices remain 

stationary for the duration of the test while the drone, 

equipped with the 5G network hardware, initiates the 

test by positioning itself directly above them. 

For the first test, the drone’s altitude is changed 

while it remains directly above the backpack (Fig. 3), 

allowing to observe the changes in signal strength and 

quality at different altitudes. The second test procedure 

varies the experiment by flying the drone away from 

the start position, while keeping its altitude constant. 

 

 

 
 

Fig. 3. Test procedure with drone and measuring 

equipment. 

 

 

This approach helps to understand how distance 

affects the coverage area. Theoretically, operating the 

drone at higher altitudes could increase the coverage 

area due to the consistent beam angle of the antenna. 

However, a higher altitude also increases the distance 

between the drone and ground-based users, which may 

reduce signal strength and quality. This reduction can 

be quantified by the free-space path loss formula (1). 

 

 F[𝑑𝐵]  =  20 log10 (𝑑 𝑓 
4 𝜋

𝑐0
)  (1) 

 

The formula for calculating the attenuation of the 

free field, denoted by F, is influenced by both the 

distance, denoted by d, the frequency, denoted by f and 

c0 is a constant that describes the speed of light. This 

calculation is a fundamental part of the analysis 

presented by Mozaffari et al. [3]. As the frequency is 

constant in this system, the attenuation is primarily 

dependent on the distance d. 

These tests offer important insights into how 

altitude and distance from users impact the network's 

performance. This information is crucial for 

effectively utilizing drone technology to expand 5G 

coverage areas. 

 

 

4.3. Test Results 

 

4.3.1. Influence of Changing Altitude 

 

The drone was used to collect data while being held 

stationary above the measuring equipment. The 

drone's flight altitude was varied relative to the ground 

during the approximately 3-minute measurement 

period, with all data being timestamped from the 

drone's take-off time. 

The drone reached the maximum altitude of 100 

meters above the measuring tools, as shown in the top 

diagram of Fig. 4. The data collected during these 

flights showed that there is an inverse relationship 

between flight altitude and signal strength, as 

measured by RSRP and RSRQ. This finding supports 

the initial assumption that higher altitudes would have 

a negative impact on signal strength and quality. 
 

 

 
 

Fig. 4. RSRP and RSRQ with constant position  

and changed height. 

 

 

A moderate signal strength on a smartphone is 

usually at least -110 dBm. However, at the peak 

altitude of the drone, there was a disproportionate 

deterioration in the RSRQ values. Increasing the range 

may seem positive, but it can actually have a negative 
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impact on signal quality, especially for standard 

smartphone receivers. Additionally, side effects such 

as the Doppler effect, which is amplified by fast 

movements, were not considered in these observations. 

To reduce this effect, it is recommended to move the 

drone slowly when changing position. These findings 

are crucial for understanding the limitations and 

improving the implementation of drone-operated 5G 

networks, particularly in terms of balancing coverage 

and signal quality. 

 

 

4.3.2. Influence of Changing the Distance 

 

During the second phase of testing, the drone's 

flight pattern was modified to maintain a constant 

altitude while varying its distance from the UE. The 

drone was initially positioned at an altitude of 100 

meters and then gradually moved away from the UE. 

The evaluation of this data was improved by using 

GPS coordinates, which provided precise location 

tracking. 

The data gathered revealed that at the height of  

100 meters, the RSRP values did not strictly adhere to 

an inverse proportionality to distance. There was a 

local dip in signal strength recorded between distances 

of 90 m and 130 m, which was unexpected (see Fig. 5 

at flight time 110 s). Beyond this range, there was an 

increase in RSRP noted as the distance expanded, as 

depicted in Fig. 5. 

The radiation pattern of the antenna can explain 

this phenomenon. The manufacturer's specifications 

state that the antenna has a main radiation angle of 

approximately 35° at a frequency of 3.7 GHz. 

 

 

 
 

Fig. 5. RSRP results at constant altitude and variable distance. 

 

 

The direction of the main beam is determined at the 

points where the radiation pattern intersects with the –

3 dB threshold. The radiation pattern of the antenna 

was obtained from its data sheet [5]. 

In addition to the main direction, the radiation 

pattern may exhibit other preferred directions that 

could result in stronger reception at greater distances. 

The radiation pattern exhibits a local minimum at 

an angle of about 45°, according to Fig. 6. This 

corresponds a horizontal distance of 100 m at 100 m 

altitude, as is the case in this test flight. 

 

 

 
 

Fig. 6. Radiation pattern, adopted from [5]. 

At the drone's flight altitude of 100 meters, the 

main beam direction covers a radius of 31 meters. 

Consequently, at this height, the main beam of the 

antenna effectively covers an area of approximately 

3019 m2. 
 

 

5. Conclusion and Future Work 
 

The current setup is a demonstration of the viability 

of a mobile 5G base station mounted on a drone. The 

applications of compact, mobile 5G cells extend 

beyond those mentioned like forest work. According 

to Gao et al. [2], they are particularly useful for 

responding to disasters. They also show promise for 

improving connectivity in areas traditionally beyond 

the reach of public wireless coverage. Following the 

previous tests conducted in open fields, we are now 

planning to conduct tests in wooded areas to evaluate 

the coverage once again. However, there are 

limitations to the practicality of the system in its 

current form. The most important of these is the short 

duration the drone can be used, which is limited by the 

drone's battery capacity. Extending the operational 

time is a challenge that could be addressed by adding 

a tethering system. Such a system could theoretically 
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allow the drone to remain airborne indefinitely, as it 

would be powered from the ground. Despite this 

potential solution, the use of a tethered system 

introduces new complications, such as reduced 

mobility. This could be particularly problematic in the 

densely forested test environment. The tether limits the 

drone's maneuverability and reduces the versatility that 

makes untethered drone systems a popular option for 

agile use in challenging terrains. 
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Summary: In response to the expanding mobile communications market, the telecommunications industry has been working 

to increase the speed of 4G or LTE and introduce 5G [1], which is now about 100,000 times faster than the initial 1G speeds. 

This paper discusses the industrial application of Private 5G, which has been deployed separately in certain areas. Private 5G, 

which is based on 5G's core technologies of "ultra-high speed, ultra-low latency, and multiple simultaneous connections," will 

not only be applied to services provided by traditional telecom operators but can also be used by enterprises and organizations 

as a Private communication infrastructure. In the era of Industry 4.0, we explored how the use of 5G as ICT infrastructure 

should promote progress toward smart factories and smart cities. We discussed the application of Private 5G for monitoring 

equipment at production sites. 

 

Keywords: 5G, Private 5G, Industry 4.0/5.0, Edge computing. 

 

 

1. Introduction 

 
5G commercial service was launched in Japan in 

March 2020. The service is provided by mobile 

terminal operators in nationwide areas, such as  

big cities. 

Private 5G, on the other hand, is geographically 

limited and can be used by local companies and 

municipalities for their own purposes, depending on 

their regional and industrial structure and needs. 

Private 5G networks are constructed, operated, and 

used within a limited area, such as within the premises 

of a company's own building or site. This contrasts 

with the uniform 5G communication services deployed 

nationwide by telecommunications carriers. They 

enable the provision of advanced 5G services without 

waiting for telecommunications carriers to develop and 

deploy nationwide base stations. 

Private 5G service is available to land and building 

owners, such as companies and municipalities, who 

can obtain licenses from the government upon 

application. This means that Private 5G service 

advantages can be enjoyed even in areas that are not 

covered by 5G/4G carriers or other services. It also has 

the advantage of being less susceptible to natural 

disasters and cyber-attacks, including system 

intrusions and data leaks, which have become a serious 

problem in recent years. 

 

 

2. Private 5G Use Cases 
 

This private 5G is expected to have four major use 

cases [3, 4]. The first is the promotion of smart 

factories. It is expected to be used in "connected 

factories" or "smart factories", which is the central 

concept of Industry 4.0 proposed in Germany. By 

utilizing a highly secure, high-capacity, high-speed 

communication infrastructure, flexible production 

lines can be realized as needed. Furthermore, it is 

possible to collect operation information data from the 

sensors mounted on a vast array of equipment in a 

stable manner and without delay. In addition, 

command information for operations can be 

transmitted quickly. In addition, the system can be 

applied to transportation by multiple autonomous 

robots called AGVs (Autonomous Guided Vehicles) to 

solve labor shortages at manufacturing sites. The 

second is autonomous or remote construction. By 

remotely operating multiple units of heavy equipment 

or connecting them to a command computer, it is 

possible to improve work efficiency and safety onsite 

and compensate for the shortage of construction 

workers. The third is the integration of real-time video 

using AR (augmented reality), which will realize 

several types of sports spectating. The fourth is that the 

combination of Private 5G with nationwide 5G system 

enables to collect the information quickly, sharing, and 

feedback without being aware of the differences and 

geographical dispersion among multiple industries, 

and to build a supply chain with stronger coordination. 

 

 

3. IoT in the Industrial Sector 

 
At the start of this century, the industry proposed 

Industry 4.0. However, the initial applications of 

wireless networks, which constituted ubiquitous 

technology, were limited to supporting personal life, 

such as providing location information for deliveries 

and objects, enabling remote on/off control of home 

appliances, and allowing operation of room locks from 

mobile terminals. These applications did not provide 

significant economic benefits to production activities 

in factories and other places. The system was not 

anticipated to have a significant economic impact on 

production activities of factories and other facilities, 

nor was it commensurate with the expectations of the 

telecommunications infrastructure at the time. 

However, today, all industries are moving towards 
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unmanned, autonomous operations, with many 

industrial robots deployed in factories. These robots 

are connected by power cables, communication, and 

control cables, among others. In Industry 4.0, 

advanced smart factories require flexible process 

changes, specifically, equipment layout changes in the 

production process. 

For example: Fig. 1 shows the flexible allocation of 

the equipment by wireless connection. 
 

 

 
 

Fig. 1. Wireless networking of factory equipment. 

 

 

4. Edge Computing to Accelerate Private 5G 
 

The current trend toward cloud computing in 

various systems is no exception to the trend toward 

cloud computing in manufacturing. Edge computing 

means to be located at the edge or outside of the cloud 

when the cloud is the center. In other words, it refers 

to computing systems that are located close to the user 

and operate in close physical and temporal proximity. 

Since the processing of various types of data is 

performed near the user, delays can be reduced. 

The Fig. 2 is a computer system for robot control 

that employs a combination of 5G and edge 

computing. There are other reasons to put edge 

computing in charge of robot control. In recent years, 

industrial robots have been increasingly converted to 

the edge computing by having independent teaching 

units installed outside. This has enabled teaching 

control regardless of different specifications among 

robot manufacturers, taking advantage of the progress 

in international standardization of robot control 

programs. In addition, it is possible to prevent theft and 

imitation of robot control technology by competitors. 

To respond to this era of edge computing, 

telecommunication carriers are developing dedicated 

data centers and servers which have edge computer 

functions [9, 10]. Specifically, attempts are being 

made to provide not only a means of communication, 

but also edge processing services for customers. 

 

 

5. Private 5G Applications beyond Factory 
 

Private 5G network is expected to be used for 

services for workers in large sites. Voice and email 

services are also important at airports, ports, train 

stations, factories, stadiums, and other locations where 

there are many workers and where there is a need to 

communicate. In other words, maintaining private 

wireless services would contribute to reducing 

operation costs. 

.

 

 

 
 

Fig. 2. Application of Edge Computing and 5G for Mobile Robot System. 

 

 

Individual services for large tenants could also be 

provided by introducing Private 5G. 

In addition, it is difficult to receive services from 

mobile operators at construction sites in remote areas, 

shipyards, underground buildings, and tunnel sites. In 

these situations, private networks, whether 4G or 5G, 

are appropriate for temporary locations where they 

should be deployed. Shipbuilding sites are also 

surrounded by steel plates, making it difficult to 

communicate wirelessly with the outside world. As a 

solution, power-saving and space-saving 5G base 

stations can be installed inside the ship to ensure 

transmission between base stations, eliminating the 

need for wired cabling. Even after construction is 

complete, the effectiveness of Private 5G as a 

shipboard communications infrastructure will be 

demonstrated, especially for larger vessels [9, 10]. 

In emergency situations, organizations such as 

police and fire departments have traditionally used 

specially allocated frequencies, which are managed 
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and operated independently by each agency to avoid 

interference and communication congestion. However, 

it is questionable whether such independent operation 

is necessary for the effectiveness of Private 5G. In 

addition, there are restrictions on cross-jurisdictional 

disasters, personnel dispatch, and inter-organizational 

coordination. The acceptance of international relief 

also faces obstacles. However, the widespread use of 

cellular phones has enabled flexible connection of 

mobile devices, making it possible to use the same 

frequency to provide the necessary connection in an 

emergency. To achieve these operations, it is expected 

that network configurations utilizing the flexible 

characteristics of Private 5G must be implemented. 

 

 

6. Private 5G Monitoring of Equipment 
 

In the previous paper, we discussed the facilitation 

of IoT by wireless technology and the potential for 

local 5G to enable more accurate, low-latency 

monitoring from multiple sensors to predict equipment 

failures and prevent accidents. This paper focuses on 

the implementation of these technologies at the 

production site and methods for equipment monitoring. 

 

 

6.1. What is the Management of Equipment  

       in a Process? 

 

In the late 20th century, equipment management 

was devised to reduce costs through the JIT (Just in 

Time) method and to enable high-flow production, i.e., 

the flexibility to produce a wide variety of products in 

small quantities. As equipment has become more 

sophisticated and larger, advanced monitoring and 

management of equipment has become a prerequisite. 

Failure to do so will result in loss of social credibility 

due to major accidents as well as production activities. 

Kenichi Nakajima et al. discuss the performance of 

equipment systems from three aspects: (1) QDC 

(Quality, Delivery, Cost), (2) mobility performance, 

and (3) social (type) performance [6]. In the 

monitoring and inspection of production equipment 

systems, the objects are generally pressure, 

temperature, vibration, and materials, and a wide 

variety of data is collected through monitoring. 

Conventionally, due to the difficulty of monitoring 

these data constantly, only representative values, such 

as averages, have often been ascertained. However, the 

need for equipment to operate for extended periods of 

time has created a need to capture movements in 

observed equipment status quantities in real time. 

 

 

6.2. Vibration Management of Rotating  

       Equipment 

 

While it is important to minimize vibration in 

rotating equipment, it is not always possible to prevent 

large vibration amplitudes in all structures at a certain 

rotational speed known as the natural vibration during 

rotation. Excessive and continuous vibration can lead 

to major accidents resulting from the destruction of the 

rotating shaft or other components. When measuring 

vibration in normal rotating equipment, it is preferable 

to select the vibration of the bearing section and the 

body of the rotating section. The purpose of setting 

limits on vibration amplitude is to maintain equipment 

quality and predict failures. 

Equipment managers typically establish limit 

values based on empirical maintenance records. 

However, in the future, it will be possible to obtain 

limit values and generate immediate alarms by 

adopting limit value prediction methods that utilize AI 

and other deep learning techniques. To achieve this, a 

transmission method that allows for ultra-high speed 

and connection to multiple sensors, such as Private 5G, 

must be needed. 

 

1. Monitoring of bearing vibration 

Vibration monitoring commonly measures bearing 

vibration, with displacement being the most frequently 

used specific measurement. In Japan, JIS B8340 

outlines testing and inspection methods for turbo block 

compressors (see Fig. 3) [7]. 

 

2. Monitoring of shaft vibration 

Since there is no correlation between the bearing 

vibration and rotating shaft vibration, both are 

measured and controlled by independent methods. For 

example, the American Petroleum Institute standard 

API 612 gives the following allowable amplitudes for 

shaft vibration [7]. 

 

 

Allowable amplitude of axial vibration 

= √12,000/ 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛[rpm] [mil*] 
*mil: 0.0254 mm 

(1) 

 

 

 
 

Fig. 3. Bearing Vibration Tolerance [JIS B8340]. 
6.3. Alarms Methods for Vibration Monitoring 
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Alarm with alarm value (setting limit value) 

Many methods have been proposed for establishing 

allowable vibration limits for generating alarms in 

devices that monitor vibration of rotating equipment. 

In the book, Shimizu, Sano et al. introduce a method 

of setting a limit value in advance for the alarm. In this 

method, a limit value c is set for each model and an 

alarm is generated by the difference between the limit 

value c and the vibration amount x [7]. 
 

 𝑥 < 𝑐: 𝑁𝑜𝑟𝑚𝑎𝑙, (2) 
 

 𝑥 ≥ 𝑐: 𝑂𝑢𝑡 𝑜𝑓 𝐿𝑖𝑚𝑖𝑡 𝑜𝑟 𝑆ℎ𝑢𝑡𝑑𝑜𝑤𝑛 (3) 
 

In large factories, when a decision is made on the 

brink of an emergency shutdown or continued 

operation, a "caution required" announcement is made 

in the immediately preceding phase, followed by a 

certain period (i.e., the "caution required" period) 

during which emergency measures, etc. are 

implemented without shutting down the equipment. If 

the situation improves after that, operation can 

continue; otherwise, a second alarm is triggered, and 

the equipment is shut down. In many cases, a two-stage 

alarm is widely employed. 
 

 

6.4. Alarm Generation by Kalman Filter 
 

Signal models such as vibration monitoring often 

use the well-known Kalman filter [7]. This is a filter 

that can predict state variables from observed data, 

including various types of noise, over time. The 

effectiveness of this filter is expected to increase as 

more reference data can be obtained through 

transmission methods such as Private 5G. A Kalman 

filter is a filter that estimates state variables from 

observed data with various types of noise in a  

time-series and can estimate fluctuations and 

anomalies. A typical model is shown below [8]. 
 

 𝑥(𝑡)  =  𝐴𝑥(𝑡 − 1) + 𝑤(𝑡 − 1), (4) 
 

 𝑦(𝑡)  =  𝐶𝑥(𝑡) + 𝑣(𝑡 − 1), (5) 
 

𝑥(𝑡) is the vector of n-timed state variables at t, 𝑦(𝑡) 

is the vector of m-timed output observations, 𝑤(𝑡) is 

the system-specific noise, and 𝑣(𝑡) is the sensor noise. 
 

 

7. Conclusions 
 

This paper discusses the applicability of Private 5G, 

especially in the manufacturing scene that is expected 

to prevail in the future, taking advantage of the strength 

of 5G services characterized by "ultra-high speed, 

ultra-low latency, and many simultaneous 

connections". As mentioned in the introduction, 

Private 5G allows 5G networks to be privately built by 

companies and organizations other than telecom 

operators. Numerous benefits are expected from the 

introduction of Private 5G wireless, including easier 

layout changes in factories, equipment monitoring, and 

robot control performance. In addition, the use of 5G 

will enable what traditional wireless systems such as 

4G and Wi-Fi cannot, in terms of reliability and so on. 

We assume that the vibration of rotating equipment is 

the target of monitoring and that data transmission by 

vibration sensors is performed by Private 5G, and we 

examine the applicability to actual monitoring 

operations by having the legitimacy of alarms 

determined by filtering. Then, we confirmed the 

possibility that highly accurate and frequent 

monitoring by Private 5G functions could contribute to 

improving the accuracy of fault prediction. 

Furthermore, as a future study, we plan to construct 

an actual simulation system based on the filtering 

algorithm used in the verification and confirm the 

quantitative effects of using Private 5G. 
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Summary: In the textile dyeing industry, temperature control is pivotal for ensuring product quality, with the right-first-time 

dyeing ratio acting as a critical performance measure. Conventional temperature control methods using static Proportional-

Integral (PI) controller parameters set by experts struggle with the dynamic nature of steam pressure, leading to suboptimal 

temperature control. This research proposes a novel method that employs nonlinear regression for steam pressure normalization 

for adaptive tuning of PI controller parameters. When implemented in three distinct machines at a pilot dyeing facility, the 

method substantially improved temperature tracking accuracy, as evidenced by a marked decrease in Mean Absolute Error 

(MAE) values. This enhancement directly correlates to more successful temperature control and implies a significant potential 

increase in the right-first-time dyeing ratio over an extended period. 

 

Keywords: Textile dyeing process, Steam source pressure, Heating performance, Temperature control, Nonlinear regression, 

Adaptive PI tuning. 

 

 

1. Introduction 

 
The textile industry is vast, involving numerous 

physical and chemical processes during the production 

of textile items. One of these main processes is the 

dyeing process, where textile items like fabrics, 

garments, and yarn bobbins are dyed while process 

variables such as the temperature of the dye liquid, the 

pressure of the dyeing machine, and the speed of 

circulating pumps are controlled. One of the crucial 

controls is temperature control, in which, for each 

dyeing process, the temperature of the dye liquid must 

follow a reference temperature curve determined based 

on the characteristics of the dyed item and the 

corresponding recipe. To achieve a high  

right-first-time dyeing ratio, which is the main 

performance index of a dyehouse, it is extremely 

essential to successfully track the corresponding 

reference temperature curve associated with that 

dyeing process. 

An example of a reference temperature curve and a 

standard dyeing machine is given in Fig. 1 [1, 2]. It can 

be seen that the set temperature values and control 

durations fluctuate within a dyeing process. This 

phenomenon makes temperature control in the textile 

dyeing process incredibly challenging, due to the fact 

that dyeing is a highly dynamic process, and the 

temperature behavior can change considerably 

between subsequent operating instants. 

In a typical dyehouse, there are 35-40 dyeing 

machines that run 24 hours, and there is one steam 

source. This source produces superheated steam either 

by using coal or natural gas and distributes it to the 

dyeing machines that are in the temperature control 

phase. The steam source has several metrics like 

pressure, temperature and flow that determine the 

quality of the distributed steam which affects the 

heating performances of the dyeing machines either 

directly or indirectly. 

Steam source pressure is the main metric that 

directly influences the heating performances. Due to 

the fluctuating nature of the steam source pressure, it 

becomes even harder to have successful temperature 

controls. Therefore, it is necessary to consider this 

phenomenon when designing temperature control 

algorithms. 
 

 
 

Fig. 1. Left: An example of a reference temperature curve 

[1]. Right: A standard textile dyeing machine [2]. 

 

There are several studies in the literature related to 

steam source pressure and temperature control in the 

textile industry. Kundakcı evaluated the steam boiler 

alternatives that will be used in a dyehouse of a textile 

company with an integrated Multi‐Criteria Decision 

Making (MCDM) method. The best steam boiler 

alternative is determined for the dyehouse of the textile 

company [3]. Ozdil et. al. presented the analyses of the 

first and second laws of thermodynamics for a 

fluidized bed coal combustor steam plant in a textile 

industry and gave insights into the behaviour of steam 

sources used in the textile industry [4]. Tunc et. al. 

presented the results of energy management and 

optimization studies in a Turkish textile print and dye 
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factory in Istanbul where energy management 

applications are proposed to energy-sensitive 

processes by also analyzing the steam source 

characteristics of the factory [5]. Ma et. al. designed a 

dynamic optimization compensation strategy for the 

set values of PID controllers at the top level of the 

steam temperature control loop, to improve the control 

of the superheated steam boiler temperature [6]. Huang 

and Yu underscore the challenges of controlling dye 

concentration, pH, and temperature in the textile 

dyeing process due to their nonlinear interactions. 

They advocate for fuzzy control as a viable solution 

that emulates expert decision-making, achieving 

desired levels in these critical variables [7]. Paul et al. 

analyzed how various dyeing temperatures affect color 

strength and color fastness when using reactive dyes. 

Their findings indicate that color strength (K/S values) 

and fastness properties improve with a temperature rise 

from 40 °C to 60 °C but diminish beyond 60 °C to  

80 °C, providing valuable insights into the optimal 

temperature range for achieving the best dye quality in 

cotton knitted fabrics, offering a reference point for 

temperature control in dyeing processes [8]. Amin and 

Shohug investigated steam engineering practices in the 

Bangladesh textile industry and identified critical 

energy inefficiencies while advocating for improved 

condensate management to enhance energy and 

electrical savings, with potential positive impacts on 

the industry's efficiency and national GDP [9]. 

Khedkar et al. address the challenges faced by the 

Indian textile industry due to global market pressures 

and offer innovative solutions for steam mechanism 

optimization. They emphasize the importance of 

critical radius insulation and water treatment 

enhancements to improve efficiency and maintain a 

competitive advantage [10]. However, there has been 

no prior work regarding steam source pressure 

normalization for temperature control in textile  

dyeing processes. 

In this paper, an adaptive PI tuning algorithm with 

nonlinear regression based steam source pressure 

normalization is developed and verified for 

temperature control in the textile dyeing industry. The 

rest of the paper is organized as follows: In Section 2, 

the problem is defined in detail. Section 3 presents the 

proposed methodology where heating performance 

analyses, steam pressure normalization and PI 

controller parameter calculations are explained. 

Section 4 gives details of the application in the pilot 

textile dyehouse. In Section 5, application results are 

discussed. Finally, concluding remarks are provided in 

Section 6. 

 

 

2. Problem Definition 
 

At the pilot dyehouse selected for this research, 

there are 44 dyeing machines with capacities ranging 

from 10 kg to 1400 kg that carry out over 1500 distinct 

temperature controls daily. Two out of three 

temperature controls involve heating, where the 

temperature of the dye liquid inside the dyeing 

machine kier is increased to a certain temperature. To 

increase the temperature, heat is transferred from the 

superheated steam to the dye liquid using a mechanism 

known as a heat exchanger. 

The control device of the corresponding machine 

calculates a control output for the heating valve by 

using set and current temperature values in a PI control 

algorithm. The heating valve is a proportional one that 

can take values from 0 % to 100 %. Depending on the 

valve opening value, steam is allowed to circulate in 

the heat exchanger, and as a result, the temperature of 

the dye liquid increases. 

How fast the temperature increases determine the 

heating performance of that dyeing machine. Heating 

performance is one of the main variables that directly 

affects the temperature control. It is necessary to 

consider the heating performance value while 

calculating the control output. There are several factors 

that determine the heating performance, such as 

machine capacity, heat exchanger capacity, and valve 

radii. Steam source pressure is another factor that 

considerably affects the heating performance. High 

steam source pressure yields high heating 

performance, and vice versa. 

In the pilot dyehouse, coal is used to produce the 

superheated steam. Due to the thermodynamics of coal 

burning, steam source specifications, and steam 

demand of the dyeing machines, steam source pressure 

fluctuates frequently. An example of steam source 

pressure values for a 3-hour time period is given in  

Fig. 2. As shown in the figure, steam source pressure 

changes rapidly. It decreases from 5.4 bar to 3 bar in 

less than half an hour and increases from 2.9 bar to  

5.4 bar in another half hour. Therefore, it is inevitable 

that temperature control will be affected by this 

phenomenon. 

Currently, PI controller parameters, such as 

proportional gain and integral time, are determined by 

field experts and remain constant. An algorithm that 

normalizes these fluctuations by adaptively changing 

the PI controller parameters will result in more 

successful temperature controls, also without requiring 

more complex or nonlinear controllers like Fuzzy PID 

or Model-Predictive Control (MPC). 

 

 

 
 

Fig. 2. An example of steam source pressure values  

for a 3-hour time period. 
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3. Proposed Methodology 
 

In this section, the proposed methodology will be 

described in detail. First, determination of the heating 

performance of dyeing machines will be introduced. 

Then, the relation between heating performance and 

steam source pressure will be analyzed mathematically 

and modeled. Lastly, a PI controller parameters 

adaptation algorithm that utilizes steam source 

pressure normalization will be developed. 

 

 

3.1. Heating Performance 

 

Heating performance of a dyeing machine simply 

states how fast or slow the temperature of the dye 

liquid increases when the temperature control is in a 

rapid heating phase with a 100 % heating valve 

applied. An example of a rapid heating phase is given 

in Fig. 3. 

 

 

 
 

Fig. 3. An example of a rapid heating phase. 

 

 

It can be concluded from the figure that the 

temperature increases from 60 °C to 95 °C in  

10 minutes, which makes a 3.5 °C temperature increase 

per minute on average. However, the temperature 

increase is not totally linear, in a sense that the 

temperature increase is higher in low temperatures and 

lower in high temperatures. This phenomenon is 

caused by the corresponding thermodynamic laws. 

Therefore, instead of a line-fit modelling, it is decided 

to use a first order model, whose equations are derived 

from [1, 11] and given below as follows 

 

 𝐻(𝑠)  =  (𝜏𝑇0𝑠 + 𝑇𝑓)/(𝜏𝑠 + 1), (1) 

 

 𝑇(𝑡)  =  𝑇0 + (𝑇𝑓 − 𝑇0)(1 − 𝑒−𝑡/𝜏) (2) 

 
In these equations, T, 𝑇0, 𝑇f, and 𝜏 represents the 

current temperature, the initial temperature, the final 

temperature and the time constant, respectively. The 

input of this model is a unit step input which represents 

a fully open heating valve and the output of this model 

is the current temperature. The time constant 

determines how fast the current temperature 

approaches to the final temperature from the initial 

temperature. Therefore, it can be used to represent the 

heating performance. 

To be able to calculate the heating performance of a 

dyeing machine for a certain period of time, the dye 

liquid temperature values of each distinct rapid 

heatings will be collected and time constants will be 

calculated. For these calculations, the least-squares 

method whose details are given in [12], will  

be utilized. 

 

 

3.2. Steam Pressure Normalization 

 

The time constants that are calculated by following 

the steps in the previous section include the effect of 

the steam pressure as explained before. To be able to 

normalize the steam pressure and make time constants 

independent of the steam pressure, the relationship 

between them has to be modeled. For this purpose, a 

nonlinear regression model is chosen because it is 

observed that the relation between time constants and 

steam pressure has a nonlinear nature. More complex 

models are not selected also due to the fact that the 

nonlinear regression model is one of the simplest 

models capable of modeling in this case. The model is 

represented by the following equation 

 

 𝜏(𝑃)  =  𝑎/𝑙𝑛(𝑃) + 𝑏, (3) 

 

where P represents the steam source pressure and a and 

b represent the model parameters. The model 

parameters will be calculated for each dyeing machine 

by using the corresponding steam source pressure-time 

constant dataset and suitable curve fitting algorithms. 

It is important to note that separating the data and 

training the models for each machine is necessary 

because of the fact that each dyeing machine has a 

unique heating behaviour. 

 

 

3.3. PI Controller Parameters 

 

To adaptively change the PI controller parameters 

by taking into account the steam source pressure, a 

method is needed that uses the time constant while 

calculating the PI controller parameters. To calculate 

the proportional gain parameter, the following 

equations are derived from [1] to be used 

 

 𝑇𝜏𝑟𝑒𝑓
 =  𝑇0 + (1 − 𝑒−1)(𝑇𝑟𝑒𝑓 − 𝑇0), (4) 

 

𝜏𝑟𝑒𝑓  =  𝜏𝑖𝑛𝑠𝑡𝑎𝑛𝑡 𝑙𝑛 ((𝑇𝑓 − 𝑇0)/(𝑇𝑓 − 𝑇𝜏𝑟𝑒𝑓
), (5) 

 

 𝐾𝑝  =  𝑐1𝜏𝑟𝑒𝑓/(𝑇𝑟𝑒𝑓 − 𝑇0), (6) 

 

where 𝑇 ref, c1, 𝐾p and 𝜏 instant represent the reference 

temperature, the tuning coefficient, the proportional 

gain and the instantaneous heating performance, 
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respectively. To ensure each control loop has a 

sufficient amount of integral effect, it is decided to use 

the integral time parameter as equal to the heating 

performance in the following sense: 

 

 𝑇𝑖  =  𝜏𝑟𝑒𝑓 (7) 

 

This approach will also make it easier to observe 

the effect of the normalization. To normalize the steam 

source pressure for a distinct temperature control 

phase, following steps are taken: 

1) At the end of a rapid heating phase, heating 

performance and mean pressure are calculated as 

𝜏rapid and 𝑃rapid, respectively; 

2) Heating performance is normalized by using the 

following equation: 

 

 𝜏𝑛𝑜𝑟𝑚  =  𝜏𝑟𝑎𝑝𝑖𝑑𝜏(𝑃𝑛𝑜𝑟𝑚)/𝜏(𝑃𝑟𝑎𝑝𝑖𝑑), (8) 

 

where 𝜏norm is normalized heating performance and 

𝑃norm is steam source’s normal (mean) pressure; 

3) Instantaneous heating performance is calculated 

using the following equation: 

 

𝜏𝑖𝑛𝑠𝑡𝑎𝑛𝑡  =  𝜏𝑛𝑜𝑟𝑚𝜏(𝑃𝑖𝑛𝑠𝑡𝑎𝑛𝑡)/𝜏(𝑃𝑛𝑜𝑟𝑚), (9) 

 

where 𝑃instant represents instantaneous steam source 

pressure. 𝜏instant will be used in (5) and normalized 

PI controller parameters will be calculated by using 

(6) and (7). 

 

 

4. Application 

 

The proposed methodology is applied on the 

selected machines of the pilot textile dyehouse. First, 

heating performances of these machines are calculated 

by analyzing long-term past time series process data. 

Heating performances of 3 selected machines over a  

3-month period are given in Fig. 4. 

 

 

 
 

Fig. 4. Heating performances of 3 machines  

over a 3-month period. 

 

After obtaining the heating performances, steam 

pressure normalization procedure is applied where, for 

each machine, parameters of the nonlinear regression 

model given in (3) are calculated. Steam pressure 

normalization model parameters and curves for  

3 selected machines are given in Table 1 and Fig. 5, 

respectively. These obtained steam pressure 

normalization parameters are used by the PI controller 

to calculate the PI controller parameters. For each 

distinct temperature control phase, a 𝜏instant value will 

be calculated and it will be used in (6) and (7) for 𝜏ref 

to calculate Kp and Ti. 

 

 
Table 1. Steam pressure normalization model parameters. 

 

Machine No. a b 

1 1562.32 -106.8 

2 1805.03 -69.97 

3 3972.79 -1165.98 

 

 

 
 

Fig. 5. Steam pressure normalization curves. 

 

 

An example temperature control phase where 

successful temperature control and adaptation of PI 

controller parameters with respect to steam pressure 

can be seen in Fig. 6. Standard temperature controls 

where PI controller parameters are used constant 

without any adaptation are compared with the 

proposed method by calculating Mean Absolute Error 

(MAE) values for each temperature control phase. 

MAE values for each machine for two PI controller 

tuning methods are given in Table 2. 

 
 

Table 2. MAE values of standard method  

and proposed method. 

 

Machine No. 
Standard 

Method 

Proposed 

Method 

1 0.61 0.58 

2 0.58 0.41 

3 0.45 0.36 
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5. Discussion 

 

The analysis of heating performances depicted in 

Fig. 4 reveals significant insights into the operational 

dynamics of the three machines over the monitored 

quarter. The performance trends indicated 

considerable variability, with Machine 1 

demonstrating a relatively stable heating profile, while 

Machines 2 and 3 exhibited more pronounced 

fluctuations. One of the main reasons for these 

fluctuations is the fluctuations in steam pressure. 

 

 

 
 

Fig. 6. Example temperature control phase. 

 

 

Steam pressure normalization results can be seen in 

Table 1 and Fig. 5 where differentiations between three 

machines are observed more clearly. It can also be 

concluded that an increase in the steam pressure 

decreases the tau parameter which means that the 

temperature increases faster. These results indicate the 

necessity of a steam pressure adaptive PI controller 

parameter tuning. An example of the parameter 

adaptation can be seen in Fig. 6, where the 𝐾 p 

parameter changes in real-time with respect to the 

steam pressure in such a way that it increases as the 

steam pressure decreases and vice versa, leading to 

successful reference tracking. The staircase like form 

of pressure values is caused by the resolution and 

communication frequency of the pressure sensor, 

which makes the 𝐾p has such a profile as well. 

Notably, MAE values presented in Table 2 provide 

a quantitative testament to the superiority of the 

proposed method. With MAE values lower across all 

machines when utilizing the proposed method, we can 

infer an enhancement in temperature control accuracy. 

This improvement is not merely numerical but likely 

translates into tangible benefits such as energy savings, 

a reduction in dyeing defects, and a more robust 

control system less susceptible to process disturbances. 

The reduced MAE in Machine 2, from 0.58 to 0.41, 

is particularly noteworthy. It underscores the potential 

of the proposed method in achieving precise 

temperature control, which is paramount in dyeing 

processes where even slight deviations can lead to 

color inconsistencies. These findings suggest that the 

integration of steam pressure normalization into the 

control algorithm can yield significant improvements 

in operational efficiency and product quality. 

 

6. Conclusions 
 

In this work, a nonlinear regression based steam 

source pressure normalization method is proposed for 

the adaptive tuning of PI controller parameters for the 

heating phases of temperature control in textile dyeing 

processes. After concluding how the fluctuations in 

steam pressure affect the temperature control 

significantly and standard PI controller parameters 

tuning method where the parameters are set by field 

experts and be used as constant cannot compensate 

them, a novel PI controller parameters tuning method 

is proposed where the model parameters used are 

normalized with respect to the steam pressure. The 

application results state that the proposed method 

decreases the MAE values of the temperature controls 

significantly, implying more successful temperature 

controls and an increase in the right-first-time dyeing 

over a longer time period. 

For future works, the aim is to focus on extending 

the validation of these findings over a more extended 

period and across different machine types to establish 

the generalizability of the proposed methodology. It is 

also aimed to expand the normalization by including 

values like steam temperature and steam flow. 
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Summary: Most companies rely on Enterprise Resource Planning (ERP), Supply Chain Management (SCM) systems, and 

various Industry 4.0 technologies to manage their inventories efficiently. Still, spare part inventory management remains 

challenging due to the highly irregular nature of the demand. Traditional literature-based demand profile classifications often 

lack precision in maintenance spare parts management because of the extended time intervals between successive consumption 

instances and variations in quantities. This article introduces a comprehensive, data-driven methodology for maintenance spare 

parts that addresses the entire inventory management process, encompassing data collection, analysis, exception handling, 

demand profile clustering, forecasting, and performance evaluation. This innovative data analysis approach mixes artificial 

and human intelligence. Our results show that there can be at least a 69 % reduction of scaled mean absolute error with the 

proposed methodology compared to the current literature practices. 

 

Keywords: Industry 4.0, Enterprise resource planning, Spare parts, Time series forecasting, Clustering, Human integration. 

 

 

1. Introduction 

 
Effective spare parts inventory management is vital 

for many companies to ensure uninterrupted 

maintenance operations. Stockouts of critical 

components can immobilize assets and result in huge 

losses [1]. Predicting component consumption 

accurately is, therefore, essential for timely 

availability. However, intermittent consumption 

patterns, typical for maintenance spare parts, pose 

forecasting challenges. 

With growing Enterprise Resource Planning (ERP) 

software usage and the surge in data volume, digital 

"Big Data" approaches are gaining prominence. Over 

the years, techniques based on artificial intelligence 

showed better performance than parametric 

forecasting techniques because they could capture 

patterns in demand [2]. However, those techniques 

require a significant amount of non-zero consumption 

to learn a pattern, which contradicts the very nature of 

sporadic demand. Indeed, these null requests can 

sometimes represent more than 30 % of the available 

data [3]. Moreover, these very complex approaches 

often require considerable computational resources 

[2], and they often lack coherence with the operational 

capacities of companies: a “per item policy” is not 

possible with thousands of articles. In contrast, using a 

single prediction policy for the whole inventory is 

highly inefficient. This article proposes an enhanced 

maintenance spare parts inventory management 

method with data-driven demand forecasting. The 

proposed methodology includes consumption data 

collection from ERP, data quality analysis, exception 

management, and catalog classification for demand 

forecasting. The main objective of our work is to 

reduce the number of parameters required in inventory 

management by learning the ones that minimize errors 

per profile. This would allow planners to save time and 

use their experience to solve the most complex cases. 

The remainder of the paper is structured as follows. 

The next section presents a brief literature review. We 

then expose the proposed method and our  

preliminary results. 

 

 

2. Literature Review 

 
Intermittent demand is challenging due to its 

variable quantity and timing behavior. In 1972, 

Croston introduced a forecasting method for 

intermittent demand based on updating demand levels 

when nonzero demand occurs and evaluating the mean 

inter-demand time [4]. Over the years, variants of this 

technique have been developed to reduce bias and 

improve forecasts [5-7]. These methods are widely 

used for intermittent and lumpy demand forecasting in 

time series analysis. However, the emphasis has been 

more on individual prediction than integrating it into 

an inventory management policy. 

To better understand demand behavior in this 

context, Syntetos et al. [8] introduced a classification 

based on two demand characteristics: Average 

Demand Interval (ADI) and Coefficient of Variation of 

Demand Squared (CV²) calculated by the formulas (1) 

and (2) 
 

𝑨𝑫𝑰 =  
𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒑𝒆𝒓𝒊𝒐𝒅

𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒏𝒐𝒏 𝒛𝒆𝒓𝒐 𝒅𝒆𝒎𝒂𝒏𝒅𝒔
, (1) 

 

 𝐶𝑉2  =  (
𝜎

𝜇
)

2

, (2) 
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with σ as the standard deviation and μ as the  

demand mean. 

The thresholds set to categorize demand are 

defined as follows: 

- Smooth: ADI < 1.32 and CV² < 0.49; 

- Intermittent: ADI ≥ 1.32 and CV² < 0.49; 

- Erratic: ADI < 1.32 and CV² ≥ 0.49; 

- Lumpy: ADI ≥ 1.32 and CV² ≥ 0.49. 

This classification is prevalent in maintenance and 

demand profile-based inventory management. 

Consumption forecasting policies are therefore 

adapted to each different identified group. 

The latest approaches in time series study combine 

artificial intelligence and stacking. These methods 

enable the integration of various forecasting 

techniques based on time series analysis into a single 

model designed to leverage the strengths of each  

sub-component. The main challenge lies in 

hyperparameter fine-tuning, which requires significant 

computational resources [9]. 

To judge the confidence that can be placed in a 

forecast, it is important to be able to measure its 

quality. Many evaluation methods exist, but 

specificities of intermittent demand make them 

impractical for zero-demand situations. These special 

cases distort the results, making it impossible to 

calculate specific error measurements. Additionally, a 

comprehensive inventory policy requires a scaled error 

measurement for evaluating forecasting performance 

from one spare part’s time series to another [10]. 

Despite best efforts to improve forecasting methods 

and ways of evaluating results, most recent work uses 

the classification and thresholds proposed by Syntetos 

et al. [8] to qualify inventories of various sizes. The 

main weakness of this “ADI” and “CV²” classification 

is the lack of precision. In the maintenance domain, the 

lumpy category includes elements whose degree of 

“lumpiness” varies widely. Our approach seeks to 

solve this problem by grouping spare parts differently 

through artificial intelligence while defining an 

optimization strategy per cluster. 

 

 

3. Model Description 

 
Our methodology includes six steps: 

1. Collect consumption data from ERP for each 

item of interest; 

2. Isolate items that will no longer be used; 

3. Use segmentation in the ADI/CV² plane to 

compare with literature-based classification; 

4. Optimize the error for each forecasting method 

for each group to choose the most  

appropriate one; 

5. Identify items not meeting business constraints 

and involve planners to manage these items; 

6. Apply conventional forecasting methods to 

other items. 

This approach, presented in Fig. 1, adapts to 

business constraints and blends the latest data analysis 

with planner skills in problem-solving. It is also 

adapted to the addition of new forecasting techniques 

based on artificial intelligence. Each step is described 

in the following sub-sections. 

 

 

 
 

Fig. 1. Proposed methodology. 

 

 

3.1. Data Collection 

 

The first step in our methodology involves 

collecting consumption data per item in the form of 

time series directly from the company's ERP. When 

consumption information is transactional, as in many 

ERPs, it requires identifying actual consumptions 

through movement codes. By identifying consumption 
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and not relying on reports, which often track 

movement rather than consumption, the method's user 

can utilize data assumed to represent reality. It is also 

essential to gather stock levels at the time of prediction, 

the criticality of items, and their management status to 

use them in the following steps. 

 

 

3.2. Data Preparation 

 

After retrieving the relevant data, it is necessary to 

process it. Firstly, item status ensures the separation of 

inactive and active items. The latter are of interest 

since new consumptions will occur. Next, items with 

consumption only in the last M months are subtracted. 

They will be treated with "cold start" policies, focusing 

on any product at the beginning of its life cycle to 

predict its evolution. Items with fewer than two 

consumptions in the entire history are considered 

unpredictable in time series analysis. They must be 

managed through other management policies. The 

remaining items can proceed to the next stage of  

the processing. 

 

 

3.3. ADI and CV² Segmentation 

 

This step begins with the computation of the ADI 

and CV² characteristics using the formulas (1) and (2). 

With these characteristics defined for each item in 

the catalog, we can employ a k-means clustering to 

group them by demand profile. This approach uses 

Euclidean distance to minimize the distance between 

each point and the center of the most relevant cluster 

[11]. It is an unsupervised learning method, which 

means it will search for intrinsic structures or hidden 

patterns in the data. In this way, articles can be grouped 

according to their demand profile, and then a unique 

forecasting policy will be applied to each one. In this 

study, we compared the results for a number of clusters 

ranging from 3 to 10. The lower bound is chosen to 

compare with the number of profiles found in the 

literature on our inventory. The upper bound is set to 

fit the maximum number of planers working with our 

industrial partner. It will provide k profiles that will be 

considered in parallel in the following step, as shown 

in Fig. 1. 

 

 

3.4. Forecasting Method Benchmark  

       and Hyperparameters Optimization 

 

In this section, we use a forecasting method 

benchmark, and we will define how to choose the 

hyperparameters for every forecasting method to 

ensure that each provides the best performance per 

cluster. To achieve this, we compiled a list of the most 

effective methods in time series analysis and compared 

their performances with more straightforward 

methods. These methods include Naive prediction 

(Which simply copies the last occurrence), averages 

(simple, moving, and weighted moving), Croston and 

its variants (TSB, SBJ, and SBA) [4-7], exponential 

smoothing (simple, Holt, Holt-Winters with their 

additive and multiplicative variants) [12], ARIMA, 

and SVR which is one many supervised learning 

techniques used in patterns predictions [13]. 

We chose these methods, especially for their 

number of significant occurrences in the scientific 

literature in recent years. However, our methodology 

can accommodate new forecasting techniques using 

artificial intelligence in this step. More generally, we 

assume that the proposed methodology will address the 

lack of formal comparison between the proposals of 

many authors. 

We have defined adapted hyperparameters for each 

forecasting method to ensure that each one provides 

the best performance. For methods using integer 

parameters like ARIMA, we simply employ a grid 

search for integers. For methods like smoothing 

requiring parameters between 0 and 1, we use Latin 

Hypercube Sampling to explore the hyperparameter 

search space uniformly. At the end of this step, we can 

quantitatively compare the performance of each 

method by calculating statistics such as the mean, 

standard deviation, and maximum and minimum error 

values per cluster. Maximum values may correspond 

to outliers that need separate handling. 

 

 
3.5. Calculation of Forecasting Errors 

 
The forecasting error used is the "scaled mean 

absolute error" for its ability to handle zero demand, 

simplicity of interpretation, and the possibility of 

comparing time series of different amplitudes [14]. It 

is calculated as follows: 

 

 𝒔𝑴𝑨𝑬 =  
𝟏

𝑯
∑

|𝒀𝑵+𝒉−𝑭𝒉|
𝟏

𝑵
∑ 𝒀𝒕

𝑵
𝒕 = 𝟏

𝑯
𝒉 = 𝟏 , (3) 

 
with H as the prediction horizon, N as the number of 

observed demands, 𝑌𝑁+ℎ as the actual demand for the 

h-th forecasted period, and 𝐹ℎ as the prediction for the 

period h periods ahead. 

 

 
3.6. Exception Handling 

 
To better adapt to real-world scenarios, we defined 

a second measure to identify items not meeting the 

company's management constraints. In our case study, 

stockouts can lead to a significant service decrease. An 

internal criticality threshold determines the potential 

impact of a missing part. In practice, this information 

allows for varying levels of permissible stockouts. For 

highly critical parts, maintaining stock is crucial, while 

more flexibility is granted for items with short 

replenishment lead times. The evaluation of coherence 

with business practices is determined as follows: 

1. Retrieve the initial stock at the time of 

forecasting; 
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2. Add the predicted consumption value to each 

forecast period and subtract the actual 

observation; 

3. Measure the proportion of zero stock over the 

forecast horizon;  

4. If the proportion exceeds the threshold set by 

criticality, alert the planner to the potential 

stockout risk for that spare part. 

During this exception-handling process, planners 

are also encouraged to explore items excluded from 

previous steps, such as inactive items, cold starts, items 

with too few consumptions, or outliers by cluster. This 

exception management allows planners to focus on 

genuinely problematic cases and leverage their 

expertise. 
 

 

4. Experimental Results 
 

Our experimentation was conducted with 

maintenance historical data from 9269 subway spare 

parts. They are characterized by a non-zero number of 

requests superior to 1. Their consumption history spans 

94 months. 

Inventory demand classification in the ADI/CV² 

plane for maintenance parts exhibits more irregular 

behavior than other industries. Table 1 shows that most 

spares are categorized as lumpy according to  

the literature. 

 

 
Table 1. Number of articles per suggested demand profiles 

in the literature. 

 
Profile  Number of articles  

Lumpy 8952 

Erratic 206 

Smooth 111 

Intermittent 0 

 

Moreover, the distribution of articles on the plan 

presents particular characteristics that the method of 

the literature cannot identify beyond the defined 

thresholds. As shown in Fig. 2, the smooth and erratic 

categories are confined to the lower left, while the 

lumpy part seems to show various behaviour as the 

parts move away from the ADI and CV² axes. 

 

 

 
 

Fig. 2. Distribution of inventory in the ADI and CV² plan using the literature thresholds. 

 

 

Two common approaches are treating lumpy items 

individually or as a single group. The former requires 

substantial management efforts, while the latter lacks 

precision. Our approach seeks an intermediate number 

of profiles by avoiding the thresholds of the literature. 

To compare our results, we employed K-means 

clustering to group similar demand profiles. For 

example, Fig. 3 shows the effects of K-means 

clustering with 3 profiles on the ADI and CV² plan. We 

note that this method allows a more balanced 

distribution of articles in the different clusters 

compared to the results of the literature, illustrated  

by Fig. 2. 

We optimized each forecast method from the 

benchmark by choosing the hyperparameters that 

minimize cluster mean error. Table 2 summarizes our 

approach's performance with various profile numbers, 

comparing it to the literature using scaled average error 

per item evaluated over the last three months of 

consumption history. 

One can observe a reduction of over 69 % in sMAE 

error from the literature to the proposed approach with 

the same number of profiles (3 profiles were identified 

among our inventory). In our study, the optimal 

number of profiles is 6 as it is a local minimum of the 

mean absolute error with a reduction of nearly 72 % 

compared to the literature. The results from other 

numbers of profiles were calculated for exploration 

purposes. It would be interesting to be able to continue 

in more detail and determine the optimal number for 

each case study. 

The overall inventory is distributed into groups 

with more balanced quantities, as illustrated by  

Table 3, which facilitates subsequent item allocation 

within the demand planning team. 
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Fig. 3. Distribution of inventory in the ADI and CV² plan using K-means clustering. 

 

 
Table 2. Comparison of average errors  

with different approaches. 
 

Approach 

used  

Number 

of profiles  

Scaled 

mean 

absolute 

error 

Number of 

articles not 

meeting 

business 

constraints  

Literature 3 2.21 21 

Proposed 

approach 

3 0.67 33 

4 0.64 33 

5 0.63 33 

6 0.62 33 

7 0.64 33 

8 0.64 33 

9 0.64 34 

10 0.64 34 

 

 
Table 3. Items breakdowns in different profiles. 

 

Approach 

used  
Items per profile  

Literature 

111 (smooth) 

206 (Erratic) 

8952 (Lumpy) 

Proposed 

approach 

2848 (profile No.1) 

2257 (profile No.2) 
4164 (profile No.3) 

 

 

We observe in Table 2 that errors decrease as the 

number of defined profiles increases, reaching a 

minimum value for 6 clusters. This outcome suggests 

a potential optimal cluster count at which the error 

would be the lowest. It would be interesting to further 

investigate with a significantly higher number of 

clusters. However, avoiding an excessively high 

number of profiles is essential, as managing individual 

items is highly impractical or even impossible for 

inventories with thousands of references managed by a 

reasonable number of planners. 

The number of items not meeting the company's 

constraint function increases from 21 to 34 between the 

literature and the proposed approach. This increase is 

justified since our approach first aims to make 

forecasts as close as possible to the actual demand by 

minimizing sMAE before checking which items do not 

comply with the constraints imposed by the partner 

company. One could simply order an arbitrary surplus 

to ensure no stockouts, but this practice is unrealistic 

in a real-world context seeking to minimize costs. 

This study demonstrates that it is possible to 

significantly improve prediction performance despite 

the highly lumpy demand behavior. 

 

 

5. Discussion 
 

Despite its widespread use in the literature, the use 

of ADI and CV² to depict demand characteristics may 

not be the most accurate. Indeed, different time series 

could have the same parameters while consumption 

occurs at different times in its life cycle. For example, 

the two-time series of Table 4 would have the same 

ADI and CV² of 2 and 1.25, respectively. This may 

reduce the effectiveness of cluster-based forecasting 

approaches by grouping articles that are not at the same 

stage of their life cycle and, therefore, do not present 

consumption simultaneously. This issue will arise as 

long as classifications rely on ADI and CV². 
 

 

Table 4. Comparison of ADI and CV². 
 

Time series  ADI  CV² 

[0 0 1 2 1 0] 2 1.25 

[2 0 1 0 1 0] 2 1.25 
 

 

As mentioned during our study, our approach aims 

to provide an alternative to the literature when it cannot 

correctly segment a substantial inventory. This 

methodology is comprehensive as it allows the 

addition of new forecasting methods to the benchmark 

to compare their relative performances with the 

classics from the literature. Adding a stacking step to 

combine forecasts seems to be an interesting approach. 

It would not require much additional computing 

power, given that the calculations are already 

performed to compare methods. 
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We utilized parallel computing operations on the 

processor to enable computations on a mid-range 

computer. This approach significantly reduced the 

processing time for each method. Additionally, this 

approach is compatible with forecast automation 

through calculation pipelines. Implementing them in a 

data lake opens the possibility of further incorporating 

additional information into time series to improve the 

accuracy of consumption estimates' accuracy. Planners 

could use information such as fleet evolution, asset 

usage volumes, supplier constraints, etc. Studying the 

parameters influencing consumption would allow the 

evolution of forecasting methods from time series 

analysis to focusing on causes rather than effects. 

 

 

5. Conclusion 

 
Our approach improves forecast performance by 

redefining demand profiles and involving planners in 

exception management. Previous results are 

encouraging for comparing the performance of this 

approach with other forecasting methods and newly 

developed ensemble techniques that take advantage of 

the predictions from different techniques to propose a 

more precise one, thanks to the weighting of their 

results. By combining human and artificial 

intelligence, our approach seeks to integrate into the 

Industry 4.0/5.0 era. The proposed methodology also 

has the advantage of being complemented by other 

clustering techniques. It can be applied to other 

companies with different business constraints, which 

opens up numerous avenues for future research. 
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Summary: The boundary stabilization problem of the rotating disk-beam system via a delayed boundary control is considered. 

The rotating disk-beam system consists of a flexible beam fixed at one end to the center of a disk and free at the other end. 

The control and stabilization problem of the rotating disk-beam system has been the subject of numerous research studies. We 

assume that the center of mass is fixed in an inertial frame, and the rotation of the center in that frame is actually non-uniform 

in the sense that the angular velocity is time-dependent. Under the previous assumptions, the structure motion can be  

well-represented by a system of nonlinear coupled partial differential equation (PDE) and ordinary differential equation (ODE). 

Furthermore, we assume that the boundary control is either of a force type control or a moment type control and is subject to 

the presence of a constant time-delay. First, we show that in both cases, the system is well-posed in an appropriate functional 

space. Next, the exponential stability property is established. Finally, numerical simulations are presented to illustrate the 

theoretical findings. 
 

Keywords: Rotating disk-beam, Delayed force control, Delayed moment control, Torque control, Exponential stability. 
 

 

1. Introduction 

 
The rotating disk-beam system consists of a 

flexible beam fixed at one end to the center of a disk 

and free at the other end. The control and stabilization 

problem of the rotating disk-beam system has been the 

subject of numerous research studies [1-6]. 

The structure motion of the rotating disk-beam can 

be well-represented by the following system of 

nonlinear coupled partial differential equation (PDE) 

and ordinary differential equation (ODE) (see [2] for 

more details): 

 

 

(1) 

 

Here, y is the beam’s displacement in the rotating 

plane at time t; the space variable x belongs to [0,l], 

where l is the length of the beam; ω is the angular 

velocity of the disk. Also, the mass per unit length of 

the beam, the flexural rigidity and the disk’s moment 

of inertia are represented by a(x), b(x) and Id, 

respectively. Moreover, a1, a2, b1 and b2 are real 

numbers, M(t) is the force control which takes place at 

the free-end of the beam, and γ > 0 is the feedback gain 

of the torque control applied on the disk. Finally, θ is 

the desired angular velocity. 

The following feedback force control law is 

proposed: 

 

 
M(t) = α1yt(l,t) – α2yxt (l,t) + β1yt(l,t − τ) − 

−β2 yxt(l,t − τ), t > 0, 
(2) 

where αk and βk are positive feedback gains with  

αk > βk, for k = 1,2 corresponding to the force and 

momentum boundary control exerted on the beam, 

whereas τ > 0 is the time delay. 

In this paper, we study the well-posedness and the 

exponential stability of the following two closed loop 

systems: 

i) Delayed Force Boundary Control system: The 

delayed force boundary control problem can be 

derived from system (1) with a1 = 1, a2 = 0, b1 = 1, 

b2 = 0, α1 > 0, α2 = 0, β1 ∈ R, and β2 = 0; 

ii)Delayed Momentum Boundary Control system: The 

delayed momentum boundary control problem can be 

derived from system (1.1) with a1 = 0, a2 = 1, b1 = 0,  

b2 = 1, α1 = 0, α2 > 0, β1 = 0 and β2 ∈ R. 

Using the following change of variables 

 

 
u1 (ρ,t) = yt(l,t − ρτ), t > 0, ρ ∈ (0,1), and 

u2(ρ,t) = yxt (l,t − ρτ), t > 0, ρ ∈ (0,1), 
(3) 

 

the two systems can be written in H1 and H2 in the 

abstract form with Hk: = Uk × IR: = Sk × L2(0,l) × 

L
2
𝑘
(0,1) × IR: 

 

 

 

(4) 

 

where z = yt, Φ1 = (y, z, u1, ω), Φ2 = (y, z, u2, ω), and 

Ak is a linear operator defined by: 

 

,
 

 

 

for (y, z, uk) ∈ D(Ak), and where ℛ  is a nonlinear 

operator in Hk, k = 1, 2, given by 
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2. Well-posedness and Exponential Stability 

 
2.1. Well-posedness 
 

The following theorem states the existence and 

uniqueness of solutions to the original systems (4): 

Theorem 1. Under certain assumptions and for any 

initial condition Φ0 ∈ D(Ak) × IR, the system (4) 

possesses a unique classical global bounded solution 

Φk(t) ∈ D(Ak) × IR. In turn, if Φ0 ∈ Hk, then the system 

(1.4) has a unique mild global bounded solution  

Φk(t) ∈ Hk. 

 

 

2.2. Exponential Stability 

 

Using the resolvent method, one can show the 

exponential stability of the solution to systems (4): 

Theorem 2. Under certain assumptions and for 

each k = 1,2, and for any initial data Φ0 ∈ D(Ak) × IR, 

the corresponding solution Φk of the closed-loop 

system (1.4) exponentially tends to the steady state 

(0Uk,θ) in Hk as t → ∞. 

 

 

3. Numerical Results 

 
Fig. 1 shows that fixing α1 = 1, the time delay  

τ = 0.1 and the desired angular velocity θ = 1, the 

beam’s displacement y(x,t) stabilizes and converges to 

zero as the boundary feedback gains β1 varies from 

0.25 to 0.75 while for β1 = 2.5 the displacement y(x,t) 

destabilizes. The energy E1(t) versus time is plotted in 

Fig. 2 which indicates that the energy E1(t) diverges for 

the case β = 2.5. These findings are predicted since 

Theorem 2.2 guarantees the exponential stability of the 

displacement when αk > βk, for k = 1,2. 

 

 
 

Fig. 1. Time evolution of the beam’s displacement y(x,t) 

when a(x) = 2+x, b(x) = 1+x2, α = 1 and for different values 

of β. The time delay τ = 0.1 and the desired angular  

velocity θ = 1. 

 
 

Fig. 2. The energy E1(t) vs. time when a(x) = 2+x,  

b(x) = 1+ x2, α = 1 and for different values of β. The time 

delay τ = 0.1 and the desired angular velocity θ = 1. 

 

 

4. Conclusion 
 

In this article, we managed to show that the body 

beam system can be stabilized with either a boundary 

delayed force control or a boundary delayed moment 

control. The proof is based on the resolvent method 

and a variation of constants formula. This result is 

illustrated through numerical simulations. 
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Summary: Among the plethora of cryptographic algorithms available, the Rocca cipher and the SNOW-V cipher (along with 

its SNOW-Vi extension) have emerged as two prominent and efficient solutions for protecting information in mobile network 

environments. This study conducts a comprehensive comparative evaluation of these algorithms, assessing their effectiveness 

and efficiency in maintaining information security in the context of mobile networks. 

This research performs in-depth theoretical analysis, exploring the characteristics, structure and operation of these ciphers, 

analyzing their properties and capabilities. Subsequently, a practical comparison is performed by implementing the 

corresponding codes for the three ciphers mentioned, in order to obtain precise measurements of the speed of each encryption 

algorithm and to evaluate their effective performance. The results obtained provide valuable information about the efficiency 

and effectiveness of Rocca, SNOW-V, and SNOW-Vi, allowing the identification of their strengths and potential areas for 

improvement. 

 

Keywords: Cryptographic algorithms, Rocca cipher, SNOW-V cipher, Mobile network environments, Information security. 

 

 

1. Introduction 

 
SNOW-V is a variant belonging to a lineage of 

stream ciphers that includes SNOW 1.0 [10], SNOW 

2.0 [11], and SNOW 3G [2]. The first iteration, SNOW 

1.0, was evaluated as part of the NESSIE project. 

However, vulnerabilities were promptly identified by 

two different attacks [12,13], leading to the emergence 

of an improved design, SNOW 2.0 [11]. SNOW 2.0 

uses design principles similar to the SOSEMANUK 

stream cipher [14]. This revised version exhibits 

improved security properties and relatively improved 

software implementation efficiency [11]. The 

European Telecommunications Standards Institute 

(ETSI) undertook modifications to strengthen the 

resilience against algebraic attacks within the SNOW 

2.0 design [15], which subsequently led to the 

development of SNOW 3G [9]. SNOW 3G was 

proposed as one of the algorithms to secure the air 

interface in 3GPP telecommunication networks [17]. 

In the case of SNOW 3G, a cache timing attack has 

been identified that allows the recovery of the 

encryption state without prior knowledge of the 

keystream [18]. This vulnerability arises from the use 

of lookup tables for operations such as permutations, 

multiplication by the constant α and its inverse. The 

authors in [19] outline the resynchronization 

mechanism used by SNOW 3G, highlighting its 

vulnerability to multiple set collision attacks. They 

illustrate a simple 13-round multiple set differentiator 

with a complexity of 28 steps. 

SNOW-V, proposed by Ekdahl et al. [5], is a word 

oriented stream cipher designed specifically as a 

standard encryption scheme for 5G systems. In a study 

by Andrea Caforio et al. [20], the authors analyze the 

hardware-level efficiency of SNOW-V encryption. 

They evaluate hardware efficiency using metrics such 

as area, speed, and power/energy. SNOW-V is 

structurally similar to SNOW 2.0 and SNOW 3G, with 

a focus on achieving high software performance. In 

their work [16], they use AES-NI (Advanced 

Encryption Standard New Instructions) and employ 

SIMD (Single Instruction, Multiple Data) instructions 

to improve performance at the software level. In 2021, 

the proponents of the encryption algorithm introduced 

a new version SNOW-Vi [6] that aimed to increase 

encryption speed without compromising security 

levels. Despite being a simplified iteration, this new 

version ensures the preservation of security by 

maintaining the same security cycle as its predecessor, 

using a generation cycle of 2512 − 1 within the Linear 

Feedback Shift Register (LFSR). 

Rocca [7] is a recently developed cryptographic 

algorithm that will be introduced in 2021. It leverages 

the use of AES (Advanced Encryption Standard) 

instructions, which are prevalent in modern 

processors, along with SIMD (Single Instruction 

Multiple Data) instructions to improve its 

computational efficiency. This optimization strategy 

allows Rocca to achieve a transmission rate of  

160 Gbps, exceeding the requirements of 6G 

communication systems. The acceleration of the 

algorithm is mainly achieved by applying AES 

iterations and cascaded XOR operations, while 

simultaneously performing permutations among the 

128bit words that make up the internal state of  

the algorithm. 
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2. State-of-the-Art 

 
Today’s mobile communications landscape, 

ensuring information security has become a paramount 

concern due to the escalating prevalence of 

cyberattacks and the vulnerability of potentially 

sensitive user data. Cryptography plays a key role in 

protecting privacy and ensuring data integrity within 

mobile networks. 

In 3G networks, the KASUMI [1] block cipher 

algorithm was adopted as the standard for the 

Universal Mobile Telecommunications System 

(UMTS). However, vulnerabilities in KASUMI were 

identified, leading to the search for more robust 

encryption algorithms for future generations. With the 

advent of 4G LTE, the AES-128, SNOW-3G [2], and 

ZUC [3] algorithms were introduced. Known for its 

security and efficiency, AES [4] became widely 

regarded as one of the most secure encryption 

algorithms and was implemented in subsequent  

cipher designs. 

The emergence of 5G networks has brought new 

security challenges, such as the need to support a 

greater number of connected devices and applications, 

and the reliance on cloud network infrastructure. 

Researchers and security experts have been actively 

developing encryption algorithms suitable for 5G 

networks, addressing the 256-bit security requirement 

for keys and reducing dependency on hardware 

architecture. 

With the ongoing deployment of 5G networks on a 

global scale, the research efforts for 6G networks have 

already started to take off. Security in 6G networks is 

even more challenging due to the expected 

proliferation of Internet of Things (IoT) devices and 

the need to support mission-critical applications such 

as telemedicine and autonomous driving. Future 

research and development efforts will focus on 

developing encryption algorithms that meet the 

stringent security requirements of 6G networks in the 

face of these emerging challenges. 

This paper presents a comprehensive comparative 

analysis of three encryption algorithms, namely 

SNOW-V [5], SNOW-Vi [6], and Rocca [7], which are 

widely used in network communications to ensure the 

confidentiality and security of transmitted information. 

The study first examines SNOW-V encryption, which 

serves as a stream cipher specifically designed for 5G 

networks. Furthermore, the research includes 

SNOWVi, an improved version of SNOW-V 

encryption, by thoroughly analyzing its modifications 

and evaluating their impact on security and 

performance. In addition, the research introduces 

Rocca, a recently proposed encryption algorithm that 

offers compatibility even with 6G networks. The 

structure and operation of Rocca are studied in detail, 

and its relative advantages and challenges compared to 

SNOW-V and SNOW-Vi are examined. 

The study begins with an in-depth theoretical 

analysis that provides a detailed understanding of the 

properties and capabilities of the Rocca and SNOWV 

ciphers. This analysis includes the examination of their 

respective characteristics, structure, and operational 

mechanisms. Subsequently, a practical comparison 

will be made by implementing the three 

aforementioned ciphers: Rocca, SNOW-V, and 

SNOW-Vi. Through practical experiments, precise 

measurements of the ciphers’ speeds are obtained, 

allowing an evaluation of their effective performance. 

The results of this analysis provide valuable insights 

into the efficiency and effectiveness of the Rocca, 

SNOW-V, and SNOW-Vi ciphers, thereby identifying 

their strengths and potential areas for further 

improvement. 

 

 

3. Snow Family 
 

3.1. Snow V 

 

SNOW-V represents a stream cipher algorithm, 

categorized as a cryptographic mechanism that 

facilitates encryption during data transmission by 

working on a continuous stream of bits instead of fixed 

blocks of data [8]. In its basic form, a stream cipher 

generates a sequence of pseudorandom bits that are 

then applied to the original data via an XOR operation 

to generate the resulting ciphertext. The SNOW-V 

algorithm follows a similar scheme, using a structure 

of two linear feedback shift registers (LFSRs) and a 

finite state machine (FSM) to generate the cipher 

stream. The LFSRs act as feedback mechanisms, 

continuously shifting their contents based on 

predetermined linear functions, while the FSM 

manages the overall state transitions and controls the 

operation of the algorithm. 

LFSR, Fig. 1 shows the top section with two linear 

feedback shift registers (LFSR), LFSR-A and LFSRB. 

These registers are essential components of the system 

and have a size of 256 bits each. They are organized 

into 16 cells, with each cell storing 16 bits of 

information. Each cell can store a binary value ranging 

from 0 to 65535. This wide range of values allows for 

a large number of combinations, helping to create 

robust pseudorandom sequences. While both LFSRs 

have a similar structure, it is noteworthy that they have 

different seed values and feedback polynomials. The 

feedback polynomials are important because they 

control the generation of new bits from the existing bits 

within the registers. These polynomials are used to 

determine the bits involved in the generation process 

by using XOR logic gates to combine them. 

The two LFSRs has 16 stages a0...a15, and 

b0...b15, each holding 16 bits. The two registers are 

feedback by two primitive polynomials over the finite 

field GF(216), and involves two multiplications, one 

by a constant α ∈ GF(216) in the case of LFSR-A and 

β ∈ GF(216) for LFSR-B and their inverses, as 

describe the expressions: 

 

 
a(t+16) = b(t) ⊕ αa(t) ⊕ a(t+1) ⊕ α− 

–1a(t+8) mod gA(α), 
(1) 
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b(t+16) = a(t) ⊕ βb(t) ⊕ b(t+3) ⊕ β− 

–1b(t+8) mod gB(β) 
(2) 

 

 
 

Fig. 1. Snow V structure. 

 

gA(x) and gB(x) are the two polynomials that 

generate the values of the two LFSRs and are  

defined by: 

 

 
gA(x) = x16 + x15 + x12 + x11 + x8 + x3 + x2 + 

+ x +1 ∈ F2[x], 
(3) 

 

 
gB(x) = x16 + x15 + x14 + x11 + x8 + x6 + x5 + 

+ x + 1 ∈ F2[x] 
(4) 

 

These polynomials have been carefully designed to 

ensure the production of pseudorandom sequences 

with desirable properties, including the absence of 

repetitive patterns and unpredictability. As a result, 

LFSR-A and LFSR-B play a pivotal role as 

indispensable elements for the generation of secure 

and reliable cryptographic sequences within the 

contemplated system. During each system clock cycle, 

a key operation is performed to extract information 

from LFSR-A and LFSR-B, resulting in the generation 

of two distinct blocks, designated T1 and T2, each 

containing 128 bits. Specifically, this process involves 

selecting and storing the 8 least significant stages of 

LFSR-A and the 8 most significant stages of LFSR-B 

within their respective blocks. In particular, the use of 

SIMD (Single Instruction, Multiple Data) instructions 

in modern generation processors facilitates the 

efficient generation of fresh pseudorandom sequences. 

This efficiency is achieved by using a single SIMD 

instruction to simultaneously apply the feedback of  

8 new stages. This optimized methodology allows all 

essential LFSR update operations to be performed 

within a single clock cycle. As a result, it significantly 

improves algorithmic performance by reducing the 

processing time required to generate new sequences. 

FSM, The Finite State Machine (FSM), located in 

the lower half of the schematic shown in Fig. 1, takes 

the two blocks T1 and T2 from the LFSR stage as 

inputs and generates a 128-bit key sequence as output. 

This part consists of three states of 128 bits each, called 

R1, R2 and R3. 

The output word zt at time t > 0 is given by 

, where ⊕ denotes the bitwise 

XOR operation and ⊞ denotes a parallel application of 

four additions in the finite field F216. 

The expression of the Taps T1 and T2 are given by: 

 

 
T1t = (b815t,...,b88t), 
T2t = (a87t,...,a80t) 

 

 

The update expressions for the registers R1, R2 and 

R3 are given by: 

 

 

,
 

 

 

where σ is a byte permutation given by 

 

 σ = (0,4,8,12,1,5,9,13,2,6,10,14,3,7,11,15),  

 

that is, it replaces the byte 0 by that in position 0, the 

byte 1 by that in position 4, the byte 2 by that in 

position 8, and so on. And AES(In,Key) represents an 

AES encryption round function. 

 

 

3.2. SNOW Vi 

 

SNOW-Vi uses the same underlying structure as 

SNOW-V, while incorporating notable performance 

improvements achieved through several targeted 

modifications. 

These modifications include the following: 

1. Modification of the update functions of  

the LFSR 

 

 a(t+16) = b(t) + αa(t) + a(t+7) mod gA(α), (5) 

 

 b(t+16) = a(t) + βb(t) + b(t+8) mod gB(β) (6) 

 

2. The T2 register values are read from the top 

portion of the LFSR-A as showing Fig. 2. 

 

 
 

Fig. 2. Schematic of the new SNOW-Vi LFSR. 

 

3. New generating polynomials have been added: 

 

 AES   

 AES   
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gA(x) = x16 + x14 + x11 + x9 + x6 + x5 + x3 + x2 +  

+ 1 ∈ F2[x], 
(7) 

 

 
gB(x) = x16 + x15 + x14 + x11 + x10 + x7 + x2 +  

+ x + 1 ∈ F2[x] (8) 

 

These changes result in significant improvements 

in both the speed and security of the encryption 

process. This is achieved by reducing the number of 

operations required and improving the  

bit-spreading effect. 
 

 

4. Rocca 

 
The main objective of Rocca is to meet the 

requirements of 6G systems in terms of both 

performance and security, achieving 

encryption/decryption speeds of over 100 Gbps and 

providing 256-bit security against key recovery 

attacks. Rocca is an AES-based encryption with a  

256-bit key size, but unlike SNOW-V/SNOWVi, it’s a 

block cipher rather than a stream cipher. These 

algorithms operate on fixed blocks of data instead of 

encrypting each byte or individual bit. Each data block 

is treated as an indivisible unit and processed through 

a series of cryptographic operations. The block size in 

block ciphers varies depending on the algorithm used, 

but the most common sizes are 64 bits (8 bytes) and 

128 bits (16 bytes). 
 

 

4.1. Round Update Function 

 

The state of Rocca, which we will call S, is formed 

by 8 blocks of 16 bytes each, ranging from S[0] to S[7]. 

The round update function updates the state S and is 

defined as R(S,X0,X1), where the parameters received 

are the state S and two blocks called X0 and X1. It is 

defined by the following expressions: 

 

 Snew[0] = S[7] ⊕ X0, (9) 

 

 Snew[1] = AES(S[0],S[7]), (10) 

 

 Snew[2] = S[1] ⊕ S[6], (11) 

 

 Snew[3] = AES(S[2],S[1]), (12) 

 

 Snew[4] = S[3] ⊕ X1, (13) 

 

 Snew[5] = AES(S[4],S[3]), (14) 

 

 Snew[6] = AES(S[5],S[4]), (15) 

 

 Snew[7] = S[0] ⊕ S[6], (16) 

 

where AES(X0,X1) is a round of the AES algorithm. 

The execution of Rocca is divided into a total of four 

phases where the round function is executed a number 

of times for each of them: 

1. Initialization; 

2. Processing the associated data; 

3. Encryption; 

4. Finalization. 

 

 

4.2. Initialization 

 

When initializing Rocca, the parameters it receives 

are the 256-bit key K0||K1 ∈ , a 128-bit 

nonce N, the associated data AD, and the message to 

be encrypted M. Specifica values are loaded into each 

block of the state, by the definition of the following 

expressions: 

 

 S[0] = K1, (17) 

 

 S[1] = N, (18) 

 

 S[2] = Z0, (19) 

 

 S[3] = Z1, (20) 

 

 S[4] = N ⊕ K1, (21) 

 

 S[5] = 0, (22) 

 

 S[6] = K0, (23) 

 

 S[7] = 0, (24) 

 

where Z0 and Z1 are two constant blocks:  

Z0 = 428a2f98d728ae227137449123ef65cd and  

Z1 = b5c0fbcfec4d3b2fe9b5dba58189dbbc. After 

this step, 20 rounds update function R(S,Z0,Z1) are 

executed and, after this, it proceeds to the next phase. 

 

 

4.3. Processing the Associated Data 

 

This phase is skipped if there is no associated data. 

In case there is, the round update function 

R(S,ADi0,ADi1) is executed d − 1 times, where 

. 

 

 

4.4. Encryption 

 

This phase is skipped if there is no message to 

encrypt. If there is a message, the operations for 

calculating the encrypted text C and the round update 

function R(S,Mi0,Mi1) are executed m−1 times in a 

loop, where . The formulas for generating the 

encrypted text follows the following expressions: 

 

 Ci0 = AES(S[1],S[5]) ⊕ Mi0, (25) 

 

 Ci1 = AES(S[0] ⊕ S[4],S[2]) ⊕ Mi1 (26) 
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If the last block of M is incomplete and its length is 

b bits, where 0 < b < 256, the last block of C will be 

truncated to the first bit. 

 

 

4.5. Finalization 

 

In this final phase, 20 rounds of the round update 

function R(S,|AD|,|M|) will be executed, and then the 

tag obtained by the resulting values of S will  

be displayed. 

In Fig. 3, we can observe how the listed phases are 

executed in order, showing the data flow during 

program execution and the inputs and outputs it 

generates. 

 

 

5. Tests and Comparative Results 

 
The code that has been used can be accessed by the 

following link: https://github.com/Giaui/tfg.git. 

 

 

 
 

Fig. 3. Rocca execution scheme. 

 

 

To perform the tests, the compiled code of each 

algorithm has been executed 50 times for and an 

average speed has been calculated from all the data 

obtained in Gbps (Gigabits per second). This process 

has been repeated in two different environments, 

referred to as Environment 1 and Environment 2. 

Environment 1: Laptop with an Intel i7-8750H @ 

2.20GHz processor with a maximum turbo frequency 

of up to 4.10GHz, 32GB of RAM, and Ubuntu 22.04 

operating system. 

Environment 2: Laptop with an Intel I77700HQ @ 

2.80GHz processor with a maximum turbo frequency 

of 3.90GHz, 16GB of RAM, and Ubuntu 21.04 

operating system. 

Each algorithm has been tested on a single thread 

and with different lengths of input plaintext. The 

following command and parameters have been used to 

compile each file: gcc -mavx2 -maes -march = native -
O3 -o output cipher.cpp. 

The hardware specifications of the Environment 1 

are quite similar to those used in the tests conducted in 

the original papers for SNOW-V and SNOW-Vi, while 

the Rocca paper used a CPU two generations ahead. 

Due to this, it is likely, and as observed in Table 1, that 

there is a close proximity between the results obtained 

in the tests conducted with the first two ciphers and the 

results obtained in their original proposals. In the case 

of Rocca, slightly lower values were obtained 

compared to those reported in the results obtained in 

its respective papers. 

Environment 2 is equipped with relatively old 

hardware components to ensure a comprehensive 

evaluation of each cipher, using elements that predate 

those used in the original author’s tests. As a result, the 

data obtained shows a slight decrease in performance 

compared to Environment 1, as expected. However, 

the overall performance remains satisfactory, as shown 

in Table 2. 

Table 1. Results of the tests in Environment 1. 

  
Algorithm used  Plaintext size  

 16384  8192  4096  2048  1024  256  64  

SNOW-V (C++)  55.35  52.66  51.27  46.93  41.39  29.42  19.37 
SNOW-Vi (C++)  70.41  67.23  63.79  54.21  45.29  21.80  20.07 
Rocca (C++)  156.45  119.10  106.61  93.26  79.41  47.87  16.04 

 

 
Table 2. Results of the tests in Environment 2.  

 
Algorithm 

used  
Plaintext size  

  16384  8192  4096  2048  1024  256  64  
SNOW-V 

(C++)  
48.70  47.96  47.21  46.33  45.87  33.16  27.83  

SNOW-Vi 

(C++)  
66.51  64.57  61.43  53.33  47.14  24.86  27.31  

Rocca (C++)  147.13  141.13  123.96  117.04  106.79  68.16  22.71  
 

 

A careful examination of the results obtained from 

the evaluations conducted in both environments shows 

that these results are consistent with the results 

presented in the original proposals. This confirms the 

accuracy and reliability of the speed measurements 

obtained for each algorithm. 

As expected, the SNOW-V cipher has the slowest 

performance of the three algorithms we tested. In 

Environment 1, it achieves an average speed of about 

55.35 Gbps, while in Environment 2, its performance 

reaches about 48.70 Gbps. Although SNOW-V lags 

behind in terms of speed, it remains a viable option for 

applications where high processing speed is not a 

critical requirement. 

SNOW-Vi, on the other hand, shows a significant 

speed improvement over its predecessor, with an 

increase of almost 20 Gbps. This improvement 

solidifies its position as a more efficient and faster 

alternative among the algorithms analyzed. 
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On the other hand, Rocca stands out as the fastest 

algorithm, with a remarkable speed disparity compared 

to the other contenders. It achieves an impressive 

maximum average speed of 156.45 Gbps, exceeding 

the performance requirements of both 5G and future 

6G networks. This exceptional speed makes Rocca a 

robust and reliable choice for applications that demand 

high performance and fast responsiveness. 
 

 

6. Conclusions and Future Works 
 

The comparative analysis revealed that the 

SNOWV, SNOW-Vi, and Rocca ciphers exhibit 

optimal performance and security characteristics 

suitable for deployment in 5G and potentially 6G 

environments. These results further support their 

viability for implementation in communication-

intensive applications and systems. However, it is 

imperative to consider the security aspect of these 

ciphers. SNOWVi has shown improvements over its 

predecessor SNOW-V, while the security and 

robustness of Rocca requires rigorous evaluation and 

testing against potential attacks and vulnerabilities. 

Therefore, it is crucial to emphasize the need for 

additional research in the area of Rocca’s 

cryptographic security. The goal is to deepen our 

understanding of its effective security and to perform 

comprehensive comparisons in different usage 

scenarios. Such efforts will allow us to gain a 

comprehensive understanding of the strengths and 

limitations of these algorithms, thus facilitating 

informed decisions regarding their integration into 

sensitive systems and applications. It is important to 

emphasize that the selection of an appropriate cipher 

must be based on an approach that includes not only 

performance and speed, but also security and 

resistance to attack. 

A thorough analysis of these aspects, in 

conjunction with the specific requirements and 

demands of each deployment scenario, is essential to 

make informed decisions and ensure the integrity of 

information and systems. 
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Summary: The flexible optimal control of autonomous vehicles has become one of the high-priority tasks in developing 

Cyber-Physical Systems for Industry 4.0 applications. They use control systems to reduce the risk of human errors. This paper 

presents a study of the efficient use of wind energy as a catamaran mover that does not utilize fuel to develop environmentally 

friendly vessels with potential savings in fuel consumption compared to catamarans that are only engine-driven. Moving a 

catamaran to the desired area of a smart city is a challenging task to achieve a high level of autonomy under adverse conditions. 

The paper focuses on developing a methodology of model-based modeling and simulation of the cyber-physical nonlinear 

system of a catamaran sailboat in a Simulink/MATLAB software environment. The control for desired tracking has been 

presented for such maneuvers as the turn at different angles Simulation results confirm the quality of optimal control approach. 

 

Keywords: Catamaran sailboat, Computer simulation, Mathematical model, Nonlinear systems, Optimal control, Smart city. 

 

 

1. Introduction 

 
Unmanned autonomous vehicles (AVs) are 

becoming increasingly important in Cyber-Physical 

Systems, Industry 4.0, and the global economy as a 

whole [1]. 

In Tallinn University of Technology (TalTech), 

during a noticeable time one of the priority study fields 

has been the research of AVs, e.g. [2-8]. These 

activities have recently been connected with the FinEst 

Centre for Smart Cities, TalTech, 

In [9], the development of a GPS-based position 

control system for Wave Adaptive Modular Vessel 

(WAM-V) able to navigate between waypoints was 

presented. The outer loop is fuzzily reasoned and 

generates the desired heading. The inner loop is a 

proportional-integral-derivative (PID) controller with 

a thrust allocation command. This control design 

greatly simplifies the control design process and is 

easily applied to underactuated catamaran  

vessel WAM-V. 

In [10], the control architecture for autonomous 

sailboat navigation was presented. The control of a 

nonlinear autonomous sailboat system is done by using 

a Conventional PID controller (CPID) and an Adaptive 

PID controller (APID). Control of the sail to reduce the 

heel and roll angles was used. A large heeling angle, 

and a lot of roll motion due to wind gusts can cause the 

boat to capsize. Sailboats cannot sail directly up-wind 

either and one has to move in a zigzag pattern to be 

able to sail up-wind. The sail angle is optimized and 

the rudder angle is controlled for the given wind 

direction and desired moment. The main goal is to 

enable long-time autonomous missions. 

In [11], the control of an active T-foil placed near 

the bow and two active flaps located on the transom of 

a catamaran is performed to improve the maritime 

performance of the catamaran and to increase the 

safety of humans on the board. In the scope of the 

study, heave and pitch motions of the catamaran under 

the effect of subjected head waves are considered. A 

sine-cosine algorithm-based PID controller is 

employed for the control of active flap and T-foil 

actuators. The purpose of the optimally tuned PID 

controller is to reduce vertical acceleration by 

controlling the position of the catamaran, especially 

controlling the angles of the flaps and the T-foil. 

Mathematical models of the catamaran and actuators 

are presented and the MATLAB/Simulink platform is 

utilized to simulate the control process. Simulation 

results show that an optimally tuned PID controller 

provides satisfactory results in active flap and T-foil 

control which effectively reduces vertical acceleration. 

But often the traditional PID feedback tracking 

controller technologies cannot yield the desired control 

quality and more sophisticated controller realizations 

that consider information about the physical model of 

the vehicle under control are needed. To accomplish 

this advanced control system development task, the 

general approach is the application of model-based 

methodology in a design environment like 

Simulink/MATLAB where different options for 

optimal control and sophisticated possibilities 

description of linear or nonlinear physical object 

models exist. 

In 12, 13, some ideas were offered for an under-

actuated unmanned surface vehicle (USV): a practical 

adaptive sliding mode control scheme applying 

backstepping technique; sliding mode control; radial 

basis neural network, and auxiliary dynamic system. A 

comparison between predictive neural control and 

basic feedback control has been presented. 

The present paper continues efficiency studies of 

AVs and offers direct modeling and simulation-based 

optimal control approach for certain catamaran 

sailboat localization task missions. 
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2. Model of Catamaran 
 

Let us take into consideration the model of the 

catamaran (see Fig. 1). It consists of one mainsail and 

one jib sail. Each of the two hulls has a fin also known 

as centerboard and one rudder. The pose of the sailboat 

is normally referred to as the world frame. The world 

frame is in the North-East-Down (NED) reference and 

is the angle starting with 
00  on the X -axis. 

 

 
 

Fig. 1. Coordinate system for catamaran. 

 

The equations of motion capture the dynamic of the 

catamaran and the reference frame are described  

as 14 
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where ( , )x y  denote the coordinates of the center of 

mass of the boat in the world frame,   is the heading 

angle of the boat, r is the rudder angle,  is the 

velocity of surge, dv is the velocity of sway, is the 

angular velocity in the boat frame, 
forwardF  is the 

translation of wind to sail force in  direction,
driftF  is 

the translation of wind to sail force in dv direction, 

totM is the boat mass, totJ is the moment of inertia, 1C  

is the forward decelerating constant, 2C  is the rudder 

decelerating constant, 3C  is the drift decelerating 

constant, 4C  is the mast displacement, 5C  is the 

rudder displacement, 6C  is the rudder force constant, 

7C  is the angular decelerating constant. 

The sail forces wxF  and 
wyF  are generated from a 

given apparent wind angle and wind speed. Forward 

and drift forces 
forwardF  and 

driftF are connected with 

the sail forces wxF  and 
wyF  so 

 

 
cos( ) sin( ),forward wy s wx sF F F = − −  

sin( ) cos( )drift wy s wx sF F F = −  
(2) 

 

where s  is the sail angle. 

The sail forces wxF  and 
wyF  are connected with 

wind force wF  so 

 

 
cos( ),wx w wF F =  

sin( )wy w wF F =  
(3) 

 

where w  is the wind direction. 

The wind force wF  can be calculated to be 15 

 

 
2

,
2

s w

w

S V
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  (4) 

 

where sS  is the main sail area,   is the density of air, 

and wV  is the wind speed. 

The parameters in (1)-(4) have the following  

values 16: 0.6 ,totM kg=  20.013 ,totJ m kg=  1 1,C =

2 1,C =  3 80,C =  4 0.03 ,C m=  5 0.2 ,C m=  6 3,C =  

7 0.005,C =  20.053 ,sS m= 31.2928 / .kg m =  

 

 

3. Control System 
 

It is possible to consider the sail angle s as a fixed 

constant. Hence, we have 
 

 s const =  (5) 

 

With a selection of (5), the control problem is now 

turned into a control problem with using r  as control 

input for controlling the heading angle concerning 

reference input 
0 . 

The control system configuration to regulate the 

input variable r  is thus designed, to have the next 

structure (see Fig. 1) 
 

 
0

11 21( ( ) ),r K t t    = − − −  (6) 

 

where 11 21,t t  are constants to be determined. 

It is possible to consider the variable r  as a “fast” 

function of time. Hence, assuming that 0r = , from 

(6), we find 
 

 
0

21 11 11t t t   + + =  (7) 

 

The following coefficients of (7) are obtained from 

17, for overshooting with the value of 5%   
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where dt 
 is the desired transition time of  . 

From (1), we have 
 

 ( ) ( )t t = −  (9) 

 

Differentiating both sides of (9) concerning time 

and combining with (1), we obtain 
 

2
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It is possible to consider the wind direction w and 

wind speed. wV  as fixed constants. Hence, we have 

 

 ,w const = wV const=  (11) 

 

Then, from (5) and (11), it follows that 
 

 driftF const=  (12) 

 

It is possible to consider the variables ( ), ( )v t t as 

fixed constants in a steady state. Hence, we have 
 

 ( ) ,wv t V ( )t const =  (13) 

 

For small rudder angles in a steady state, we find 
 

 sin( ) ,r r  cos( ) 1r   (14) 

 

Differentiating both sides of (10) concerning time 

and combining (12)-(14), we obtain 
 

 ( ) ( ),rt b t =  (15) 

 

where 
 

 

2

6 5 w

tot

C C V
b

J
=  (16) 

 

Combining (6) and (15), we obtain 
 

 3( ) ( ( ) ( )),t bK i t t = −  (17) 

 

where 
 

 0

3 11 21( ) ( ( )) ( )i t t t t t  = − −  (18) 

 

Defining ( ) ( )t a t =  in (17), we obtain 

 3( ) ( ) ( )a t bKi t bKa t= −  (19) 

 

The variable ( )a t  in (19) can be described 

commonly through the next expression as indicated  

in 18 
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Let us consider the behavior of the considered 

control system (see Fig. 1) for the time interval 
dt t   

during the steady state. 

Hence, assuming that 
0 0,a =  0 0( ) ,t  −    

0.05, =  ( ) 0,t   from (20)-(21), we find 

 

 3( ) (1 ),bKta t i e−= −  (22) 

 

where 

 

 
0

3 11( )i t t const  =  (23) 

 

Assume now that the desired transition time for 

control of acceleration ( )a t lies in the zone of 

overshooting with the value of 5%  , then, from 

(22), it follows that 
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Therefore, using (16), (24), and that ln( ) 3  − , 

and the ratio of coordinate-to-acceleration transition 

times d

d

t
N

t





= , we obtain 
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4. Simulation Results 

 
Below the simulation results of a catamaran are 

analyzed for such trajectory as approach motion 

towards desired heading angle. 

The Simulink-style block scheme for designed 

optimal control is presented in Fig. 2. 

The sail angle 03 ,s =  desired heading angle 
090 , =  wind direction 090 ,w =  the ratio of 

coordinate-to-acceleration transition times 100N =  

and desired transition time 20dt s

=  were applied 

during this maneuver, 

Simulation results for the main input and output 

signals with the desired heading angle and two selected 

wind speeds are shown in Figs. 3, 4, 6, 7 below. The 

resulting trajectories of the catamaran are presented in 

Figs. 5 and 8. 
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Fig. 2. Simulink-style block diagram for a catamaran with optimal control. 

 

 

 
 

Fig. 3. Input control signal (rudder angle) of catamaran in case of optimal control for wind velocity 2 / .
w

V m s=  

 

 

 
 

Fig. 4. Output value (heading angle) of catamaran in case of optimal control for wind velocity 2 / .
w

V m s=  
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Fig. 5. Catamaran trajectory in case of optimal control for wind velocity 2 / .
w

V m s=  

 

 
 

Fig. 6. Input control signal (rudder angle) of catamaran in case of optimal control for wind velocity 3 / .wV m s=  

 

 
 

Fig. 7. Output value (heading angle) of catamaran in case of optimal control for wind velocity 3 / .wV m s=  

 

 
 

Fig. 8. Catamaran trajectory in case of optimal control for wind velocity 3 / .wV m s=  
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5. Conclusions 
 

A modeling and simulation technique in a 

Simulink/MATLAB environment is presented and 

analyzed for a catamaran sailboat moving under the 

wind influence. 

The simulation results confirm the quality of the 

optimal control approach to assure the smoothness, fast 

response, and accuracy of control. The necessity of 

application of this flexible control approach with the 

ability to change for such parameters as desired 

transition time and the ratio of coordinate-to-

acceleration transition time may also be formulated as 

a necessity of using nontraditional methods in control 

of waterborne vehicles having a highly nonlinear 

description of the model. 

From the application viewpoint, we believe that the 

proposed methodology may offer a reasonable 

possibility to improve the motion characteristics of 

catamarans used for environment monitoring in a 

smart city. Although many details of this study are 

associated with the actual catamaran model, the 

proposed model-based research approach may be 

extended to other catamarans. 

 

 

Acknowledgments 
 

This research was funded by the EU Horizon 2020 

project MariCybERA; Agreement No. 952360. 

 

 

References 
 

[1]. V. Tsiatsis, S. Karnouskos, J. Holler, D. Boyle,  

C. Mulligan, Autonomous vehicles and systems of 

cyber-physical systems, in Internet of Things: 

Technologies and Applications for a New Age of 

Intelligence, Academic Press, London, UK, 2019. 

[2]. I. Astrov, A. Pedai, Situational awareness based flight 

control of a drone, in Proceedings of the IEEE 

International Systems Conference (SysCon’11), 

Montreal, Canada, 4-7 April 2011, pp. 574-578. 

[3]. I. Astrov, A. Pedai, Multirate depth control of an AUV 

by neural network predictive controller for enhanced 

situational awareness, in Proceedings of the 5th 

International Symposium on Computational 

Intelligence and Intelligent Informatics (ISCIII’11), 

Floriana, Malta, 15-17 September 2011, pp. 47-52. 

[4]. A. Pedai, I. Astrov, A. Udal, R. Sell, Single-rate versus 

three-rate neural assisted control approaches for 

coaxial rotor ducted fan TUAV for situation awareness 

applications, in Proceedings of the 13th Annual IEEE 

International Systems Conference (SysCon’19), 

Orlando, USA, 8-11 April 2019, pp. 457-463. 

[5]. I. Astrov, A. Udal, I. Roasto, H. Mõlder, Target 

tracking by neural predictive control of the 

autonomous surface vessel for environment 

monitoring and cargo transportation applications, in 

Proceedings of the 17th Biennial Baltic Electronics 

Conference (BEC’20), Tallinn, Estonia, 6-8 October 

2020, pp. 1-4. 

[6]. I. Astrov, A. Udal, H. Mõlder, T. Jalakas, T. Möller, 

Wind force model and adaptive control of catamaran 

model sailboat, in Proceedings of the 8th International 

Conference on Automation, Robotics and Applications 

(ICARA’22), Prague, Czech Republic, 18-20 February 

2022, pp. 202-208. 

[7]. I. Astrov, A Model-Based Control of Self-Driving Car 

Trajectory for Lanes Change Maneuver in a Smart City, 

WSEAS Transactions on Systems and Control, Vol. 18, 

2023, pp. 346–353. 

[8]. I. Astrov, A model-based PID control of turning 

maneuver for catamaran autonomous surface vessel, in 

Proceedings of the IEEE 9th International Conference 

on Engineering and Emerging Technologies 

(ICEET’23), Istanbul, Turkey, 27-28 October 2023, pp. 

1-6. 

[9]. J. Pandey, K. Hasegawa, Autonomous navigation of 

catamaran surface vessel, in Proceedings of the 

International Symposium on Underwater Technology, 

Busan, South Korea, 21-24 February 2017, pp. 1-6. 

[10]. B. Puviyarasi, N. Nithyarani, T. Tamilselvi,  

K. Srivdya, Adaptive PID Control of an Autonomous 

Sailboat, International Journal of Engineering and 

Advanced Technology, Vol. 8, August 2019,  

pp. 3608-3612. 

[11]. Ö. S. Şahin, M. Ş. Ayas, Sine-Cosine Algorithm Based 

PID Controller for a Catamaran, International Journal 

of Multidisciplinary Studies and Innovative 

Technologies, Vol. 3, December 2019, pp. 146-150. 

[12]. B. Qiu, G. Wang, Y. Fan, D. Mu, X. Sun, Adaptive Sliding 

Mode Trajectory Tracking Control for Unmanned Surface 

Vehicle with Modeling Uncertainties and Input Saturation, 

Applied Sciences, Vol. 9, March 2019, 1240. 

[13]. T.-H. Kim, T. Basar, I.-J. Ha, Asymptotic stabilization 

of an underactuated surface vessel via logic-based 

control, in Proceedings of the American Control 

Conference, Anchorage, USA, 08-10 May 2002,  

pp. 4678-4683. 

[14]. Q. Sun, Z. Qiao, C. Strömbeck, Y. Qu, H. Liu, H. Qian, 

Tacking control of an autonomous sailboat based on 

force polar diagram, in Proceedings of the 13th World 

Congress on Intelligent Control and Automation, 

Changsha, China, 04-08 July 2018, pp. 467-473. 

[15]. Wind Load on Surface – Wind Load Calculator, 

https://www.engineeringtoolbox.com/wind-load-

d_1775.html 

[16]. Modeling, Control and Optimal Trajectory 

Determination for an Autonomous Sailboat, 

https://lup.lub.lu.se/student-papers/search/publication/ 

8923407 

[17]. P. D. Krutko, Inverse Problems of Control System 

Dynamics: Nonlinear Models, Nauka, 1989. 

[18]. L. S. Pontryagin, Ordinary Differential Equations, 

Nauka, 1974.

[19].  

 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

84 

 

(025) 

 

Robot Life Span Improvement Paradigm 
 

Sasha Stanceski 1,2 and Jingxin Zhang 1 

1 Swinburne University of Technology, John Street, Hawthorne, 3122 Victoria, Australia  
2 Ford Motor Company of Australia Ltd., 1735 Sydney Road, Campbellfield, 3061, Victoria, Australia 

Tel.: + 61401215043 

E-mail: name.sstanceski@swin.edu.au 

 

 

Summary: This paper presents an innovative approach to optimize the positioning of industrial robots (IRs) with the primary 

goal of minimizing motor current to extend their lifespan. The core concept involves adjusting the joint positions of the IR 

while it is in an idle state, leading to a decrease in the current needed to maintain the robot's stationary position. This reduction 

in net motor current not only mitigates motor heat but also contributes to an extended lifespan for the robot. The model 

introduced in the second section of this paper allows for the identification of joint angles that yield the lowest current, within 

given constraints. Subsequently, the newly determined joint angles are employed to modify the IR joint positions, either in a 

virtual or physical environment. The simplicity of this approach makes it adaptable for implementation during the planning 

stages or within existing IR facilities. Through a series of diverse simulations, our methodology has demonstrated significant 

reductions in overall IR motor currents during idle mode, showcasing the potential for motor current reductions of up to 33 % 

when the IR in in the idle state. 

 

Keywords: Industrial robot (IR), Centre of gravity (CoG), Torque, Degree of freedom (DoF). 
 

 

1. Introduction 

 
1.1. Robot Useful Life 

 

Facility reliability is critical for maintaining the 

efficiency, quality, and safety of automotive 

production operations. Automotive production relies 

on highly synchronized processes. Any unplanned 

downtime can disrupt the entire production line, 

leading to delays, missed deadlines, and increased 

costs. Reliability ensures that equipment and systems 

operate consistently and efficiently, reducing the risk 

of unexpected breakdowns. There are several key robot 

components that can significantly impact reliability. 

The major components that make up industrial 

robots (IR) system reliability include: actuators, 

sensors, controllers, power supply and electronics, end 

effectors, joints, mechanical components, cabling 

connectors software and programming. Failures in 

actuators can result in costly downtime which 

according to [1] can cost up to 200,000 €/day. It is 

beyond the scope of this research to design a new 

actuator; therefore, we will be looking at improving the 

life cycle of the actuators by reducing the motor 

currents of IR motor drives. 

Robot motors typically incur losses in the core, the 

stator and/or rotor windings, as well as the stray loss, 

with 55-60 % of these losses stemming from the stator 

or rotor winding loss. The stator and/or rotor winding 

loss is caused by Ploss = I2R, with I being the motor 

current flowing through the internal resistance R of the 

winding. This loss causes the rotor and stator to heat, 

which degrades the winding insultation and reduces 

the life span of robot over time. According to [2], 

Arrhenius equation, L = Be E/KT can be used to 

determine a motor’s insulation aging rate and estimate 

its life expectancy. It was shown, that for every 10 oC 

rise in temperature, the insulation life is approximately 

halved [2]. As heat affects motor life and current 

directly generates heat, any reduction in motor current 

can directly improve the life span of motor. Therefore, 

this paper attempts to reduce motor current to extend 

motor life. The advantage of reducing motor currents 

also has other tangible benefits, such as the reduced 

operating costs associated with energy consumption. 

 

 

1.2. Existing Current Reduction Methodologies 

 
In this section we examine diverse research 

methodologies aimed at reducing idle motor currents. 

A key strategy for reducing the current required to 

maintain an IR in a stationary position is to decrease 

the weight of either the IR arm or the end effector. As 

suggested in [2, 6-15], diminishing the weight of these 

components can lower the current needed to counteract 

gravitational forces and keep the IR stationary. 

Notably, the research conducted by [11] employs finite 

element analysis to investigate the feasibility of 

designing robot arms using materials such as cast iron, 

polyamide, and aluminum. The findings of [11] 

indicate a 41 % improvement in cost-effectiveness and 

energy efficiency with such materials. However, this 

architectural approach may potentially hinder the 

robot's ability to achieve higher positional accuracies. 

Additionally, Dengsha, Heron, et al. are developing 

lightweight robot weld guns by integrating compact 

aluminum bodies with lightweight transformers to 

reduce the robot's load capacity. 

A highly effective method to reduce motor currents 

across all IR joints involves shutting off the motors 

when the robot is stationary. This approach, explored 

and documented by [10, 15, 16], activates motor 

brakes simultaneously to counteract gravity's effects. 
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However, discussions with IR Original Equipment 

Manufacturers (OEMs) indicate, potential reliability 

issues associated with this method, due to a high 

switching duty cycle for the brakes. The viability of 

such a system would require determining the Mean 

Time to Failure (MTTF) of the brakes. It is important 

to note that this approach may introduce concerns 

relating to both reliability and maintainability. 

Alternatively, [15] suggests that significant reductions 

in idle energy consumption can be achieved by 

designing machines with intermediate or hibernating 

modes activated when the cell is stationary. 

Springs are commonly employed to mitigate the 

gravitational effects on the robot arm. As outlined in 

[7-10], adjusting the stiffness of springs can 

significantly influence motor currents. By varying the 

stiffness of the springs, it is possible to counteract 

gravitational forces at different arm articulations, 

thereby reducing the holding currents. 

The research presented in [17] suggests that 

powering the IR with a DC supply instead of AC can 

offer efficiency improvements by eliminating 

rectification inefficiencies and certain hardware 

components. Experimental results indicate that a  

DC-supplied IR can be 12.5 % more efficient than its 

AC counterpart. While this approach may be feasible 

for a single IR, transmitting DC over long distances 

may pose challenges for a series of IRs, although 

companies like Siemens dispute this. Nevertheless, 

changing the existing infrastructure from AC to DC 

could be cost-prohibitive. 

In the context of Industry 4.0 and machine-to-

machine communication, there is potential to reduce 

motor currents by adjusting station waiting times [7]. 

The research presented in [7, 18] suggests optimizing 

scheduling through simulation parameter adjustments 

to alter the ratio between IR wait and movement times. 

This change in ratio allows for elongating fast-moving 

motions into slower, smoother paths that require less 

motor current to achieve the same. 

Similarly, [15] proposes readjusting idle and 

motion times to minimize energy usage during  

non-value-added process moments, demonstrating a 

proven reduction in energy consumption of up to  

10.9 %. It is crucial to acknowledge that certain  

non-value-added components of the cycle are essential 

and cannot be compromised. The primary challenge 

associated with these motor current reduction 

strategies is the time and cost involved in 

implementing the necessary hardware changes to make 

these approaches feasible. 

The approach taken by [19, 20] to reduce motor 

currents, involves no hardware changes, but relies on 

adjustments to the robot position or workpiece. [20] 

suggests positioning the workpiece in a "lower energy 

space" to reduce motor currents, though 

implementation may be challenging in existing 

facilities constrained by space. On the other hand, [19] 

proposes utilizing standby pose repositioning, 

optimizing the idle position of the IR through a genetic 

algorithm that considers constraints like singularities 

and nearby geometries. This method reported a 

reduction in applied torque (proportional to motor 

current) of up to 31.37 %. Apart from the costs 

associated with idle energy consumption, [19] 

emphasizes that the constant torque exerted to keep the 

robot idle also impacts the lifespan of the drives, noting 

that an IR can spend a significant portion (20-80 %) of 

its total operational time in an idle state. 

 

 

1.3. Current Literature Overview 

 

As shown in the current literature [3], motor 

currents of IR’s can be reduced using a number of 

methods, including (but not limited to) on/off control, 

process scheduling, end effector weight reduction and 

work piece repositioning. When applying any of these 

methods to an existing automotive production line, 

consideration must be given to the cost and feasibility 

of implementation. Costs of additional hardware, 

access to plant IR’s internal mechanical, electrical and 

electronic modules and resources are all at a premium 

and are often the inhibitors to enmasse implementation 

of these methods. 

To overcome these difficulties, we propose in this 

paper an effective and easily implementable method 

for motor current reduction, which does not require 

hardware changes and trial-and-error experiments on 

plant robots. The current reduction is achieved by 

minimising the total idle state torques at IR joints, 

based on the fact that the driving torque of the motor 

at a given joint equals the mechanical resistive torque 

at that joint, and that the motor’s torque is generally of 

the form  = ktI, where kt is a constant, called the torque 

constant, regardless of the motor type. The 

implementation of these methods must carefully 

consider factors such as cost and feasibility. 

Hardware costs, access to plant IRs, and available 

resources can pose challenges for widespread 

adoption. Therefore, methods that necessitate no 

hardware changes or experimentation with existing 

plant robots are more suitable for scalable 

implementation. In this regard, the approach suggested 

by the authors of [19] stands out for its emphasis on 

reducing motor torque during idle periods. Their 

method involves straightforward adjustments to joint 

angles in the idle pose, making it easily scalable. 

 

 

1.4. The Gap 

 

The identified gap lies in the feasibility of 

implementing proposed methods on a wide scale in 

both existing and new robotic facilities. This paper 

aims to address this gap by building upon the approach 

presented in [19] and introducing a mathematical 

innovation. Our method eliminates the need for 

physically searching the space for an optimal solution. 

Using first principles and the Denavit-Hartenberg  

(D-H) convention, we construct a robot model. We 

mathematically analyze the cumulative torque required 
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by each axis to hold the arm stationary at specific joint 

positions, framing the problem as a non-linear convex 

optimization task. A unique cost function is proposed 

for numerical optimization under selected constraints. 

Once the solver identifies the optimal angles 

generating the least torque, the IR posture can simply 

be modified using either offline programming software 

or directly on the robot teach pendant itself. The 

implementation, whether in a virtual or physical 

environment, is made straightforward and cost-

effective. Considering the merits of methods outlined 

in [6-20], there is potential for a synergistic 

relationship between these methods and the paradigm 

proposed here, possibly leading to even greater  

heat reduction. 

 

 

2. Problem Analysis and Formulation 
 

The motor current/torque needed to keep a robot 

link stationary is determined by the axis position, as 

depicted in Fig. 1. 

 

 
 

Fig. 1. Gravity effects on a single link arm. 

 

When there is no motion, the torque needed to 

maintain the axis link stationary, shown in Fig. 1 can 

be computed using equation (1). 

 

 cos
2

mgL
T =  (1) 

 

Equation (1) reveals that the holding torque to keep 

the link stationary increases as the link moves further 

away from the vertical position. Since torque is 

proportional to current, decreasing this parameter 

reduces motor current. In a two link robot arm system 

the possible programmable axis configurations are 

numerous, the challenge lies in identifying a set of 

configurations that minimize torque within the 

specified constraints. To present the essence of our 

method, we consider a simple IR with a two-link arm 

(shown in Fig. 2) and without load or compensation. In 

this case, we only need to consider the linear velocity 

Jacobian of the IR in 2D Cartesian space (i.e., z = 0). 

The idle torques are essentially a function of the joint 

positions (q1, q2) as shown in Fig. 1, where the resistive 

torques exerted by each link can be described as  

i = fi(q1, q2), i = 1, 2. The question now is to identify a 

suitable set of axis configurations (q1*, q2*) that 

minimises the motor torques, within given process 

constraints, when the IR is stationary. 

This is a static optimization problem that can be 

formulated as a general convex optimisation problem 

where we need to find, the set of suitable joint 

positions (q1, q2) to minimise a cost function C 

composed of total idle torques within the given process 

constraints. The torque required hold a two link arm 

stationary is a function of the joint angles as expressed 

in equation (2): 

 

 1 2( , )idle f q q =  (2) 

 

The static problem formulation can be broadly 

characterized as an optimization challenge, aiming to 

identify a set of appropriate joint positions (q1-2) to 

minimize a cost function C, which includes initial and 

final cost τidle, within the specified process constraints. 

Take, for example, a two-link arm depicted in Fig. 2. 

 

 
 

Fig. 2. CoG illustration of two link arm. 

 
To assess the impacts of gravity, the first step is to 

establish the Centre of Gravity (CoG) for each link 

with respect to its own reference frame. 

 

 

0.5 cos( )

0.5 sin( )

0
x

x x

l x x

L q

CoG L q

 
 

=
 
  

  

 

To determine i = fi(q1, q2), we use the CoG matrix 

and then calculate the torques of both links  

according to: 

 

 
1 2 1 2

( ) ( ) , 1,2,

: [   ],  : [   ],

T

i i iQ BJ Q G i

Q q q B b b

 = =

= =
 (3) 

 

where Ji is the Jacobian matrix for the link i described 

below, T denotes the matrix transpose, b1 and b2 are 

constants, and Gi is the gravity force of the link i. 

We then calculate the Jacobian for each link by 

transforming each links reference frame back to the 

robot reference frame x0 using equation (4). 

 

 
2 1 2

0 0 1T T T=  (4) 

 
 

The detailed expression of 𝑇0
2 is given by Eq. (5). 
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 (5) 

 

From the resulting matrix (5), the final column is 

extracted to form the position vector of the arm tip, 

denoted as matrix Pi. A series of partial differential 

equations, specifically Jacobian components related to 

linear velocity, are then calculated from matrix Pi. 
 

 ( )i i

q
J q P

t


=


 (6) 

 

The torque needed to counteract the gravitational 

effects on links l1 and l2 is determined using equations 

(7-11). The calculation for the torque exerted by l1 is 

expressed as: 
 

1 1 1 1

1 1 1 11

0

cos( ) sin( ) 0 0.5 cos( )

sin( ) cos( ) 0 0.5 sin( )
,

0 0 1 0

0 0 0 1

q q L q

q q L q
T

− 
 
 =
 
 
 

 

11 1 1

1

12 1 1

0.5 cos( )

0.5 sin( )

p l q
P

p l q

   
= =   
   

 

(7) 

 

Then use them in the following formula to calculate 
 

 

11 11

1 21

1

12 12

1 2

( )

P P

q qP
J Q

P PQ

q q

  
    = =
  
 
  

 (8) 

 

Next, we calculate the gravitational force vector 
 

 
1

1

1 1

0
9.8

( )T

l i

G
ml

BJ Q G
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=

  

 

The torque exerted by l2 is calculated using (9): 
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(9) 

Then we calculate J2 
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Next, we calculate the gravitational force vector G2 

acting on links 1 and 2 by 

 

 
1

2

2

0
9.8 ,

0

ml
G

ml

 
=  

 
  

 

where ml1 and ml2 are the masses of the links 1 and 2, 

respectively. 

The total torque required to hold the two links 

stationary and counteract the effects of gravity is 

calculated as the sum of the individual torque joints: 

 

 1 2q  = +  (11) 

 

With the torques 1 and 2 described in (11), we 

define a cost function C. Then, the optimal q1 and q2 

that minimizes the total torque can be found by
1 2,

min .
q q

C  

Formal optimisation is to minimise C by finding 

the optimal values of q for each joint, subject to the 

following constraints and variable bounds: 

 

 
1min 1 1max 2 min 2 2 max,

            ,b bi i i ii

q q q q q q

q l q q u

   

 
  

 

where lb and ub are the lower and upper bounds of the 

ith axis. 

As C is a convex function of q1, q2 and the 

constraints are linear inequalities; this optimization 

problem has unique solution and can be readily solved 

using the well-known nonlinear optimization tool, 

such as MATLAB Nonlinear Optimization Toolbox. 

We have tested the above method on a simulated 

two-link IR arm and used the MATLAB Nonlinear 

Optimizer to determine the optimal joint angles for the 

configuration within the given constrains. The 

simulation results reveal that the proposed method can 
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reduce the IR’s cumulative motor joint current by  

37 % under the given constraints – shown in Table 1. 

 

 
Table 1. MATLAB torque simulation results. 

 

 
Joint 

1  

angle 

Joint 

2  

angle 

Total  

torque 

Nm 

Original position -90o 90o 15 

Modified position -60o 105o 9.32 

 

 

3. Simulation Results 

 
To further validate the results simulated in 

MATLAB, an industrial grade IR simulator from 

Kawasaki Robotics was used. Verification of the 

results was carried out using the inbuilt Kawasaki 

robot motor axis current storage function. The test 

conditions of the simulation include: Bx 200l series 

robot, with no end effector. Considering the constraints 

unique to the given test the posture depicted in Fig. 3a 

was repositioned to the uniquely calculated solution as 

shown in Fig. 3b. 

 

 
                          (a)                                         (b) 

 
Fig. 3. Simulation tests of axis re-posturing. 

 

The joint coordinates of the test included: from  

Q1 = [0 0 0 0 0 0] shown in Fig. 3a to Q2 = [0-30 15 0 

0 0] shown in Fig. 3b. The motor axis current was 

recorded for each test as shown in Table 2. 

 

 
Table 2. Kawasaki motor current simulation results. 

 

Joint motor 2 3 

Total 

absolute 

current 

Original position 

(Q1) current (A) 
-4.685 5.838 10.523 

Modified position 

(Q2) current (A) 
0.804 2.88 3.684 

 

 

From Table 2. the total current for each pose is 

calculated according to 

 

 
2

1

total i

i

I I
=

=   

The total motor current of the original position 

shown in Fig. 3a is Iorig = 10.523A and the total motor 

current of the modified position is Imod = 3.684A. This 

represents an approximate cumulative reduction in 

motor current by up to 64 %. 

 

 

4. Conclusions 
 

This paper introduces an innovative strategy aimed 

at minimizing the idle motor torque in a two-link robot 

arm, with the goal of reducing motor heat and 

prolonging the robot's operational lifespan. The 

approach frames the issue as a non-linear convex 

optimization problem, where cumulative torque is 

computed, and a distinctive cost function is proposed 

for numerical optimization within defined constraints. 

The non-linear solver identifies optimal angles that 

yield the least torque, and the resulting inverse 

kinematics posture is adjusted using either offline 

programming software or directly through the robot 

teach pendant. The implementation, applicable in both 

virtual and physical environments, is designed to be 

simple and cost-efficient. Preliminary simulations in 

MATLAB demonstrate a potential reduction of up to 

37 % in cumulative motor currents. Further testing 

using an IR simulator indicates a substantial 64 % 

decrease in cumulative motor currents for the robot 

arm. Although the calculations were not extended 

across the entire workspace, validation in a region 

commonly used by robots in home positions suggests 

an average motor current reduction of up to 33 %. This 

reduction directly contributes to lowering motor heat 

and, consequently, extending the robot arm's 

operational life. While recognizing the current model 

constraints, future research opportunities may involve 

expanding these constraints to encompass additional 

links and a larger workspace. 
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Summary: To address the challenges in feature selection encountered in traditional machine learning and the low accuracy of 

abnormal traffic detection in existing deep learning methods, a method for traffic anomaly detection based on Dilated 

Convolution and Channel Attention Network (DCCANet) is proposed. A one-dimensional Dilated Convolution structure  

(DC-1D) is designed, in which dilated convolution is employed to expand the receptive field, extract traffic features, and 

mitigate the information loss caused by the pooling operation in convolution. Furthermore, the extracted features are weighted 

by the Channel Attention (CA) module, wherein weights are assigned to features in different channels based on their 

importance. The model's representational ability is enhanced by this method, leading to improved detection of abnormal traffic. 

An accuracy rate of 99.5 % on the CIC-IDS-2017 dataset was achieved by DCCANet, surpassing other comparative algorithms. 

Additionally, precision, recall, and F1-Score rates of 99 % were attained. The generalization ability of DCCANet was validated 

on a subset of CIC-IDS-2017. Experimental results indicate a superior capability of DCCANet in detecting abnormal traffic 

and a robust generalization potential. 
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1. Introduction 
 

With the advancement of network technology, 

various attack methods continuously emerge, and 

network intrusion behaviors occur at anytime and 

anywhere. These behaviors may cause significant 

economic losses and even threaten national 

information security. Consequently, the issue of 

network information security is becoming increasingly 

serious. The concept of an Intrusion Detection System 

(IDS) was first introduced in a technical report by the 

United States Air Force in April 1980 [1-2]. IDS is 

primarily categorized into misuse detection [3] and 

anomaly detection. In misuse detection, network 

behaviors are detected by establishing a feature library 

for abnormal operations. If network behavior matches 

the features in the library, it is identified as abnormal. 

However, misuse detection faces inevitable 

limitations. Firstly, it cannot detect abnormal 

behaviors that are not present in the feature library. 

Secondly, as the network size increases, the costs of 

updating and maintaining the feature library escalate, 

making misuse detection increasingly challenging. 

Anomaly detection, on the other hand, identifies 

attacks by detecting abnormal network behaviors that 

deviate from normal patterns, effectively preventing 

network intrusions. 

Network traffic anomaly detection can detect the 

presence of attacks in the network by analyzing traffic 

data [4]. Therefore, it is a prerequisite for ensuring 

network security [5]. With the development of 

machine learning, machine learning algorithms have 

been used to prevent plaintext attacks [6]. INGRE et 

al. [7] proposed an algorithm based on decision tree, 

which used the relevant feature selection subset 

evaluation method for feature selection. Xu [8] et al. 

proposed an intrusion detection method combining k-

NN and Support Vector Machine (SVM). This method 

has the ability to learn and update new data in an 

acceptable time, and its prediction time does not 

increase rapidly with the incremental learning process. 

Halim et al. [9] proposed a feature selection method 

based on enhanced Genetic Algorithm (GA) to 

enhance classification features. Erfani et al. [10-11] 

used Deep Belief Network (DBN) to extract features, 

and then used single-classification SVM to learn 

features from DBN. Unfortunately, DBN would lead 

to overfitting. On the basis of intrusion detection 

method based on Support Vector Machine, Gao et al. 

proposed an intrusion detection model of support 

vector machine based on Autoencoder Network (AN-

SVM). This method solves the problem of 

"dimensionality disaster" when calculating high-

dimensional feature spaces [12]. Not all the above 

machine learning models can adapt to new abnormal 

traffic samples well, and it may be difficult to tune 

them during the training process.  

In recent years, deep neural networks have been 

widely promoted in various scenarios in the field of big 

data analysis, triggering a boom in deep learning  

[13-14]. Li et al. [15] used multi-head attention to mine 

the high-dimensional correlation between traffic and 

classify network traffic data. Chen et al. [16] proposed 

a convolutional neural network anomaly traffic 
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monitoring method based on LSTM. This method 

combines convolutional neural networks with Long-

Short Term Memory (LSTM) to improve the 

performance of anomaly traffic detection systems. 

However, this method has the problem of high training 

cost and long training time. In addition, in response to 

the shortcomings of poor feature selection and weak 

generalization ability in traditional network anomaly 

traffic detection methods, Ma et al. [17] proposed an 

anomaly traffic detection method based on Long-Short 

Term Memory (LSTM) and improved residual neural 

network optimization. Xu et al. [18] proposed a 

network traffic anomaly detection algorithm based on 

convolutional recurrent neural network, which can 

more fully extract the characteristics of network traffic 

data in the spatial domain and time domain. Yu et al. 

[19] combined the attention mechanism with the 

bidirectional Long-Short Term Memory, and the 

application of the attention mechanism could help 

detect abnormal traffic and find the key part of 

abnormal traffic to improve the detection effect. Khan 

et al. [20-21] proposed a residual network based on 

CNN and combined it with the GooleNet model to 

detect malware. Zhu et al. [22] proposed a cost matrix 

spatio-temporal neural network (CMTSN). By 

learning the time series features and spatial features 

between two data packets. Internet of things traffic 

anomaly detection. Chen Hong et al. [23] used CNN-

BiGRU for feature extraction and SMOTE to solve the 

network traffic anomaly detection under data 

imbalance and improve the detection accuracy. 

Huangfu et al. [24] obtained the relationship between 

traffic data through the self-attention mechanism, so as 

to realize abnormal traffic monitoring, and achieved 

good detection results. 

However, the above methods do not consider the 

different importance of features in different channels, 

and the continuous convolution and pooling operations 

will cause information loss. To solve the above 

problems, a network traffic anomaly detection method 

DCCANet (Dilated Convolution and Channel 

Attention) based on dilated convolution and channel 

attention is proposed. The main innovations are as 

follows: 

a) A feature extraction model, Dilated 

Convolution-1D (DC-1D), based on convolution, is 

constructed to avoid the information loss caused by the 

down-sampling operation in the convolution process. 

Simultaneously, a superposition structure of atrous 

convolutions with atrous rates of 1, 2, and 3 is 

designed, ensuring the continuity of features in the 

information extraction process. 

b) A method to judge the importance of feature 

channels is designed for the model using channel 

attention. Because using convolution alone cannot give 

different concerns based on the importance of features, 

which affects detection efficiency. By adding Channel 

attention (CA) to the network, channels can be 

weighted according to their importance, so as to focus 

on important features and improve the detection ability 

of the model for abnormal traffic. 

 

2. Related Technologies 
 

2.1. CNN-1D 

 

In the traditional Convolutional Neural Network 

(CNN) model, five main components are generally 

included: the input layer, the convolutional layer, the 

pooling layer, the fully connected layer, and the output 

layer. The primary function of the convolutional layer, 

where features are extracted using convolutional 

kernels from the input data, involves shared weights 

for each neuron, significantly reducing the number of 

parameters. The convolution kernel in a one-

dimensional Convolutional Neural Network (CNN-

1D) is characterized as a one-dimensional array. The 

output of the convolutional layer is: 
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jx is the output of the jth neuron in the nth layer, 
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layer n, ( )
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 represents the sum of the input feature 

maps, 
n

jb is the bias of the jth neuron in the nth layer; 

g is the activation function. Usually, the ReLU 

activation function is used, and the expression is: 
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Pooling operation refers to downsampling, commonly 

known as maximum pooling and average pooling. The 

expressions are: 

 

 ( )1

1 2, ,n n

i iz maxpooling x s s−= , (3) 

 ( )1

1 2, ,n n

i iz averapooling x s s−= , (4) 

 

where n

iz  is the pooling output of the ith neuron in the 

layer n, s1 and s2 are the pooling scale and step size, 

respectively, ( )maxpooling  is the max pooling 

function and ( )averapooling   is the average pooling 

function. 

 

 

2.2. Channel Attention Mechanism 

 

The attention mechanism is designed to imitate 

human vision. When processing visual information, 

human eyes selectively disregard unimportant details 

and focus more on significant information, allowing 

resources to be allocated more efficiently to vital tasks. 

This mechanism can optimize the Convolutional 

Neural Network (CNN) model and enhance its 
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performance. Channel attention, specifically, is 

capable of acquiring channel information and 

establishing connections between channels, thereby 

improving the model's capability to recognize features. 

If the data we need to process is X∈RC×H×W, C is the 

number of channels, H and W are the height and width 

of the feature map, then the formula for channel 

attention is: 

 

 ( )( )( )a F GAP X= , (5) 

 

where a is the attention vector,  is the Sigmoid 

activation function. F is the fully connected layer, and 

GAP is global pooling. After obtaining the channel 

attention a, Y is used to represent the attention that 

should be given to each channel of the input data X: 

 

 
i iY a X=  , (6) 

 

where ai represents the ith element in the attention 

vector, and Xi represents the ith channel in the input 

data. 

 

 

3. DCCANet 
 

3.1. DC-1D structure 

 

In order to avoid the information loss caused by 

traditional convolution pooling operations, this paper 

uses empty convolution instead of pooling operations. 

Dilated convolution can expand the receptive field and 

improve the computation speed without changing the 

feature resolution. If the size of the traditional 

convolutional kernel is p and the dilated rate is r, the 

size of the dilated convolutional kernel p is: 

 

 ( )( )1 1p r p p = − − + , (7) 

 

At this point, the receptive fields of traditional 

convolution and dilated convolution are respectively: 
 

 ( )1 1i iR R p s+ = + − , (8) 

 ( )1 1i iR R p s+
  = + − , (9) 

 

where Ri and Ri+1 are the receptive fields of the current 

layer and the next layer of the traditional convolution,

iR and 1iR +
  are the receptive fields of the current layer 

and the next layer of the dilated convolution, s is the 

product of the step size from the first layer to the i+1 

layer. Putting equation (7) into equation (9): 

 

 ( )( )( )1 1 1 1i iR R r p p s+
  = + − − + −  , (10) 

 

It can be observed that the receptive field expands 

rapidly when multi-layer operations are performed 

using dilated convolution, thus enabling the 

acquisition of a large receptive field. 

It is well recognized that the continuous stacking of 

dilated convolution leads to a loss of continuity 

between features. To avoid this loss of detailed 

information and to achieve the aim of obtaining multi-

scale information, dilated convolutions with dilation 

rates of 1, 2, and 3 are stacked, forming a DC-1D 

structure, as illustrated in Fig.1. When compared with 

the superposition of dilated convolutions having the 

same dilation rate, the structure comprising dilated 

convolutions with dilation rates of 1, 2, and 3 is 

capable of obtaining more coherent information. 

The one-dimensional data, composed of each 

network traffic feature, is taken as input x, and the 

output after being processed by DC-1D is as follows: 

 

 ( )( )( )( )3 2 1c r r rF Conv Conv Conv x= , (11) 

 

where Convr1, Convr2, Convr3 are dilated convolutions 

with dilated rates 1, 2 and 3, respectively. Fc is the 

output feature map. 
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CNN1D

CNN1D

dr=1

dr=2

dr=3

ReLU

ReLU

ReLU

 
 

Fig. 1. DC-1D structure 

 

 

3.2.CA Module 

 

Due to the fact that different traffic data may 

exhibit the same features, the importance of these 

features for traffic classification varies. The existing 

traffic anomaly detection algorithms do not consider 

the extent to which traffic features in different channels 

influence the classification results. To address this 

issue, the CA (Channel Attention) module is 

employed, as depicted in Fig. 2. 

The feature map Fc generated by DC-1D is entered 

into the CA module for channel weight adaptation, and 

the output features are as follows： 

 

 ( )( )( )1d a c cY Conv G F F=   (12) 

 

where σ is the sigmoid activation function, Conv1d is a 

one-dimensional convolution operation, Ga is global 

max pooling, Fc is the input feature map,  is matrix 

multiplication. All the feature maps Y, after 

undergoing channel weighting, are combined through 

matrix addition to obtain feature channels with varied 

weights. The greater the weight, the more attention is 
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given to that particular channel, thereby enhancing the 

detection accuracy. Following a flattening layer and a 

fully connected layer, the classification output is 

ultimately obtained through the Softmax layer. 

 

 

Multiplier

Y

Fc

GlobalAveragePooling1D

Conv1d

Sigmoid function

 
 

Fig. 2. CA Module. 

 

 

The CA module can adaptively determine the 

convolution kernel k through one-dimensional 

convolution, thereby avoiding the need for manual 

adjustment of the convolution kernel. The adaptive 

calculation of the convolution kernel k is as follows: 

 

 2log

odd

C b
k

 
= + , (13) 

 

where C is the channel dimension, γ= 2, b = 1, odd is 

taking the odd number. 

 

 

3.3. DCCANet Module 

 

In order to classify traffic information efficiently 

and quickly, the DCCANet model is built in this paper. 

The model comprises three parts: data processing, 

feature extraction, and classification output, as 

illustrated in Fig. 3. 
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Fig. 3. DCCANet model structure. 

a) Data preprocessing is conducted since the 

different feature intervals in the traffic feature vector 

possess varying dimensions. To mitigate the impact of 

these dimensional differences on classification results, 

features should first be normalized. Mean-variance 

normalization is employed to transform the data into a 

normal distribution with a mean of 0 and a variance  

of 1. The formula for normalization is as follows: 

 

 mx x
x

s

−
 = , (14) 

 

where x  is the processed data, x is the characteristic 

value of each group of input features, xm is the mean of 

input features, and s is the standard deviation of each 

group of input features. 

 b) Then, in the feature extraction stage, the 

preprocessed data are input into DC-1D. The DC-1D 

module consists of three convolutional layers, each 

with a dilation rate of 1, 2, and 3. In DC-1D, the input 

data are successively passed through three dilated 

convolutional layers for feature extraction to generate 

feature maps, with each convolution being processed 

using the ReLU activation function. The features 

extracted by DC-1D are input into the CA module, 

where the data are weighted by channel through the 

CA module. 

c) In the classification output stage, the weighted 

features are input into the Flatten layer for flattening 

and then processed by a Dense layer and a Softmax 

layer for classification purposes. 

 

 

4. Experiment and Result Analysis 
 

In the experiment, the hardware environment 

consists of an Intel i7-12700H processor with 16G of 

memory, and the independent graphics card is an 

NVIDIA GeForce RTX3070Ti with 8G of memory. 

The Keras learning framework is used, and the Python 

version is 3.6. For the DCCANet model, an Adam 

optimizer is employed along with a cross-entropy loss 

function, categorical_crossentropy. During training, 

the batch size for the number of samples input into the 

model is 256. 

 

4.1. Dataset and Evaluation Metrics 

 

The CIC-IDS-2017 dataset was utilized for training 

and validation purposes. Compared to most other 

traffic datasets, such as the classic KDDCUP99 and 

NSLKDD, the CIC-IDS-2017 dataset features a more 

diverse range of network traffic types and a larger 

volume of data, better reflecting the reality of network 

environments. It is one of the most widely used 

datasets in the field of anomaly traffic detection, 

facilitating more convenient comparisons of 

experimental results with other methods. The CIC-

IDS-2017 dataset, collecting traffic data from July 3, 

2017, to July 7, 2017, includes normal traffic and  

14 types of attacks. For the experiments, normal traffic 
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(BENIGN) and nine attack methods were selected, 

with the training set to test set ratio being 7:3. The 

categories and distribution of these nine attacks are 

shown in Fig. 4. 

 

 

 
 

Fig. 4. Attack class and distribution. 

 

 

In the CIC-IDS-2017 dataset, there are  

79 identifiers. Of these, 78 are features, and the last one 

is a class identifier that marks whether the data 

represents normal or abnormal behavior. 

The confusion matrix is employed as the evaluation 

index. In this matrix, TP (True Positive) represents the 

number of instances where abnormal traffic is 

correctly identified as abnormal in the dataset. TN 

(True Negative) refers to the instances of normal traffic 

accurately identified as normal. FP (False Positive) 

denotes the instances where abnormal traffic is 

incorrectly identified as normal. FN (False Negative) 

indicates the number of normal traffic instances that 

are incorrectly identified as anomalies. 

Accuracy, precision, recall, and F1-Score are used 

as the metrics for evaluating the performance of the 

model. The formulas for these metrics are: 

 

 
TP TN
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TP TN FP FN

+
=

+ + +
 (15) 
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, (16) 
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4.2. The DCCANet Effect Verification 

 

During the experiment, the model converges when 

the epoch is set to 10, and at this point, the accuracy of 

the test set reaches 99.5 %. Table 1 displays the 

Precision, Recall, and F1 values for various attack 

types in the CIC-IDS-2017 dataset. 

As can be observed from Table 1, the precision of 

the DCCANet for 10 types of network behaviors is 

above 90 %, and for Bot types with less data, it also 

exceeds 92 %. The recall rate and F1 score also remain 

at high levels, sufficiently demonstrating the 

effectiveness of the DCCANet in traffic classification. 

 

 
Table 1. Precision, Recall and F1 values for CIC-IDS-2017 dataset. 

 

DCCANet Pre Recall F1 

BENIGN 99.8 % 99.5 % 99.7 % 

Bot 93.4 % 62.7 % 75.1 % 

DDoS 99.9 % 99.7 % 99.8 % 

DoS GoldenEye 99.6 % 99.3 % 99.5 % 

DoS Hulk 98.5 % 99.8 % 99.1 % 

DoS Slowhttptest 97.7 % 98.7 % 98.2 % 

DoS slowloris 99.1 % 98.6 % 98.8 % 

FTP-Patator 99.8 % 99.5 % 99.7 % 

PortScan 96.5 % 99.1 % 97.8 % 

SSH-Patator 97.1 % 98.0 % 97.5 % 

 

 

To further verify the effectiveness of the DCCANet 

model and its components, ablation experiments were 

carried out under the same experimental environment. 

The experimental results are shown in Fig. 5, Fig. 6, 

Fig. 7, and Fig. 8. 

When comparing Fig.5 with Fig.6, it is observed 

that, compared to CNN-1D, the accuracy for Bot 

detection is improved by 8 %, and the accuracy for 

detecting brute force cracking FPT (FPT-Patator) is 

enhanced by 7 %. Additionally, the accuracy for 

identifying brute-force attacks on SSH (SSH-Patator) 

shows an improvement of 8 %. 

When comparing Fig. 5 with Fig. 7, it is noted that 

the accuracy for Bot detection is improved by 5 % and 

the accuracy for PortScans is enhanced by 2 % after 

the introduction of the CA module, as compared to the 

scenario without using the CA module. The accuracy 

for detecting brute force cracking SSH (SSH-Patator) 

shows an improvement of 5 %. This indicates that the 

CA module places greater emphasis on the feature 

channels that significantly impact the classification 

results, thereby improving detection accuracy. 

Fig. 5 and Fig. 8 demonstrate that, compared with 

CNN-1D, the accuracy of the DCCANet model shows 
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an improvement of 30 %. The accuracy for Dos 

Slowloris is enhanced by 6 %, and the accuracy for 

PortScans is increased by 3%. The accuracy for brute 

force FPT (FPT-Patator) is higher by 10 %, and for 

brute force SSH (SSH-Patator), it is also 10 % more 

accurate. Furthermore, compared with Fig.6 and Fig.7, 

Fig.8 exhibits a corresponding improvement in 

prediction accuracy for various types of attacks. This 

suggests that the DCCANet model is more effective in 

identifying abnormal traffic in the network and 

enhancing the detection efficacy. 

 

 

 
 

 

Fig. 5. Confusion matrix of classification results  

for CNN-1D. 

 

 
Fig. 6. Confusion matrix of DC-1D classification results. 

 

  
 

Fig. 7. Confusion matrix of classification results  

of CA module. 

 

Fig. 8. Confusion matrix of classification results  

of DCCANet. 

 

 

From the results of the ablation experiments, it can 

be clearly seen that both the DC-1D model and the CA 

(Channel Attention) module have significantly 

improved the recognition of abnormal traffic. 

Specifically, the DC-1D model, with its unique dilated 

convolution structure, has been found to capture key 

features in data more effectively, thereby providing a 

more accurate feature representation for the detection 

of abnormal traffic. On the other hand, the CA module, 

by weighting the features of different channels, has 

enhanced the focus of the model on important features, 

further improving the accuracy of abnormal traffic 

detection. More importantly, when these two modules 

are combined, their complementarity results in a 

greater improvement in the overall accuracy of the 

model. 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

96 

 

To better illustrate the detection effect of our 

DCCANet model on abnormal traffic, comparisons 

were made between the DCCANet model and several 

algorithms – KNN, Multi-Layer Perceptron (MLP), 

Random Forests (RF), CNN, AFM-ICNN-1D, and 

CNN-GRU [25] – using the CIC-IDS-2017 dataset 

under the same experimental conditions. The results of 

these comparisons are presented in Table 2. 
 

 

Table 2. Various abnormal traffic detection methods Precision, Recall and F1 value. 

 

Method Acc Pre Recall F1 

KNN 96.3 % 96.1 % 96.3 % 96.2 % 

ID3 98.3 % 98.4 % 98.5 % 98.1 % 

MLP 76.6 % 77.2 % 83.3 % 76.8 % 

RF 96.7 % 97.2 % 88.3 % 92.9 % 

CNN 95.3 % 97.6 % 97.7 % 97.3 % 

AFM-ICNN-1D 96.3 % 98.3 % 98.4 % 98.3 % 

CNN-GRU 96.1 % 96.2 % 96.6 % 96.2 % 

DCCANet 99.5 % 99.5 % 99.5 % 99.5 % 

 

 

In the comparison table, where the performance of 

multiple different models is evaluated on the key 

indicator of accuracy, the model proposed in this 

chapter is seen to have significant advantages in 

network traffic anomaly detection. Specifically, an 

accuracy of 99.5% is achieved by our model, compared 

to traditional and state-of-the-art methods such as 

KNN, ID3, MLP, RF, CNN, and the recent AFM-

ICNN-1D model, where significant improvements are 

shown. An improvement of 3.2% in accuracy is noted 

when compared with KNN, indicating a significant 

advantage in dealing with complex data sets. An 

increase of 1.2% is observed compared with ID3, 

demonstrating high efficiency in classification 

decisions. An increase of 22.9% in accuracy is seen 

when compared with MLP. Additionally, 

improvements of 2.8% and 4.2% are noted when 

compared with RF and CNN, respectively, further 

proving the excellent performance of the proposed 

model in dealing with network traffic anomalies. 

Furthermore, in addition to accuracy, significant 

improvements are also observed in the other three 

indicators, including precision, recall, and F1 score. 

The enhancement of these comprehensive 

performance indicators further verifies the 

comprehensiveness and reliability of the model 

proposed in this paper. 

To verify the generalization ability of the 

DCCANet, this paper uses the four subsets P1 to P4 of 

CIC-IDS2017 as the test set, and the DCCANet is 

compared with the LSTM model on these datasets. The 

results are presented in Table 3. 

From the comparison results presented in Table 3, 

it can be observed that the precision, recall, and F1 

values of the proposed DCCANet on the four subsets 

of CIC-IDS2017 are above 99%, and these 

experimental results are significantly better than those 

of the LSTM model. Therefore, it can be concluded 

that the DCCANet possesses superior generalization 

ability. This is attributed to the DCCANet model's 

emphasis on important channel features through 

channel weighting, which enhances the 

representational capability of the model and leads to 

improved generalization ability. 
 

 

Table 3. Precision, Recall, and F1 values from P1 to P4. 

 

Datasets 
Pre Recall F1 

LSTM DCCANet LSTM DCCANet LSTM DCCANet 

P1 73.6 % 99.2 % 75.5 % 99.2 % 76.6 % 99.2 % 

P2 73.1 % 99.3 % 73.2 % 99.4 % 73.1 % 99.3 % 

P3 76.1 % 99.7 % 75.7 % 99.7 % 76.1 % 99.7 % 

P4 68.3 % 99.6 % 70.3 % 99.6 % 68.3 % 99.6 % 

 

 

5. Conclusion 
 

Since deep learning methods are capable of 

extracting useful features and capturing the 

relationships and regularities in features, the 

complexity associated with traditional feature 

engineering is reduced. Consequently, this paper 

proposes a network traffic anomaly detection model, 

DCCANet, based on dilated convolution and channel 

attention. A continuous stacked one-dimensional 

dilated convolution structure is designed, effectively 

improving the accuracy, recall rate, and F1 score of 

abnormal traffic detection. Moreover, the CA module 

processes the features according to their varying 

importance, which enhances the recognition accuracy 

compared with traditional intrusion detection 

algorithms. When compared with traditional machine 

learning methods and existing deep learning methods, 

the DCCANet model demonstrates superior detection 

performance and is more accurate in detecting 

different types of attack methods. 
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In the future, experiments on other datasets will be 

conducted to verify the generalization ability of the 

DCCANet model across different abnormal traffic 

types and to enhance the model. As data imbalance can 

affect experimental results, the negative impact of data 

imbalance on abnormal traffic detection will be 

addressed in future work. 
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Summary: This paper investigates random channel access in RF-powered IoT networks enhanced by a hybrid access point 

(HAP) integrated with a Q-learning-based intelligent system. The system is precisely developed to select appropriate  

error-correcting codes (ECC), significantly increasing the efficiency of RF energy harvesting devices in the network. The study 

aims to boost the reliability and functionality of the HAP through sophisticated error management. It assesses performance 

metrics of IoT systems with and without Q-learning across different message lengths and device settings. Findings indicate 

that Q-learning effectively reduces errors, enhances polling rounds, increases network capacity, and shortens message delivery 

times, all conducive to better energy harvesting. The research underscores the critical impact of intelligent systems on the 

efficiency of RF energy harvesting in IoT networks, signifying substantial progress in IoT connectivity and environmental 

sustainability. 

 

Keywords: Q-learning, ECC, RF energy harvesting IoT devices, Polling round, Network capacity, Message delivery timelines. 

 

 

1. Introduction 
 

In IoT networks, the importance of wireless sensor 

device batteries cannot be overstated, particularly in 

vital sectors like healthcare [1]. These devices find 

applications in mobile-assisted living [2], medical 

electronics [3], and various other fields. These devices 

must receive a consistent and uninterrupted energy 

supply to enable continuous environmental monitoring 

or data reporting. 

In pursuit of this objective, harnessing energy from 

widespread radio frequency (RF) signals has gained 

popularity [4]. Specifically, existing access points 

(APs) or dedicated power beacons can provide energy 

wirelessly to devices. For instance, Deng et al. 

showcased a sensor device with RF-energy harvesting 

capabilities in [5], and for a more comprehensive 

exploration of RF-energy harvesting research, 

interested readers can refer to [6] and its associated 

references. The principle of the model consists of an 

RF-energy harvesting Internet of Things (IoT) network 

with sensor devices. In this network, these devices are 

powered and data is collected via a HAP. 

To transmit the data they collect, sensor devices 

require a channel access mechanism [7, 8]. Previous 

studies, like [9], have assumed a time division multiple 

access (TDMA) approach, where each transmission 

slot is allocated to a specific sensor device. However, 

TDMA presupposes that a device possesses both data 

to transmit and sufficient energy to do so within its 

designated time slot. Consequently, several works, 

including [10], have resorted to random channel 

access. An essential concern in these studies revolves 

around minimizing collisions to ensure a high upload 

rate. Collisions between sensor devices result in lost 

harvested energy intended for data transmission. One 

strategy to enhance the upload rate entails using  

error-correcting codes (ECC) [11], which enable the 

detection and correction of errors. 

Maintaining uninterrupted, long-lasting 

functionality in emergencies is a pressing concern. A 

significant challenge emerges in the realm of wireless 

RF-energy harvesting IoT devices. The suggested 

system is designed to dynamically adjust IoT device 

settings [12] based on channel conditions, enhancing 

network performance. It intelligently and 

automatically optimizes the selection of performance 

parameters, ensuring efficient energy harvesting from 

the HAP for these devices. 

This paper introduces a novel approach to 

developing an intelligent system based on Q-learning. 

This innovative strategy focuses on optimizing IoT 

device settings, thereby significantly improving 

network performance and energy harvesting 

efficiency. It is structured into six sections: Section 2 

outlines the Engineering Objectives, Challenges, and 

Contributions. Section 3 explains the System Model in 

the IoT Network with HAP. Section 4 focuses on the 

implementation and efficiency of Q-learning.  

Section 5 presents the results, evaluating the impact of 

Q-learning. Section 6 concludes with an analysis of  

Q-Learning's effectiveness in IoT Networks. 

 

 
2. Our Objective, Contribution and Challenge 

 
We are developing a smart IoT network charging 

system using Q-learning algorithms for seamless data 

transfer and energy flow between the HAP and 

devices. This system focuses on reliable 

communication, efficient charging, and uninterrupted 

operation, which is essential for continuous wireless 

RF-energy harvesting, especially in emergencies. 
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2.1. Our Objective 

Our objective is to engineer an intelligent system 

for charging underpinned by Q-learning algorithms 

that ensures error-free data transmission within an IoT 

network comprising an HAP and many devices. This 

innovative system aims to enable the smooth and 

uninterrupted transfer of the uplink information stream 

and the downlink energy stream. In doing so, it upholds 

the integrity of the communication channel and 

guarantees its error-free reliability. Additionally, this 

system is designed to charge all devices efficiently 

within the HAP's coverage zone, ensuring optimal 

energy distribution and device functionality. 
 

 

2.2. Our Contribution and Challenge 
 

This paper's contribution lies in ensuring seamless 

access to communication channels within an IoT 

network, thereby facilitating the adaptation of device 

settings for optimal transmission and reception. Our 

approach guarantees an error-free environment, 

significantly enhancing the network's overall 

performance and robustness. By intelligently selecting 

and adjusting device settings, we aim to optimize IoT 

network performance based on a comprehensive set of 

fundamental parameters, thereby achieving error-free 

operation. This methodical approach improves data 

exchange reliability and the network's efficiency  

and stability. 
 

 

3. System Model 
 

This section introduces the system model and 

provides a detailed overview of the battery  

charge states. 
 

 

3.1. System Model Presentation 
 

Fig. 1 presents an example of the system model. 
 

 

 
 

Fig. 1. IoT Network with HAP: 4 Devices, Data and Energy 

Transmission. Dashed arrow for uplink data, solid arrow  

for downlink energy. 

Fig. 1 depicts an RF-energy harvesting IoT 

network model, where wireless sensor devices are 

powered, and data is collected via a HAP, illustrating 

communication paths for uplink data and downlink 

energy. The analysis of the System model is: 

- HAP represents the central hub that manages the 

communication flows; 

- IoT Devices: Four devices are shown, each with a 

different battery charge level (100 %, 75 %,  

50 %, and 25 %); 

- Communication Flows: Uplink Information 

Stream: Illustrated by dashed arrows pointing from 

the IoT devices to the HAP, indicating data 

transmission from the devices to the HAP; 

- Downlink Energy Stream: Shown by dashed 

arrows pointing from the HAP to the IoT devices, 

suggesting that energy or power is being 

transmitted to the devices, possibly representing a 

wireless charging technology or energy harvesting 

concept. 

This paper addresses ensuring uninterrupted power 

supply in IoT networks for enhanced efficiency  

and uptime. 

 

 

3.2. Battery Charge States 

 

Each IoT device has a battery indicator with a 

different charge level, which could imply the device's 

ability to function over time without recharging or the 

effectiveness of the downlink energy stream in 

charging the device. 

Fig. 1 likely illustrates a concept in which IoT 

devices send information to and receive energy from a 

central HAP. This could represent a network where 

IoT devices are capable of energy harvesting or 

wireless charging, enabling them to operate with less 

frequent wired charging. The diagram demonstrates a 

two-way communication system exchanging data and 

power between the HAP and the IoT devices. The 

varying battery charge levels could indicate the 

devices' battery usage over time or the efficiency of the 

energy transfer process. 

This system shows a sophisticated IoT network 

where the HAP plays a dual role: it receives data from 

the devices (uplink) and potentially powers them 

(downlink). Such a system would be highly 

advantageous when IoT devices are remotely located; 

The different battery levels suggest the system's 

capability to manage devices with varying energy 

needs or progressive charging over time. 

The concept could address one of the significant 

challenges in IoT networks: maintaining an adequate 

power supply to the devices, thereby increasing the 

network's overall efficiency and uptime. 

 

 

4. Implementing Q-learning 

 
Our research demonstrates that implementing  

Q-learning, which substantially reduces errors, 

enhances polling rounds [13], amplifies network 
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capacity [14], and decreases message delivery times. 

Such improvements indicate a more efficient and 

effective system operation. 

The polling rounds reduction equation is given by: 
 

 ( ) ( ) ( ),reduction noQ QP L P L P L= −  (1) 

 

where ( )reductionP L is the reduction in polling rounds for 

a message of length ,L  ( )noQP L is the number of 

polling rounds without Q-learning, and ( )QP L is the 

number of polling rounds with Q-learning. 

The Network Capacity Improvement Equation is  

given by: 
 

 
( ) ( )

( ) 100%,
( )

Q noQ

improvement

noQ

C L C L
C L

C L

−
=   (2) 

 

where ( )improvementC L is the percentage improvement in 

network capacity for a message of length ,L  ( )QC L  is 

the network capacity with Q-learning, and ( )noQC L is 

the network capacity without Q-learning. 

The equation gives the Message Delivery 

Timelines: 
 

 ( ) ( ) ( ),
noQ QreductionT L T L T L= −  (3) 

 

where ( )reductionT L is the reduction in message delivery 

time for a message of length L , ( )
noQ

T L  is the delivery 

time without Q-learning, and ( )
Q

T L is the delivery 

time with Q-learning. The Efficiency Equation is  

given by: 
 

 
1

( ) ( ),
( ) Q

Q

E L C L
P L

=   (4) 

 

where ( )E L represents the system's efficiency for a 

message of length L , which could be defined as the 

inverse of the number of polling rounds multiplied by 

the network capacity with Q-learning. The 

Effectiveness Ratio Equation is given by: 
 

 
( ) ( ( ) ( ))

( ) ,
( ) ( )

Q noQ Q

noQ noQ

C L T L T L
L

C L T L


 −
=


 (5) 

 

where ( )L is the effectiveness ratio for a message of 

length L , comparing the product of network capacity 

and time reduction with Q-learning to the baseline 

without Q-learning. 

These equations provide a quantitative framework 

for analyzing the impact of Q-learning on system 

performance metrics such as polling rounds, network 

capacity, and message delivery timelines. They offer a 

means to calculate and compare the benefits of using 

Q-learning across different message lengths and 

illustrate its effectiveness in optimizing 

communication systems. 

Implementing Q-Learning in IoT networks 

improves communication channel access and adapts 

device settings for better energy transmission and 

reception. Using Error-Correcting Codes like ARQ, 

FEC, and their combination, this method creates an 

error-free environment, enhancing network 

performance and robustness. It also improves the 

reliability of charging IoT device batteries within the 

HAP's range. 

We introduce a method to evaluate how Q-learning 

improves system performance, focusing on polling 

rounds, network capacity, and message delivery speed. 

This method enables us to observe the advantages of 

Q-learning for various message sizes and its role in 

enhancing efficient energy harvesting. 

In our MATLAB experiments, we examine four 

devices positioned at intervals of 10 meters from a 

HAP, as detailed in reference [15]. This setup is 

illustrated in Fig. 1. The HAP uses a Powercast 

TX91501 transmitter operating at 915 MHz [16] with 

a maximum power of 4 Watts. We use an antenna gain 

of 1 dBi for the HAP and 5.9 dBi for the devices, set 

the path loss exponent to 3, and keep noise power at 

one picowatt. Our time-slot setup includes one 

charging slot and several data slots. In different tests, 

we change the frame size from one to five but keep it 

at two for certain parts. Each device has a battery 

capacity of 60 microjoules. 

 

5. Results 
 

In a recent comprehensive study, we explored the 

impact of Q-learning on the performance of a 

communication system by comparing its efficiency in 

processing messages of varying lengths. The 

investigation focused on three typical message sizes: 

100, 500, and 1000 bytes. By evaluating the number of 

polling rounds required for each message length with 

and without the application of Q-learning, we sought 

to determine the effectiveness of this machine-learning 

technique in enhancing system performance. 

Fig. 3 presents two scenarios: 'Not using  

Q-learning' and 'Using Q-learning.' The y-axis 

represents the 'Polling round count,' which likely 

denotes the number of cycles or steps required to 

complete a task or achieve an objective. The x-axis 

separates the data into three categories according to 

'Typical Message Length,' indicating that the length of 

the message is a variable in the evaluation. 

Fig. 3 compares the performance of a system or 

algorithm when using Q-learning versus not using  

Q-learning across three different typical message 

lengths: 100, 500, and 1000 bytes. 

For all three message lengths, the number of 

polling rounds is higher when not using Q-learning 

than when using Q-learning. This suggests that  

Q-learning improves efficiency or effectiveness in this 

context. The difference in performance is most 

pronounced with a typical message length of 500, 

where using Q-learning seems to reduce the number of 

polling rounds significantly. As the typical message 

length increases, the gap in polling rounds between 
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using and not using Q-learning increases, indicating 

that Q-learning might be more effective at handling 

longer message lengths. 

 

 
 

Fig. 3. Impact of Q-learning on Polling Rounds Across 

Different Message Lengths. 

 
Q-learning seems to be an effective strategy for 

reducing the number of polling rounds needed, which 

could indicate a more efficient process or quicker 

convergence to a solution. The efficiency gain from 

using Q-learning appears to depend on the length of the 

messages being processed, with longer messages 

benefiting more from the Q-learning approach. The 

data suggests that implementing Q-learning could be 

particularly advantageous for systems that handle 

messages of varying lengths, especially as the 

complexity (indicated by message length) increases. 

The evaluation remains speculative without additional 

context on the specific application or the precise 

measures used. However, the chart demonstrates the 

advantage of using Q-learning over not using it in the 

given scenario. 

Fig. 4 compares the "Network capacity" when 

using Q-learning against not using Q-learning across 

three typical message lengths: 100, 500, and 1000. 

 

 
 

Fig. 4. Network Capacity Comparison for Different 

Message Lengths with and Without Q-learning. 

 
The chart uses two colors to represent the data: 

purple bars indicate "Not using Q-learning," and green 

bars represent "Using Q-learning. “The y-axis is 

labeled "Network capacity," which could refer to the 

number of messages the network can handle, the 

bandwidth, or some other measure of capacity. The  

x-axis categorizes the data by "Typical Message 

Length," suggesting an evaluation of how different 

message sizes affect network capacity. 

Across all message lengths, the network capacity is 

significantly higher when using Q-learning. This 

suggests that Q-learning optimizes network 

performance. The largest increase in capacity due to  

Q-learning is seen at a message length of 500, where 

the capacity nearly triples compared to not using  

Q-learning. At a message length of 100, the increase in 

capacity is noticeable but not as pronounced as at 500. 

While the increase is significant at a message length of 

1000, it is not as dramatic as at 500. 

Q-learning enhances the network's ability to handle 

traffic substantially, indicated by increased capacity, 

which could improve throughput and efficiency. The 

disproportionate increase at a message length of 500 

could suggest that there's an optimal message length at 

which Q-learning has the most significant impact on 

network performance. The results of Fig. 4 clearly 

show the benefits of using Q-learning in enhancing 

network capacity. The results may vary depending on 

the context, such as the network type or the nature of 

the traffic. Still, the graph presents a compelling case 

for considering Q-learning to increase  

network capacity. 

Fig. 5 is a bar chart comparing message delivery 

timelines with and without Q-learning at various 

typical message lengths: 100, 500, and 1000 bytes. 

 

 
 

Fig. 5. Effect of Q-learning on Message Delivery Times  

for Varying Message Lengths. 

 

Yellow bars represent the scenario "Not using  

Q-learning," while brown bars represent "Using  

Q-learning." The y-axis is labeled "Message delivery 

timelines," which might represent the time for 

messages to be delivered. The x-axis categorizes the 

data into three "Typical Message Lengths," indicating 

the experiment's focus on message size. 

At a message length of 100 bytes, the delivery 

timeline is shorter for both methods compared to 

longer message lengths, but Q-learning still shows an 

improvement over not using Q-learning. The 

difference is most noticeable at a message length of 

500, where not using Q-learning results in a much 

higher delivery timeline than using Q-learning. At a 

message length of 1000 bytes, the delivery timeline for 

not using Q-learning increases significantly, whereas 
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the timeline for using Q-learning shows a much 

smaller increase. 

Q-learning significantly improves message 

delivery efficiency, especially as the message length 

increases. The chart suggests that Q-learning might be 

more effective in managing larger messages and 

improving the speed of processing or delivery. The 

impact of Q-learning on reducing delivery timelines 

could greatly benefit systems where timely message 

processing is critical. The data might indicate that  

Q-learning could be an essential tool for optimizing 

networked communication systems, especially where 

there are varying lengths of messages to be handled. 

Fig. 6 shows performance metrics for a system with 

and without Q-learning across typical message lengths 

of 100, 500, and 1000 bytes. It includes data for polling 

rounds, network capacity, message delivery timelines, 

and the improvement percentage. 

 

 

 
 

Fig. 6. Q-Learning Impact on Performance for 100-, 500-, and 1000-Byte Messages. 

 

 

Fig. 6 presents data on percentage improvement in 

three areas: Polling round, Network capacity, and 

Message delivery timelines. Each area has three bars 

representing different byte sizes: 100 Bytes (blue),  

500 Bytes (red), and 1000 Bytes (yellow). 

Polling Round: 

- 100 Bytes shows approximately 40 % improvement; 

- 500 Bytes shows approximately 45 % improvement; 

- 1000 Bytes shows approximately 47 % 

improvement. 

Network Capacity: 

- 100 Bytes shows the greatest improvement at 

approximately 93 %; 

- 500 Bytes show slightly less at around 98 %; 

- 1000 Bytes shows the biggest improvement among 

all the measurements at approximately  

99 %. 

Message Delivery Timelines: 

- 100 Bytes shows around 42 % improvement; 

- 500 Bytes shows around 46 % improvement; 

- 1000 Bytes shows around 47 % improvement. 

The data suggests that improvements are generally 

higher for larger byte sizes in the polling round and 

message delivery timelines. The network capacity 

shows significant improvements, nearly complete  

(93-99 %), regardless of the byte size. 

Fig. 1 effectively displays clear differences 

between the three areas and how byte size impacts 

improvement percentage. The greatest overall 

improvement is seen in network capacity, suggesting 

that changes made here are highly effective. 

The incremental differences between the byte sizes 

in polling rounds and message delivery timelines are 

less pronounced but still show that larger byte sizes 

have slightly better improvements. 

Table 1, extrapolated from Fig. 6, presents 

performance metrics for a system utilizing and not 

utilizing Q-learning over typical message lengths of 

100, 500, and 1000 bytes. It encompasses information 

on polling rounds, network capacity, message delivery 

times, and the percentage improvement achieved 

through Q-learning. 

Table 1 is structured with metrics on the y-axis and 

message lengths and conditions (not using Q-learning, 

using Q-learning, and improvement percentage) on the 

x-axis. The "Using Q-learning" results and the 

respective improvement percentages are highlighted  

in yellow. 

 

 
Table 1. Q-Learning Performance Enhancements for Various Message Lengths. 

 
Typical Message Length Bytes 100 500 1000 100 500 1000 

Improvement in percentage 
 Not using Q-learning Using Q-learning 

Polling rounds (seconds) 47.9 88.4 139.1 28.6 48.8 74.2 -40.292 % +45.455 % -46.657 % 

Network capacity(bytes/second) 301 528 583 581 1043 1158 +93.023 % +97.538 % +98.628 % 

Message delivery timelines (ms) 232 437 693 134 237 365 -42.241 % -45.767 % -47.33 % 

 

 

Table 1 shows performance metrics for a system 

with and without Q-learning across typical message 

lengths of 100, 500, and 1000 bytes. It includes data 

for polling rounds, network capacity, message delivery 

timelines, and the improvement percentage when using 

Q-learning. Q-learning reduces the time for polling 

rounds, with improvement percentages ranging from 

over 45 % to almost 47 %. Network capacity sees a 
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dramatic increase when using Q-learning, with 

improvements of over 97 % across all message lengths. 

Message delivery timelines are notably improved with 

Q-learning. 

The improvement percentages are particularly 

useful for quantifying the benefits of Q-learning, 

providing clear evidence of its effectiveness. 

We explored the impact of Q-learning on the 

performance of a communication system by comparing 

its efficiency in processing messages of varying 

lengths. The investigation focused on three typical 

message sizes: 100, 500, and 1000 bytes. 

Q-learning reduces the time for polling rounds, 

with improvement percentages ranging from over  

45 % to almost 47 %. Network capacity sees a dramatic 

increase when using Q-learning, with improvements of 

over 97 % across all message lengths. Message 

delivery timelines are notably improved with  

Q-learning, as indicated by the negative percentage, 

which suggests a reduction in time taken. 

Q-learning has markedly enhanced the system's 

performance in all measured aspects. The most 

substantial improvement is in network capacity, 

suggesting that Q-learning optimizes the system to 

handle more data per second effectively. The reduction 

in message delivery timelines is also significant, 

indicating that Q-learning contributes to faster 

processing and delivery of messages. The consistent 

positive impact across different message lengths and 

metrics suggest that Q-learning is a robust 

optimization method for this system. The improvement 

percentages are particularly useful for quantifying the 

benefits of Q-learning, providing clear evidence of its 

effectiveness. 
 

 

6. Conclusions 
 

Results indicate that Q-learning reduces polling 

rounds, thus improving efficiency. The effectiveness 

of Q-learning varies by network type and traffic but 

generally increases network capacity. Q-learning also 

significantly speeds up message delivery, particularly 

for longer messages, benefiting systems needing 

timely processing. Overall, Q-learning enhances 

system performance, notably in network capacity and 

faster message processing. 
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Summary: In order to realize automatic pallet transportation by AGF (Autonomous Guided Forklift), the authors previously 

proposed methods for measuring the pose of a pallet in the field of view using an image obtained from an omni-directional 

camera mounted on the AGF. Since this method can measure pallets in a wide range of locations around the AGF, it is possible 

to measure pallets loaded on a truck or directly placed on an arbitrary location on the floor of a warehouse. However, it is 

necessary to drastically shorten the processing time in order to continuously measure in real time during the driving control to 

the pallet. In this paper, we propose an image measurement method that can update the position and orientation of the AGF in 

the coordinate system set for the pallet to be loaded in real time by processing the omni-directional image. In addition, we 

implemented a simple driving control method that can navigate the AGF in front of the pallet based on this measurement and 

conducted experiments using a two wheel drive cart. The results of the experiment are presented. 

 

Keywords: Logistics, Automatic transport, Pallet, Omnidirectional image, Back projection image, Pose measurement. 

 

 

1. Introduction 

 
In order to cope with the shortage of labor and the 

rapid increase in the volume of distribution, there is an 

urgent need for the automation of work. Many attempts 

are being made to automate various work at 

distribution sites. Much research has also been made 

on the handling of pallets, which are widely used at 

sites, and automatic transportation is being realized in 

a well-maintained environment. 

We’ve been conducted research with the aim of 

navigating an AGF to a position where the pallet can 

be picked up. We proposed a method for measuring the 

pose of the pallet in the field of view using images 

obtained from an omni-directional camera mounted on 

the AGF [1, 2]. These enable measurement of pallets 

in a wide range of locations around the AGF, making 

it possible to measure pallets loaded on a truck or 

directly placed on an arbitrary location on the floor of 

a warehouse. However, it was necessary to 

significantly shorten the processing time in order to 

perform continuous measurement in real time during 

driving to the pallet. 

In this paper, we propose an image measurement 

method that can update the relative pose of the camera 

and the pallet in 200 msec cycles after the start of 

running. In addition, we implemented a simple driving 

control method that can navigate the AGF in front of 

the pallet based on the measured values. We conducted 

experiments using a two wheel drive cart. The results 

of the experiments are also presented. 

 

 

2. Related Study 
 

There are many examples in which automatic 

running is realized by relying on indicators installed in 

the environment such as magnetic sensors and markers 

[3, 4]. Many studies have been conducted on 

autonomous navigation based on the self-position and 

the position of a cargo on the map [5]. On the other 

hand, methods that do not require a map have been 

proposed based only on the pose relationship between 

itself and a cargo [6-10]. 

The method proposed here is also a method that 

does not require an environment map or a world 

coordinate system. Since only the pallet image in the 

omni-directional image needs to be processed, the pose 

of the moving cart can be updated in real time. 

 

 

3. Real-time Image Measurement Method 
 

As shown in Fig. 1, the camera frame is set so that 

the forward optical axis direction of the  

omni-directional camera is the X-axis and the upward 

direction of the camera is the Z-axis. The pallet frame 

is set on the pallet as shown by the red arrow so that 

the center of the front surface is the origin. Further, the 

cart frame is set as shown in yellow with the midpoint 

of the driving wheels, that is, the position of the turning 

center, as the origin. It is assumed that the XY planes 

of the three coordinate systems are parallel to each 

other. 

 

 
 

Fig. 1. Definitions of three frames. 
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The pose of the pallet in the camera frame is measured 

by [1, 2] and it is converted to the camera pose in the 

pallet frame before driving. After the start of driving, 

the pose of the camera, and thus the pose of the AGF, 

are updated in real time using the horizontal projection 

plane image and the vertical projection plane image  

as follows. 
 

 

3.1. Updating with Horizontal Projection Plane  

       Images 
 

As shown in Fig. 2, horizontal projection plane is 

set by translating the XY plane of the pallet frame to 

the height of the bottom surface of the pallet, and a 

horizontal projection plane image is created by  

back-projection from an omni-directional image, as for 

example one pixel is 4 mm and 500 × 500 pixels [1]. 

 

 
 

Fig. 2. Horizontal projection plane and horizontal 

projection plane image. 

 

Since the image of the lower edge on the front 

surface of the palette is a straight line extending long 

in the vertical direction, it is extracted by performing 

Hough transformation after the edge point detection. 

Hereinafter, the detected straight line is referred to as a 

“yawline”. When the pose measurement of the camera 

is correct, the yawline is a vertical line passing through 

the center of the horizontal projection plane image. 

After the running starts, the camera moves from the 

position and orientation measured last time. For 

example, when the cart turns on the spot, the camera 

changes its position as well as its orientation. When a 

horizontal projection plane image is created from an 

omni-directional image captured from the moved 

camera, the yawline deviates from the vertical line 

passing through the center of the left and right sides as 

shown in the lower left of Fig. 3. 

First, the camera pose is updated by rotating around 

the Z-axis by -θ using the yawline deviation angle θ 

(red arrow). Next, the camera position is translated in 

the X direction by a length corresponding to the 

amount of yawline deviation (4 × D  mm when the 

deviation amount is D pixel and 1 pixel on the 

projection surface is 4 mm) in the x direction  

(yellow arrow). 

However, the movement of the yawline in the x 

direction on the image also occurs due to a change in 

the height of the camera. Therefore, the above 

condition is satisfied when the horizontal projection 

plane is set at a correct height, for example, when the 

cart is moving on a plane parallel to the bottom surface 

of the pallet. 

 

 
 

Fig. 3. Update due to yawline deviation. 

 

According to the updated camera position and 

orientation, the yawline should overlap with the 

vertical line passing through the center of the 

horizontal projection plane image, but the amount 

corresponding to the deviation of the camera position 

in the Y direction (green arrow in Fig. 3) cannot be 

obtained from the amount of deviation of the yawline. 

 

 

3.2. Updating with Vertical Projection Plane  

       Images 

 
The image projected onto the vertical projection 

plane set in the YZ plane of the pallet frame is used. 

When the pose measurement of the camera is correct, 

the front image of the pallet is projected onto the center 

of the vertical projection plane image (Fig. 4). 

 

 
 

Fig. 4. Vertical projection plane and vertical projection 

plane image. 

 
Since the orientation and the deviation in the X 

direction have already been corrected, the palette front 

image shows a constant size. Then the lateral deviation 

(green arrow in Fig. 5) is measured by template 

matching using the front surface model of the pallet. 

The camera position is updated in the Y direction by a 

length corresponding to the deviation. This completes 

the update of the camera pose. 
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Fig. 5. Update due to displacement of pallet front view. 

 

 

4. Experiment 
 

Experiments were conducted by constructing a 

system in which a two wheel drive cart equipped with 

an omni-directional camera is navigated in front of a 

pallet. 

 

4.1. System Configuration 

 

Fig. 6 shows the constructed system. Ricoh ThetaS 

as an omni-directional camera is fixed to a mobile cart 

(Toyota Key Cart ATBE05), and a color image of 

1280x720 pixels is sent to a notebook PC (Thinkpad 

X1 Extreme, Core i7 2.60 GHz) by USB at 15 FPS. 

The notebook PC converts the sent color image into a 

black-and-white image at 5 FPS and performs image 

measurement processing, and creates a control 

command consisting of a translational speed and a 

turning speed. The running control unit converts the 

control command into the rotational speeds of the left 

and right wheels, and sends it to the controller of the 

mobile cart by serial communication at about 1000 Hz. 

 

 
 

Fig. 6. System configuration. 

 

 

4.2. Driving Control Method 

 

The pose of the moving cart can be obtained from 

the pose of the camera in the palette frame by the 

relationship between the camera frame and the moving 

cart frame calibrated in advance by a method  

similar to [11]. 

The omni-directional image makes it possible to 

observe the pallet even if it is located at a position 

greatly deviated from the optical axis direction of the 

camera. In addition, the pose of the cart can be 

obtained in the pallet frame. Therefore, a simple 

algorithm was implemented to automatically run the 

cart to the front of the pallet by deriving a running 

control command consisting only of turning and 

straight running (Fig. 7). 

 

 
 

Fig. 7. Simple driving algorithm. 

 

 

4.3. Zenith Correction of the Input Image 

 

When setting the coordinate system, it is assumed 

that the XY planes of the camera frame, the pallet 

frame, and the cart frame are parallel to each other. In 

this experiment, since the traveling surface of the 

moving cart is a flat floor surface and the pallet is 

placed on the floor surface, the conditions that the XY 

planes of the pallet frame and the cart frame are 

parallel to each other are satisfied. 

However, it is impossible to fix the upward axis of 

the camera in the vertical direction unless a special jig 

is used. When there are many vertical lines close to the 

camera, such as between shelves in a warehouse, a 

zenith correction method such as [12] can be applied. 

However, in this experiment, vertical lines of walls and 

doors in a room are located far from the camera, so the 

zenith correction by image processing was sometimes 

mistaken. Therefore, the experiment was conducted to 

satisfy the condition that the XY planes of the three 

coordinate systems are parallel by converting an  

omni-directional image into a panoramic image with 

the Z-axis direction of the cart frame as the central axis 

and making it an input image (Fig. 8). 

 

 
 

Fig. 8. Zenith correction. 
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4.4. Experimental Results 
 

The cart was automatically driven from the initial 

pose X = 2.0, Y = -2.5 and θ  = 70.0 (unit: m and 

degree) in Fig. 1 to the goal pose X = 0.7, Y = 0.0 and 

θ  = 180.0, while the image measurements were 

executed in 200 millisecond cycles. The cart stopped 

at X = 0.749, Y = 0.022 and θ = 182.5 with small error 

after 55 seconds driving. Fig. 9 shows the trajectory 

(measured value) of the cart and the input images and 

the image measurements at four points. 

Fig. 10 shows the result of running to the goal with 

the initial Y position changed to 2.0. In this way, even 

when the target pallet was placed behind the moving 

cart, the cart moved correctly. 

Table 1 summarizes the average time required for 

each image processing. 

 

 

 
 

Fig. 9. An example of experimental results. 
 

 

 
 

Fig. 10. An example of experimental results. 
 

 

Table 1. Image processing time. 
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5. Summary 
 

In order to realize automatic pallet transportation 

by AGF, this paper proposed an image measurement 

method which can continuously update the pose of a 

mobile cart in the pallet frame in real time. The 

proposed method is realized by the simple processing 

for image projected to horizontal and vertical planes 

fixed in the pallet frame from an omni-directional 

image obtained by the camera mounted on AGF. 

In addition, this paper shows that an AGF can 

automatically run in front of a pallet by simple driving 

control based on this measured quantity. It can cope 

with a pallet in either direction of circumference  

360 degrees, because an omni-directional image  

is used. 
 

At present, it is assumed that the running surface is 

flat and the pallet is placed parallel to the running 

surface, and it is not applicable when the pallet is 

placed at the same height as the camera. 

In the near future, 

• Try to cope with more complicated situations 

than the simple condition like in this experiment, 

a pallet was left alone on the floor; 

• Improve the accuracy of the achieved position 

and orientation to within the tolerance range of 

the fork insertion; 

• Extend to non-flat running surface. 

Finally, it is also necessary to improve the accuracy 

of calibration between the forward and backward 

fisheye camera systems, which is unique to the  

omni-directional camera used in the experiment. 
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Summary: This paper deals a Proxy Re-Encryption protocol designed for securing medical information in a FANET (Flying 

Ad-Hoc Network) environment, specifically in off-road accident scenarios. In such situations, real-time video capture by 

drones becomes essential, necessitating a secure protocol within the FANET environment. To address the challenge of 

safeguarding sensitive data, our proposed protocol leverages Proxy Re-Encryption technology, allowing authorized parties to 

access information without the need for full decryption. This ensures that data privacy is maintained throughout its transmis-

sion and storage in the FANET environment enabling authorized entities to process sensitive data without compromising 

privacy. 

 

Keywords: Proxy re-encryption, FANET (Flying Ad-Hoc Network), Off-road accident. 

 

 

1. Introduction 
 

In scenarios involving off-road accidents, 

particularly those requiring drone-based video 

recording, ensuring data security becomes imperative. 

Given the situation's urgency and potential privacy 

concerns, a Proxy Re-Encryption protocol within the 

context of Flying Ad-Hoc Networks (FANETs) is 

proposed to address these challenges.  

We assume cloud server (CS) as a semi-trusted 

party. Instead of traditional decryption methods, our 

protocol employs re-encryption techniques without 

decryption, enabling CS to remain semi-trusted while 

still safeguarding sensitive data. It also enables for 

other participants to decrypt the original messages. 

In addition to that, we optimize the protocol's 

efficiency by exploring an alternative to the commonly 

used pairing functions in Proxy Re-Encryption. We 

conduct a comparative study between RSA and 

ElGamal encryption techniques. Based on this 

analysis, we ultimately choose ElGamal encryption. 

This study explores the development of a robust 

security framework for medical data transmission and 

storage within the dynamic FANET environment. 
 
 

2. Related Works    
 

The proposed scheme is about Proxy Re-

Encryption protocol of medical information in FANET 

environments. Since we assumed an off-road accident 

situation, real-time video recording of drones is 

necessary, so a security protocol transmitted in the 

FANET environment is required. Therefore, in this 

section, as related works, we will look at drone security 

protocols and studies on medical information security 

in emergency situations. 

[1] proposes a key management and delegation 

system to enhance the security of multi-drone control 

systems. The proposed system addresses the 

vulnerabilities of multi-drone control systems by 

minimizing the storage of secret data, such as group 

keys, flight data, and operational intelligence, and by 

using a "saveless" property. Future work includes 

reducing the proposed key management and delegation 

proto-col to work with small IoT devices with limited 

computational power and finding a proper key renewal 

period that balances low computation cost and high 

security guarantee. 

[4] deals with a group authentication-based 

solution to address security issues in drone swarm 

structures. The proposed method aims to ensure the 

rapid and secure verification of new drones joining the 

swarm or the unification of different swarms. The 

authors suggest a novel authentication scheme that 

requires less time than 3GPP Release 17. The 

credentials provided by the new party are not 

transmitted to the core network for verification. Guard 

drones and new parties enforce group authentication to 

allow the new party to be part of the swarm. The 

proposed method can combine two or more drone 

swarms with less complexity. The study concludes that 

the pro-posed group authentication-based solution can 

effectively address the security issues in drone swarm 

structures. 

[2] is about a privacy-preserving and efficient 

sharing scheme for drone videos in public safety 

scenarios using proxy re-encryption. The scheme 

allows third parties, such as first responders, to access 

encrypted videos stored on the cloud without 

compromising the privacy of the video content. The 

original encryption key is never shared among the first 

responders to avoid unauthorized access. The proposed 

scheme uses a proxy re-encryption scheme that does 

not use expensive pairing operations for efficiency and 

fast access to videos. The videos are stored as chunks 

in the cloud, and first responders are allowed to access 

only a portion of the video. The scheme is feasible 

even for live streaming, and the results indicate that it 

brings minimal overhead compared to traditional 

encryption schemes in terms of computation and 

communication costs.  
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[7] suggests a Proxy Re-Encryption (PRE) scheme 

for decentralized storage networks that leverages 

permissionless blockchains to ensure secure data 

access. The scheme allows a data owner to delegate 

access rights to a third party, who can then re-encrypt 

the data for a specific user without accessing its 

content. The proposed PRE scheme is designed to be 

efficient, scalable, and resistant to collusion attacks. 

The authors evaluate the scheme's performance and 

security using simulations and experiments, 

demonstrating its effectiveness in real-world scenarios. 

The results show that the proposed scheme can provide 

secure and efficient data access control in 

decentralized storage networks, making it a promising 

solution for future cloud storage systems. 

[5] proposes a distributed-based authentication 

mechanism for drones in a swarm that is compatible 

with the 5G D2D ProSe standard mechanisms. The 

proposed mechanism is based on a delegation-based 

proxy signature authentication scheme that reduces the 

drones' communication overhead towards the core 

network. The proposed authentication scheme is 

lightweight, efficient, and scalable compared to the 4G 

ProSe security standard, making it suitable for 

resource-constrained drone networks. 

[3] discusses a lightweight authentication and key 

agreement (AKA) scheme for the Internet of Drones. 

The Authors highlight the security challenges and 

privacy issues associated with data collected by 

sensors embedded in drones. The proposed AKA 

scheme addresses these issues in a cost-effective 

manner. The scheme ensures the security of 

transmitted data by using a lightweight encryption 

algorithm and a secure key exchange protocol.  

[6] is about an anonymous mutual and batch 

authentication scheme with location privacy for 

unmanned aerial vehicles (UAVs) in flying ad hoc 

networks (FANETs). The proposed scheme ensures 

mutual authentication between UAVs and ground 

users, batch authentication of multiple UAVs, and 

location privacy of UAVs. The scheme uses a group 

signature scheme to achieve anonymous authentication 

and a ring signature scheme to achieve location 

privacy. The proposed scheme has potential 

applications in various fields, including military 

surveillance, emergency management, and 

environmental monitoring.  

[8] proposes a secure medical records access 

scheme for on-road emergencies that uses a patient's 

smart phone and a cloud server to decrypt medical 

records without compromising patient privacy. The 

scheme ensures user privacy through pseudo-nyms and 

password-based authentication and improves the 

efficiency of accessing medical records during 

emergencies. The smart phone records vital activities 

of the body through various wearable sensors and 

performs necessary cryptographic operations using 

credentials installed by the patient. In case of an 

emergency, the smart application can call the 

emergency number using cellular communications to 

request an ambulance. The proposed scheme provides 

a solution to the challenge of accessing encrypted 

medical records during emergencies and allows for 

more efficient and timely healthcare in life-threatening 

situations. [12] is about a security protocol for medical 

information using UAV. 

 

 

3. Preliminaries 
 

3.1. Participants  
 

• Smart Phone (S): It is the user's smartphone, and 

various sensors (wearable devices) are connected to 

it to monitor the patient's health condition, and 

periodically transmits encrypted records to the 

healthcare provider and stores them in the cloud 

server.  

• Healthcare Provider (H): It refers to an institution that 

provides and records medical practice. H manages 

the user's health status monitored through the S, and 

performs medical treatment when users visit. 

• Emergency Center (E): An institution that carry out 

medical practice in case of emergency. 

• Vehicle (including Ambulance, V): V means vehicles 

or helicopters that transport users. It may or may not 

have medical equipment installed. 

• Cloud Server (CS): CS is a storage space. It stores the 

user's medical records (medical practices performed 

by H, the patient’s conditions measured by S's 

sensors, etc.) and video files taken by drones. 

• First Responders (F): F stands for police, fire engines, 

rescue helicopters, etc. In this case, an ambulance or 

119 equipped with medical equipment are included 

in Vehicle and excluded from first responders. 

• Drone(D):  The drone is registered in CC in advance. 

• Control Center (CC): This is a kind of Trusted Third 

Party (TTP), which controls security-related matters 

such as generation and management of encryption 

keys and registration of participants. 

 

3.2. Application Scenario  

 

[8] covered secure medical records in on-road 

emergencies. However, emergencies often occur not 

only on-road but also off-road. In other words, 

numerous incidents, such as a vehicle rolling down a 

cliff or a natural disaster on a beach, often occur in 

places where vehicles cannot approach. In preparation 

for this situation, we propose a security system in 

which drones participate by assuming the following 

specific scenarios.  

When CC receives a report from a citizen or a 

drone monitoring an accident situation in the air, CC 

orders the drone to take detailed pictures of the 

accident area and F to respond in the first place. The 

drone encrypts and transmits the video taken in detail 

to the CC in real time, and the CC analyzes it and 

transmits the information about nearby E to the 

available vehicle, which transfers the patient. The 

patient's condition is measured with the sensor device 

of the SP and vehicle, and the record is encrypted and 

transmitted to the arriving E. In the meantime, CC 

generates secret key values for re-encryption and 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

111 

 

transmits them to CS and E. CS re-encrypts the user's 

medical records encrypted by H and transmits them to 

E, and E decrypts the re-encrypted record transmitted 

by CS. Referring to the decrypted records, E treats the 

patient, and after treatment, the result is encrypted and 

transmitted to H, then H stores it in CS. 

 

3.3. Security Building Blocks  

 

1) Public Key Encryption   

Public key cryptography systems provide data 

security by using two different keys for encryption and 

decryption: a public key and a private key. The 

representative algorithms are RSA and ElGamal. 

In this paper, we use ElGamal. This is because of 

the following features of RSA and ElGamal. [9]  

Since the security of RSA is directly related to the 

length of the key, it is necessary to have a large key 

size. A large key size may cause performance 

degradation as encryption and decryption operations 

require more time and resources. If correct padding is 

not used, an attacker may cause an RSA attack. 

Security can be weakened if you do not implement a 

padding scheme well. 

ElGamal has slower performance than RSA, but 

may be better in certain respects. 

Distributed Systems and Multi-Party Computing: 

When multiple entities need to perform secure 

calculations or share results, ElGamal's decoupled key 

pair and signature capabilities can provide security and 

flexibility. 

ElGamal and RSA have different characteristics in 

the encryption process. 

 ElGamal: ElGamal contains a stochastic element, 

so different encryption results can be obtained for the 

same message each time. This is an encryption method 

with inherent randomness, which contributes to 

increasing security by generating different values for 

each message. 

 RSA: RSA always results in the same encryption 

for the same message. It has no randomness 

component, and always produces the same output for 

the same input. 

 

A. ElGamal: ElGamal cryptography provides security 

based on the difficult mathematical problem of 

finding the private key x from the public key y. 

  Key generation 

- Select a mathematically secure large prime p 

and a primitive root g modulo p. 

- Choose a random private key x. Compute the 

public key 𝑦 = 𝑔𝑥  mod  p. 

  Encryption: 

- Choose a random k such that 0<r<p−1 

- Compute: 𝐶1 = 𝑔𝑟 mod p and 𝐶2 = (𝑦𝑟 ∙
𝑚) mod p to generate the ciphertext 𝐶 =
(𝐶1, 𝐶2) 

  Decryption: 

- Compute: 𝐷 = 𝐶2 ∙  𝐶1
−𝑥 = 𝑚  

B. DLP Discrete logarithm problem: It is a hard 

problem to find the integer x (𝟎 ≤ 𝐱 ≤ 𝐩 − 𝟐) such 

that 𝛂𝐱 ≡ 𝛃 (mod p), given a prime p, a generator 

α of 𝐙𝐩
∗ , and an element 𝛃 ∈ 𝐙𝐩

∗[10] 

C. DDH (Decisional Diffie-Hellman): Let G be a 

group of prime order q and g a generator of G. The 

DDH problem is to distinguish between triplets of 

the form ( ,ag ,bg abg ) and ( ,ag ,bg cg ), where a, 

b, c are random elements of {1,…,q-1}. 

The following experiment with a polynomial time 

adversary A : Flip a coin δ to get 0 or 1, if δ= 1, set 

c = ab, else choose c at random. The DDH problem 

is said to be hard if for any polynomial time 

adversary A, |Pr(A(G, ,ag ,bg cg ) = δ)-1/2| is 

negligible. 

 

2) Proxy Re-Encryption 

This is used when one user passes or delegates 

encrypted data to another user. This technology 

enhances data security and privacy, and helps data 

owners control access to their data and share it with 

other users according to pre-determined permissions. 

The core idea behind proxy re-encryption is that 

data owners delegate their encrypted data to 

intermediaries called proxies. This intermediary can 

re-encrypt the data and pass it on to other users without 

actually decrypting the data. In this process, privacy is 

maintained as intermediaries do not actually 

understand the content of the data. 

 

3) PRF (Pseudo Random Function) 

We say that ‘F: 𝐾𝑓 × 𝑋 → 𝑌  is (t,q,e) -secure 

pseudorandom function’ if every oracle algorithm A 

making at most q oracle queries and with running time 

at most t has advantage AdvA< e. The advantage is 

defined as AdvA=| Pr[AFk= 1]−Pr[AR= 1], where R 

represents a random function selected uniformly from 

he set of all maps from X to Y, in which the 

probabilities are taken over the choice of k and R [11]. 

 

4) PRG (Pseudo Random Generator) 

We say that ‘Gr: KGr → S is a (t,e)-secure 

pseudorandom generator’ if every algorithm A with 

running time at most t has advantage AdvA< e. The 

advantage is defined as AdvA = |Pr[A(Gr(UKGr)) = 1] -

Pr[A(US) = 1]|, where UKGr, US are the random 

variables distributed uniformly on KGr and S [11]. 

 

4. Construction 

 
4.1. Notation  

 
 𝑓: pseudo random function 

 𝑓−1 : reverse function of 𝑓 , in other words, 

decryption function of 𝑓 

 𝑘𝑖 ∶ secret key between participant i and CC 

 𝑓𝑘𝑖
: encryption using pseudo random function 𝑓 

with a secret key 𝑘𝑖 

 𝑥𝑖: private key of participant i  

 𝑦𝑖 = 𝑔𝑥𝑖: public key of participant i 

 𝑚: a message 

 C =  (C1, C2): encryption of 𝑚 
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 D: decryption of 𝑚 

 RE =  (𝑅1, 𝑅2): re-encryption of 𝑚 

 r, α, γ: randomly generated numbers every time 

 𝑂𝑖: order from CC to participant i 

 𝑅𝑖: report of participant i 

 𝑆1, 𝑆2, 𝑆3, 𝑆4: re-encryption keys 

 
4.2. System Setup 

 

System parameters are constructed: 

𝑓, 𝐺𝑟 , 𝑔, 𝐺, 𝐶, 𝐷, 𝑅𝐸, 𝑖.  𝑓: {0,1}𝑘 × {0,1}∗→{0,1}𝑘 is a 

pseudorandom function and Gr is a pseudorandom 

generator. G is a group of order q which is a large 

prime and g is a generator of a group G. i is each 

participant of group G. C and D are encryption and 

decryption function, and RE is a re-encryption 

function. 

 

 

4.3. Whole Protocol 

 

1) Registration and Authentication Stage 

All participants register in CC and receive secret 

values for secret communication. 

◦ Key Generation: 𝑘𝑖, 𝑥𝑖, 𝑦𝑖 are generated for each 

participant.  𝑘𝑖, 𝑥𝑖 are kept secretly and 𝑦𝑖 is published. 

◦ In each session, each entity uses the promised 

authentication protocol to confirm that it is a legitimate 

user, and then starts communication.  

 

2) Accident Stage 

1. Plaintext Step 

◦ CC : Checking R(reporting) 

◦ CC → D  

         𝑂𝐷 : Orders from CC to D 

◦ CC → F 

         𝑂𝐹 : Orders from CC to F 

    This is a process in which the CC receives an 

accident report and gives orders to D and F, and 

the communication is made in plain text. 

2. Ciphertext Steps until the last step 

◦ D→ CC  

   𝑓𝑘𝐷
(𝑅𝐷) : Encrypted Report from D to CC 

◦ F→ CC  

  𝑓𝑘𝐹
(𝑅𝐹) : Encrypted Report from F to CC 

 All communications from this step are encrypted. 

The drone encrypts and transmits the detailed video 

file to the CC in real time, and F also reports the 

processing status to the CC. 

3. CC → F 

 𝑓𝑘𝐹
(𝑂𝐹2

) : Encrypted Orders from CC to F 

 This encrypted message includes the information 

about emergency medical agency nearby. 

4. Re-encryption setting 

◦  CC generates : random numbers α, γ. 

          computes : 𝑆1, 𝑆2, 𝑆3, 𝑆4 

Here, 𝑆1 = 𝑥𝐻α,  𝑆2 = 𝑥𝐸α γ,  𝑆3 = 𝑥𝐸α, 𝑆4 = 𝑥𝐸γ 

 CC generates secret key values for re-encryption. 

5. CC → CS 

𝑓𝑘𝐶𝑆
(𝑆1, 𝑆2) 

CC → E 

𝑓𝑘𝐸
(𝑆3, 𝑆4) 

 CC transfers the generated re-

encryption/decryption keys to CS and E. 

6. Proxy re-encryption and transmission to E 

◦  CS decrypts :   

  𝑓−1(𝑓𝑘𝐶𝑆
(𝑆1, 𝑆2)) = 𝑆1, 𝑆2 

◦  CS  re-encrypts : RE = (𝐶1
𝑆1 ,  𝐶2

𝑆2  ) = 

 ((𝑔𝑟)𝑥𝐻α, (𝑦𝑟𝑚)𝑥𝐸α γ) = (𝑅1, 𝑅2) 

  Here,  𝑦 = 𝑔𝑥𝐻 

◦  CS → E  

         RE =  (𝑅1, 𝑅2) 

 CS decrypts the cipher text received from CC to 

obtain re-encryption keys 𝑆1, 𝑆2, then re-encrypts 

the stored user cipher text C=(𝐶1, 𝐶2) and sends the 

re-encrypted text R to E. 

7. ◦  E decrypts :   

    𝑓−1(𝑓𝑘𝐸
(𝑆3, 𝑆4)) =  𝑆3, 𝑆4   

    𝐷 =  (𝑅2· (𝑅1)
−𝑆4)

𝑥𝐸
𝑆3,𝑆4 

= ((𝑦𝑟𝑚)𝑥𝐸α γ)· ((𝑔𝑟)𝑥𝐻α)−𝑥𝐸γ)
𝑥𝐸

𝑥𝐸α·  𝑥𝐸γ 

               = (𝑔𝑥𝐻𝑥𝐸𝑟α γ· 𝑚𝑥𝐸α γ·(𝑔𝑟𝑥𝐻α )−𝑥𝐸γ)
𝑥𝐸

𝑥𝐸α·  𝑥𝐸γ 

= ( 𝑚𝑥𝐸α γ)
1

𝑥𝐸αγ = 𝑚 

 E decrypts the cipher text received from CC to 

obtain  decryption keys 𝑆3, 𝑆4, and then decrypts 

the re-encryption text RE received from CS to 

obtain the user's medical record m. 

8. ◦  E → H 

               𝐶𝐸 = (𝑔𝑟 , 𝑦𝑟𝑚𝐸) 

 E encrypts the result 𝑚𝐸  of treating the patient 

with H's public key and sends it to H. 

9. ◦  H : stores 𝐶𝐸 in CS       

 H checks the result received from E and stores it 

in CS. 

   

 

5. Discussion 
 

5.1. Security Analysis 

 

1) Proxy re-encryption attack types 

A. Proxy Forgery Attack: A malicious attacker can 

forge an intermediary acting as a proxy and trick them 

into encrypting or decrypting data. This allows hackers 

to gain unauthorized access to the data. 

Countermeasure: CS, a proxy server, transmits data 

using the secret key shared with CC in advance. Since 

an attacker who does not know the value of the secret 

key cannot obtain the correct re-encryption keys 𝑆1 , 

𝑆2, it cannot generate the correct re-encryption RE that 

Emergency Center E can decrypt. 

B. Authentication Bypass: Malicious attackers can 

access data by bypassing authentication and 

authorization mechanisms. This allows data to be 

viewed or changed without verifying the user's 

identity. 

Countermeasure: Since all sensitive data is 

encrypted and transmitted, in order to access the data, 

it is necessary to know the secret key that can decrypt 
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the encrypted data. These secret keys are created and 

safely managed at the time of registration in the CC. 

Since the attacker cannot know this value, the data 

cannot be read or changed. 

C. Cryptography Analysis: Vulnerabilities in the 

encryption algorithms used may allow malicious 

attackers to decrypt or forge data. Confidentiality of 

data may be compromised by exploiting weaknesses or 

vulnerabilities in algorithms.  

Countermeasure: Since the encryption methods in 

this paper are symmetric encryption with a pseudo 

random function, ElGamel public key encryption, and 

a modified ElGamal encryption method. The security 

of pseudo random function, such as AES 128 bits, is an 

officially recognized. The ElGamal encryption 

technique is based on a mathematical difficulty called 

discrete logarithmic problem (DLP). And, as long as 

DLP is not solved, our proposed protocol is secure. The 

modified ElGamal encryption method is based on the 

DLP and DDH problems. As long as these problems 

are not solved, the proposed protocol is safe. 

 

2) Collusion Attack  

External and internal attackers can collude with CS 

to try to reveal what is stored in cloud storage.  

Countermeasure: However, the contents stored in the 

cloud cannot be decrypted without knowing the user's 

private key, and since this is a value that not only the 

attackers but also the CS do not know, it is impossible 

to decrypt the stored contents. 

 

3) Man in the middle attack 

A passive attacker could attempt to intercept or 

store packets sent to the CC or from the CC to other 

participants. 

Countermeasure: This is also impossible. Because, 

firstly, the original message is encrypted with the user's 

public key, which cannot be decrypted without 

knowing the user's private key. And, secondly, since it 

is again encrypted with the registered secret key 

between the CC and the transmission participant in 

advance. Hence, it is impossible to decrypt the original 

double-encrypted message even if the message is 

captured in the middle. 

 

5.2. Efficiency Analysis 
 

Efficiency is analyzed by representing the 

computational complexity of each part in the 

"Accident Stage" of the proposed protocol as Big-O 

notation. 

Here L represents the number of bits in the prime 

used in the ElGamal scheme. 

1. CC: Checking R(reporting): This part involves 

simple message verification and processing 

operations. Time complexity: O(1) 

2. CC → D: 𝑂𝐷: Orders from CC to D: Sending orde-

rs from CC to D. Time complexity: O(1) 

3. CC → F: 𝑂𝐹: Orders from CC to F: Sending orders 

from CC to F. Time complexity: O(1) 

4. D→ CC: 𝑓𝑘𝐷
(𝑅𝐷): Encrypted Report from D to 

CC: D sending an encrypted report to CC. This 

operation involves similar computations as 

ElGamal encryption, with an approximate 

complexity of O(𝐿3). Time complexity: O(𝑳𝟑). 

5. F→ CC: 𝑓𝑘𝐹
(𝑅𝐹): Encrypted Report from F to CC: 

F sending an encrypted report to CC. Similar to the 

previous step, it involves computations similar to 

ElGamal encryption, with a complexity of O(𝐿3). 

Time complexity: O(𝑳𝟑). 

6. CC → F: 𝑓𝑘𝐹
(𝑂𝐹2

): Encrypted Orders from CC to 

F: CC sending encrypted orders to F. Time 

complexity: O(1) 

7. Re-encryption setting: CC generates random 

numbers α,γ: Generating random numbers. Time 

complexity: O(1) 

8. Re-encryption setting: CC computes 𝑆1, 𝑆2,  𝑆3, 
𝑆4:This involves simple mathematical calculations 

and has a complexity of O(1). Time complexity: 

O(1) 

9. CC → CS: 𝑓𝑘𝐶𝑆
(𝑆1, 𝑆2): CC sending the generated 

re-encryption keys to CS. Time complexity: O(1)  

10. CC → E: 𝑓𝑘𝐸
(𝑆3, 𝑆4): CC sending the generated   

re-encryption keys to E. Time complexity: O(1) 

11. CS Decrypts and Re-encrypts: As explained 

previously, assuming the operations are similar to 

ElGamal decryption and re-encryption. Time 

complexity: O(𝑳𝟑). 

12. E Decrypts and Processes: Similarly, assuming 

operations are similar to ElGamal decryption and 

processing. Time complexity: O(𝑳𝟑). 

13. E Encrypts and Sends to H: Similarly, assuming 

operations involve encryption and sending to H. 

Time complexity: O(𝑳𝟑). 

14. H Stores Result: Storing the result by H. Time 

complexity: O(1). 

Summing up all these complexities, the overall 

computational complexity for the "Accident Stage" is 

approximately O(𝐿3). It's important to note that this 

analysis assumes a simplified scenario and doesn't 

account for potential optimizations or variations in 

encryption schemes. 

 

6. Conclusions 
 

In this paper, we have proposed a security protocol 

that specifically targets the protection of medical 

information within FANETs during off-road accidents. 

By adopting Proxy Re-Encryption technology and 

acknowledging the semi-trust model attributed to the 

cloud server (CS), the protocol provides a robust 

solution for ensuring data security and privacy.  

Furthermore, our study adds a novel dimension by 

investigating the efficiency of different encryption 

techniques from pairing function. Through a 

comparison between RSA and ElGamal, we determine 

that ElGamal strikes an optimal balance between 

efficiency and security, making it the preferred choice 

for our protocol. By combining Proxy Re-Encryption 

with ElGamal, we establish a robust solution that 

upholds data confidentiality and integrity while 

enhancing transmission efficiency.  
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This work provides a foundation for further 

research and improvements in FANET-based medical 

data protection and highlights the importance of 

choosing suitable cryptographic techniques for 

specific applications. 
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Summary: The present study focuses on the importance of autonomous control systems by showing the function of robot 

controllers in coordinating actuator motions after information processing and decision-making inside the robot system. A diesel 

tractor was modified to serve as the platform for the experiment, and the sensor module, called "Sentry," was made up of a 

variety of networked sensors, including as 3D 360º LiDAR, thermal cameras, RGBD cameras, a microcontroller, GPS+RTK, 

and a Jetson Xavier. Simulated and real-world scenarios were included in the experimental evaluations, and the resulting data 

was carefully examined to clarify the system's operation and performance. In addition to advancing our understanding of tractor 

autonomy, this work creates opportunities for a variety of uses, most notably in improving the technology components of 

forestry operations. 

 

Keywords: Mobile robot, PID Controller, ROS, Sensor fusion. 

 

 

1. Introduction 

 
In recent years, remarkable advances in material 

handling technology have been witnessed, driven by 

the development of Autonomous Mobile Robots. An 

essential feature is their capability for autonomous 

control, enabling them to navigate independently, 

interact with humans, and adapt to dynamic 

environments. This autonomy is crucial to ensure 

efficiency and flexibility in task execution [1]. 

The control of these robots is typically achieved 

through a controller that includes a microcontroller or 

an integrated computer storing information about the 

robot and executing programs to control its movements 

[2]. This control system involves data processing and 

decision-making based on the perception information 

provided by sensors and by the robot goals. Various 

control strategies exist, including open-loop control 

and closed-loop control. The control system plays a 

vital role in the operation and adaptation of the 

movements of the robot in the environment [3]. In this 

context, a sensor module is under development with 

the capacity to make any forestry machines 

autonomous. These machines are potentially 

hazardous for humans, thereby making this an 

autonomous robot we can reduce the risk of accidents 

and prevent incidents that could otherwise occur. 
 

 

2. Materials and Methods 
 

The architecture of the robotic system as well as the 

functioning of the entire sensor module can be 

observed in Fig. 1, where the entire process is 

succinctly presented, demonstrating the graph 

obtained through ROS to illustrate the general concept 

of this system. This representation can be applied to 

any system regardless of its size. In fact, this form of 

representation is so useful for software development 

that experts refer to ROS programs as nodes, which 

helps to remember that each program is just a part of 

the system [4]. 

The blocks present in Fig. 1 are represented as 

"nodes," and the ellipses are designated as "topics" 

originating from the sensors or even the "nodes." We 

can observe the IMU (Inertial Measurement Unit) 

sensor, which has 6DOF (Degrees Of Freedom), an 

accelerometer and a gyroscope, used to obtain 

information about the tractor's behavior. This type of 

sensor provides information that has been acquired 

directly, meaning these data have not been modified, 

formatted, or processed [5]. Before being used for 

analysis or other purposes, data usually needs to be 

organized, cleaned, and processed. This processing 

may include noise elimination, error corrections, data 

format conversions, and transformations of data into 

structures that are more suitable for future analyses [6]. 

In other words, in data acquisition in such systems, 

there is always noise in the acquired values, and for 

this reason, all acquired data are subscribed to a "node" 

that aims to filter the information, then publishes it to 

another "topic" called "/imu_compensated," where the 

acquired data through the filter, eliminating the noise, 

can be observed. 

The magnetometer publishes data on the received 

magnetic field value, which also has noise and needs 

to be processed. The "Heading_Calc" node converts 

the Earth's magnetic field into orientation, and if there 
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is an angular component, it will be corrected according 

to the data acquired by the IMU so that Tilt is 

compensated. The tractor's orientation is the 

"/heading" and will be subscribed by the algorithm that 

performs the planned trajectory, designated 

"Path_Planner," and then controlled by the control 

system designated "Controller" whenever there is an 

error between the actual trajectory and the  

planned one. 

 

 

 
 

Fig. 1. Robot Architecture. 

 

 

The LiDAR (Light Detection and Ranging) 3D 

provides three-dimensional information through a 

PointCloud, where clustering is performed. That is, 

whenever a cluster of points is found, it is considered 

an obstacle, and a box whose dimensions encompass 

that cluster of points is defined, as seen in Fig. 2. The 

data obtained from this "/clustering" are subscribed to 

by the node called "Obstacle_Position_Saving," which 

saves the information of the boxes in a topic designated 

as "/markers." These object locations are obtained 

relative to the robot's LiDAR position on the map, 

information subscribed to by the trajectory planning 

system designated "Path_Planner”. 

The cameras used, both RGBD and thermal, run on 

the same algorithm, in our case, we use the YOLOV5 

algorithm [7]. Thus, besides being able to detect 

obstacles, it is also possible to detect the presence of 

people. However, distance calculation has only been 

implemented in RGBD cameras and LiDAR. 

Therefore, whenever a person is detected within  

7 meters, a publication is made to a topic designated as 

"/stop." This topic is subscribed to the trajectory 

planning system as an emergency input to stop the 

robotic system. 

The GPS provides data regarding the machine's 

position. This is the " /fix" topic where latitude and 

longitude data are presented. This topic is subscribed 

to by "Convert_to_XY," which aims to store the 

machine's initial position, assuming the origin point (0, 

0). From the initial point, it converts the position 

(latitude, longitude) into coordinates (x, y) related to 

the robot's position, which are published as 

"/XY_coordinates" and also subscribed to by the 

"Path_Planner." Later on, during navigation, the 

"Controller" subscribes to the "cmd_vel" topic, which 

pertains to the angular and linear velocities of the 

robotic system. It converts these data into voltage (V) 

values for each of the tractor's wheels. 

 

 
(a) 

 

 
(b) 

 
Fig. 2. LiDAR Clustering: (a) LiDAR range;  

(b) Tree Clustering. 
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In Fig. 3, the positioning of the mentioned sensors 

in the sensor module called "Sentry" can be observed. 

 

 

 
 

Fig. 3. Sentry integrated in the forestry machine. 

 

 

A PID controller is typically used in linear control 

systems, valued for its straightforwardness and 

effectiveness in maintaining desired parameter values 

[8]. This control mechanism integrates three essential 

components to formulate a control signal, responding 

to the discrepancy between the current parameter 

reading and a predefined setpoint. 

The method of Cohen-Coon, well known as an 

extension of the Ziegler-Nichols approach, emerges as 

a strategy that particularly improves the steady-state 

response [9], in Fig. 4 it is shown how the temporal 

response in open-loop is expected using this method. 

The process of PID tuning unfolds through open-loop 

experiments, with the overarching aim of refining the 

controller's overall performance. 

 

 

 
 

Fig. 4. Time response in Open Loop, Cohen-Coon method. 

 

 

In the methodology of designing a PID controller, 

one of the most important performance criteria is the 

difference (error) between the system's output and the 

reference value. Generally, optimization functions are 

formulated based on error equations, with the three 

most common ones being ITAE, IAE, and ISE [10]. 

 

 IAE =  ∫ |𝑒(𝑡)|𝑑𝑡
𝑡

0
, (1) 

 ISE =  ∫ 𝑒(𝑡)2𝑑𝑡
𝑡

0
, (2) 

 

 ITAE =  ∫ 𝑡|𝑒(𝑡)|𝑑𝑡
𝑡

0
  (3) 

 

It is compared the use of PID controllers, each 

linked to specific errors such as Heading,  

Distance-From-the-Line, both errors concurrently and 

a variant incorporating Vector-Field. The goal is to 

assess the effectiveness of these controllers in guiding 

mode, offering valuable insights into the practical 

application of PID tuning methodologies for optimized 

robotic control across a spectrum of scenarios [11]. 

In Fig. 5, initially, the orientation that the robot 

must have relative to the goal is calculated. There are 

two loops in this system, one where the error 

associated with the distance the robot is from the line 

is calculated, and a loop associated with the orientation 

error. In the loop of the error associated with the 

distance from the line, it is multiplied by a proportional 

component that will influence the initial reference 

value, thus obtaining our desired orientation. The loop 

associated with the orientation will take this 

orientation as a reference and perform the angular 

control of the robot. 
 

 

 
 

Fig. 5. Distance from The Line and Heading Controller. 

 

 

In Fig. 6, a different method was used. Essentially, 

attractive vector fields were created based on our 

destination coordinates. The control of the angular 

component of the tractor focuses on the vector sum of 

the vectors present in the system. 
 

 

 
 

Fig. 6. Vector Field Controller. 

 

 

Understanding that we are dealing with a 

differential drive system, it only has two axes, x and z, 

with the x-axis representing linear velocity and the  

z-axis representing angular velocity. In order to ensure 

the system's safety, a software protection has been 

included where the sum of these two components 

cannot exceed 1. In other words, 1 is considered the 

maximum speed of the system, and 0 is the minimum 

speed. In Table 1, various examples illustrate how the 

robot would need to move based on the values obtained 

from the "cmd_vel" topic. 
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The topic "cmd_vel" is published by the 

"Controller," but the voltage applied to the tractor is 

injected by a driver controlled by the 

"Microcontroller." In other words, there are specific 

values that cause the "Microcontroller" to react 

differently. The code in the microcontroller is 

essentially a state machine that, depending on the 

values present in the "cmd_vel" topic, adjusts the 

voltage values to be sent to each track driver. Initially, 

various tests were conducted to determine the 

maximum and minimum voltage values that can be 

applied to the tractor's terminals. 
 

 

Table 1. Behaviors related to the 'cmd_vel' values. 

 

i 
Linear 

Velocity 

Angular 

Velocity 
Behavior 

1 x = 1 z = 0 Go Front 

2 x = -1 z = 0 Go Back 

3 x = 0 z = 1 Rotate Anti-ClockWise 

4 x = 0 z = -1 Rotate ClockWise 

5 x = 0.5 z = 0.5 Turn Left 

6 x = 0.5 z = -0.5 Turn Right 
 

 

The goal of these tests was to establish an 

appropriate range of values that would enable the 

optimal operation of the solenoid valves in the tractor's 

caterpillars. During this testing phase, a gradual 

application of different voltage levels to the solenoid 

valves' terminals was performed. For each applied 

voltage value, the effects on the tractor's tracks, such 

as travel speed, steering response, stability, and other 

relevant parameters, were monitored. By analyzing the 

results of these tests, it was possible to determine the 

maximum and minimum voltage limits at which the 

solenoid valves and the tractor's tracks operated 

reliably and efficiently. These limits defined the 

voltage range within which equations/functions were 

subsequently established. Based on the maximum and 

minimum voltage values, equations/functions were 

developed to model the behavior of the solenoid valves 

and the tractor's caterpillars in response to varying 

applied voltage. This allowed the creation of a set of 

rules and/or patterns that could be used to regulate the 

operation of the solenoid valves and optimize the 

tractor's performance. In Fig. 7 is shown the input 

variables designated as references U1 and U2 are 

desired calculated values obtained through the tractor's 

trajectory planning system. 

 

 

 
 

Fig. 7. Tracks Control. 

These references serve as input references for each 

of the controllers. The error variables e1 and e2 are 

obtained by the difference between the desired values 

and the actual values. Both controllers send their 

respective values to the Microcontroller, which then 

directly activates the tractor's locomotion system on its 

left and right tracks, causing its movement and 

correcting the motion based on the detected error in 

each controller. 

The robot's control system is a Multiple Inputs and 

Multiple Outputs (MIMO) system equipped with 

various controllers. This tractor is particularly useful 

to meet the specific needs of forestry operations due to 

the unpredictable and variable nature of these 

environments. When working in forests, the terrain is 

often irregular and rugged, with natural obstacles that 

can hinder mobility and maneuvering [12]. Due to the 

lack of knowledge about the speeds of each track, their 

control is achieved by obtaining the position and 

orientation of the tractor. 

Through the ROS platform, it is possible to acquire 

both the position and orientation of the robot through 

various published topics, as well as, through the 

"cmd_vel" topic, obtain the linear and angular velocity 

of the robot. Since it is not possible to control the speed 

of the tractor, we assume the speed as control 

variables, but as values that help understand how the 

tractor's movement will be. 

 

 

3. Results 
 

This study was initiated by developing the model 

of the robot in the Gazebo and simulated environment, 

seamlessly integrated with ROS through the URDF, 

shown in Fig. 8. The simulation platform, enriched 

with advanced features, allowed for comprehensive 

testing and analysis of the robot's kinematics and 

dynamics, with a focus on evaluating various 

navigation controllers [13]. 

 

 

 
 

Fig. 8. URDF of the robot. 

 

 

In Fig. 9, the RVIZ tool facilitated real-time 3D 

visualization, providing a detailed understanding of the 

robot's components and transformations [14]. 

It was conducted a simulation in the Gazebo 

environment, focusing on the evaluation and 
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comparison of the different navigation controllers 

presented. The simulation results were recorded, 

allowing for a detailed analysis of the collected 

navigation data. To provide a clearer and elucidative 

view of the performance of the controllers, we present 

the results visually to highlight the differences between 

each control approach. In an effort to evaluate the 

effectiveness of the controllers, tests were conducted 

where the trajectory executed by the robot was 

configured as an 8 by 8-unit square. 

 

 

 
 

Fig. 9. Links and transformations of the URDF. 

 

 

This trajectory choice allowed an examination of 

the controller's ability to maintain the alignment of the 

robot with the desired route. These tests provide crucial 

information on how the controller responds to changes 

in direction and adjusts its variables to achieve precise 

navigation. Fig. 10 demonstrates that all algorithms 

perform well in navigation conducted in Gazebo, they 

execute an almost perfect square in any of the 

controllers.  

 

 

 
(a) 

 

 
(b) 

 
Fig. 10. Square made in simulation: (a) Distance  

From The Line and Heading Controller; (b) Vector  

Field Controller. 

After the autonomous navigation experiments in a 

virtual environment, we transitioned to a real-world 

scenario by placing the tractor in a physical terrain to 

investigate the differences between the presented 

controllers. In these practical experiments, real-time 

navigation data was collected. The robot was 

positioned in a terrain similar to the simulated one to 

maintain consistency with the simulation. 

To visualize the data from the experiments for each 

control system, a visual presentation was created to 

provide a clear and comparative perspective of the 

performance of each controller in a real-world 

environment. This practical approach aims to offer 

more practical and valuable insights into the behavior 

and effectiveness of navigation controllers in the real 

world. The tests conducted can be observed in Fig. 11, 

as depicted below. 

 

 

  
(a) 

 

 
(b) 

 
Fig. 11. Square made in the real robot: (a) Distance  

from The Line and Heading Controller; (b) Vector  

Field Controller. 

 

 

Transitioning from simulation to real-world 

scenarios, the study conducted practical navigation 

tests on terrain resembling the simulated environment. 

Real-time navigation data from these experiments 

enabled a direct comparison of different navigation 

controllers' performances in both virtual and  

real-world contexts. 

Additionally, performance criteria methods, ITAE, 

IAE, and ISE, with formulas (1), (2), and (3) 

respectively, were calculated as illustrated in Table 2. 

The results are presented separately for real and 

simulated environments. 

In Fig. 12, it can be observed the tractor following 

its path in the square, where each image represents 

each vertex of the square, both in simulation and in a 

real-world environment. 
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Table 2. Performance Indicators. 

 

Alg. ITAE IAE ISE Mean [m] 
Stand. Dev. 

[m] 
Max. [m] Nav. Time [s] 

Real_DFLH 1257.3 95.303 19.677 0.21 0.19 0.74 93.60 

Real_VF 520.96 66.989 11.848 0.18 0.17 0.66 82.46 

Sim_DFLH 26.452 4.5833 0.0816 0.05 0.04 0.18 226.56 

Sim_VF 43.462 8.6495 0.3299 0.05 0.04 0.14 188.60 

 

 

 

 
 

Fig. 12. Simulation vs Real Life Navigation. 

 

 

4. Conclusion 
 

In the pursuit of enhancing autonomous robotics 

for real-world applications, our study delves into the 

intricate architecture and functioning of a robotic 

system equipped with a sophisticated sensor module. 

The modular nature of ROS, represented by 

interconnected "nodes" and "topics," provides a 

scalable and adaptable structure applicable to systems 

of varying complexities. Such modularity ensures that 

each program within the system is recognized as an 

integral part, fostering a holistic understanding of the 

system's dynamics. The sensor module, named 

"Sentry," integrates various sensors, including IMU, 

magnetometer, LiDAR, RGBD, thermal cameras, and 

GPS. These sensors collectively contribute to the 

robot's perception and decision-making processes. 

The incorporation of the YoloV5 algorithm in 

RGBD and thermal cameras allows not only obstacle 

detection but also the identification of human presence. 

An emergency stop mechanism triggered within  

7 meters exemplify the integration of safety measures 

into the trajectory planning system. 

The PID controllers, implemented with tuning 

methodologies such as Cohen-Coon, demonstrate their 

effectiveness in maintaining desired parameter values. 

The comparison of PID controllers, each associated 

with specific errors and a variant incorporating  

Vector-Field, provides valuable insights into their 

practical application for optimized robotic control 

across diverse scenarios. Ensuring the safety of the 

robotic system, a software protection mechanism 

restricts the sum of linear and angular velocities to 

maintain a predefined speed range. This consideration 

acknowledges the differential drive system's two-axis 

nature, where the x-axis signifies linear velocity, and 

the z-axis represents angular velocity. The study 

seamlessly transitions from simulated Gazebo 

environments to real-world scenarios, conducting 

comprehensive navigation tests. 

The quantitative analysis presented in the 

concluding results provides a comprehensive overview 

of the navigation controllers' performance metrics, 

including ITAE, IAE, ISE, mean, standard deviation, 

maximum deviation, and navigation time. These 

metrics underscore the controllers' efficacy in 

executing an 8 by 8-unit square trajectory, a 

challenging task requiring precision and adaptability. 
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Summary: The development of technologies for robots that operate autonomously in challenging forest environments is 

essential for effective natural resource management and wildfire prevention. This paper discusses the development of a sensory 

architecture that integrates a wide range of sensors to provide precise inputs to a system and enable a forest robot to make 

autonomous and adaptive decisions. For this purpose, a set of variables is defined in this architecture, thus achieving a 

distributed system capable of processing various subsystems in parallel to enable the conversion of a forest mulching machine 

into an autonomous forest robot. Finally, experimental validations are conducted to verify the robustness of the  

developed system. 

 

Keywords: Sensors, ROS, Sensor fusion. 

 

 

1. Introduction 
 

In recent years, forest fires have devastated vast 

expanses of forested areas, causing negative impacts 

on the environment such as air quality degradation, 

water pollution, and reduction of flora [1]. 

Consequently, preventive methods are necessary to 

reduce the risk of fires, and one of these methods 

involves vegetation removal [2]. Vegetation removal 

can be accomplished through various means; however, 

forest mulching machines are capable of effectively 

clearing vegetation and are an asset for such tasks, 

contributing to fire prevention efforts. 

However, working in environments such as forests 

and agriculture is demanding, and farmers are 

increasingly aware of the need to automate their 

processes through robotics [3]. Nevertheless, robot 

navigation in forest environments has been considered 

challenging due to the estimation of their position over 

time, rendering wheel odometry unreliable due to the 

unstructured nature of the forest environment. 

Additionally, GPS signals can be degraded due to the 

density of trees [4]. 

This paper aims to contribute to the development of 

a sensory system that provides robust data with 

maximum redundancy, intending to transform a forest 

mulching machine into an autonomous forest robot for 

vegetation clearance in forest environments. This 

system comprises a diverse array of sensors that will 

furnish a set of variables to the system, enabling the 

application of navigation algorithms to achieve the 

autonomous navigation of the robot. 

 

2. Related Work 

 
Mobile robotics has found a wide range of 

applications, and one that has stood out in recent times 

is the integration of robots in forestry and agriculture. 

In forestry, the use of robotics can encompass various 

applications such as environmental preservation and 

monitoring. 

For example, in the study conducted by Hellström 

et al., the authors developed a robotic prototype that 

achieves precise localization through the integration of 

multimodal sensors such as GPS for odometry 

estimation, inertial measurements, and the use of Laser 

and Radar sensors for obstacle detection [5]. Olsen et 

al. are developing a robot that uses computer vision 

and image processing techniques to identify weeds 

with a precision rate of 90 %, enabling the targeted 

spraying of herbicides [6]. 

In summary, the advancements made in robotics in 

forestry over the years have been substantial; however, 

the field is still in its early stages due to the challenges 

presented by the forest environment, such as the 

irregularity of terrains [4]. Additionally, most work in 

this area focuses on the development of solutions that 

either require human teleoperation or are limited to 

structured environments. Thus, the Forest for Future 

(F4F) project aims to develop a multimodal sensor 

system that can be applied to existing and 

commercially available forest mulching machines, 

transforming them into autonomous entities for 

vegetation removal tasks. 
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3. F4F Project 

 
This paper is part of a pilot project PP8 – 

Demonstration of Forest Cleaning Techniques and 

Tools, within the Forest for the Future (F4F) project 

(CENTRO-08-5864-FSE-000031). The main 

objective of this project is to develop and demonstrate 

autonomous forest machines for vegetation cutting. To 

achieve this goal, existing remote-controlled forest 

platforms available in the market are adapted by 

installing the necessary hardware and control software 

for their location and operation safely and efficiently. 

Innovative solutions for forest machines are also 

implemented for vegetation cutting. 

 

 

4. The Forestry Robot 

 
The robot consists of a forest mulching machine 

called Green Climber LV 600 PRO from MDB, as 

shown in Fig. 1, equipped with an internal combustion 

engine. This machine is an ideal choice for performing 

vegetation clearing tasks on roads and highways, as 

well as in forests with high vegetation density. 
 

 

 
 

Fig. 1. Forestry Robot. 
 

 

Its control/teleoperation is through a remote control 

that sends radio frequency signals to a module, as 

schematically illustrated in Fig. 2, connected to the 

outputs of the tractor, allowing control of the hydraulic 

movements of the equipment installed in the machine. 

The machine's outputs include, for example, the 

movement of the tracks, adjustment of the tool height, 

control of the engine rotations, and control of the 

crusher, among others. 
 

 

 
 

Fig. 2. Control of the forestry machine via radio frequency. 
 

 

To convert this forest machine into an autonomous 

robot, a sensory system called Sentry was installed. 

Sentry consists of an aluminum box that integrates a 

set of sensors to enable various levels of autonomy for 

autonomous navigation. 

 

 

4. Work Develop 

 
This chapter will address the work carried out in 

the development of the sensory system. This system is 

called Sentry, and in terms of its physical structure, it 

consists of an aluminum box that integrates a set of 

sensors, with its location at the rear of the robot, as 

depicted in Fig. 3. Subsequently, this system is 

connected to the forest machine through a plug, thus 

gaining full control. Concerning the software structure, 

this system is divided into various subsystems to 

enable the robot to achieve different levels  

of autonomy. 

 

 

4.1. Architecture of the Sensory System 

 

The developed sensory system consists of a 

distributed system, as illustrated in Fig. 4. This system 

comprises a minicomputer known as Nvidia Jetson 

Xavier Nx, which serves as the system's brain and is 

responsible for managing all processes. Connected to 

this minicomputer are sensors, including GPS, IMU, 

magnetometer, LIDAR, RGBD cameras, and thermal 

cameras, forming a distributed sensory architecture, as 

depicted in Fig. 4. This approach aims to create 

additional subsystems for redundancy in information 

during the robot's operation, ensuring greater 

efficiency for its autonomous navigation. 

 

 

 
 

Fig. 3. Sentry System Integrated into the Forest Machine. 

 

 

 
 

Fig. 4. Sensory Architecture. 
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Each subsystem will have an independent task to 

provide variables for the autonomous navigation of the 

robot. These variables include: 

• Position; 

• Orientation; 

• Environment perception; 

• Safety. 

The fusion of these variables will enable the robot 

to move autonomously when navigation algorithms  

are applied. 

To determine each of the mentioned variables, it 

was necessary to integrate a set of sensors, as shown in 

Table 1. To determine the position and orientation 

variables, the Duro Inertial sensor was used, consisting 

of a GNSS (Global Navigation Satellite Systems) 

receiver, a 6-DoF IMU sensor for measuring 

acceleration and rotation rate, and a three-dimensional 

magnetometer sensor to measure magnetic fields. For 

acquiring the Environment Perception variable, a 

Velodyne VLP-16 was used, which comprises 16 laser 

channels with a 360º field of view, providing a 

comprehensive understanding of the environment and 

high spatial resolution for object detection. Finally, to 

determine the Safety variable, two Intel RealSense 

D435i RGBD cameras and two Flir ADK thermal 

cameras were used. Through the RGBD cameras, 

objects can be identified, and distance measurements 

to them can be made. To detect objects in adverse 

weather conditions such as the presence of dust, 

infrared cameras are used. 

 

 
Table 1. Sensors used in the Sentry System. 

 

Variable Sensor Used 
Sensor 

Name 

Estimate

d Price 

(per unit) 

Position GNSS + IMU 
Duro 

Inertial 
5000.00€ 

Orientation 
Magnetomete

r + IMU 

Environmen

t perception 
LIDAR 

Velodyne 

VLP-16 
4500.00€ 

Safety 

RGBD 

Cameras 

Intel 

Realsense 

D435i 

550.00€ 

Thermal 

Cameras 
Flir ADK 2500.00€ 

 

 

4.2. Position Variable 

 

This variable is determined through the application 

of an Extended Kalman Filter. The Kalman filter is a 

technique that integrates sensor measurement data, 

including noise, with a dynamic model to improve the 

corrections of system estimates. This filter is 

commonly used in position estimation in autonomous 

driving systems [7]. In the case of the Sentry system, 

this filter will use the IMU for a prediction step and the 

GPS to project the update step of the filter. With this 

filter, it is possible to minimize the error introduced by 

the GPS and the IMU, obtaining a more robust position 

estimate over time. 

4.3. Orientation Variable 

 

The acquisition of the robot's orientation is through 

the Magnetometer and the IMU. This orientation is 

related to the rotation of the robot around its Z-axis and 

is referred to as Heading, representing a direction 

vector. To obtain the heading, a set of procedures must 

be taken into account, as illustrated in Fig. 5, where the 

magnetometer sensor undergoes a calibration process, 

followed by a filtering process using an EMAF, 

responsible for removing noise from this sensor. 

Finally, a model is applied to compensate for the 

inclination of the heading in the X and Y axes. 

Ultimately, a compensated heading is obtained, 

indicating the direction in which the robot is oriented, 

with the X-axis corresponding to the East and the  

Y-axis corresponding to the North. 

 

 

 
 

Fig. 5. Model to obtain Heading for Orientation. 

 

 

4.4. Environment Perception Variable 

 

For environment perception, a LIDAR sensor is 

used. An algorithm called "adaptive_clustering" is 

applied to the Point Cloud provided by the LIDAR. To 

enable the robot to successfully avoid obstacles, it is 

essential that it can identify what is within its Field of 

View (FOV). In this regard, this algorithm has been 

incorporated, capable of detecting the presence of both 

static and dynamic objects. Moreover, determining the 

dimensions of these obstacles is crucial. 

The clustering process of LIDAR scan data plays a 

fundamental role in object detection in specific 

environments. With the help of clustering, we can 

identify and distinguish different objects present. 

However, in the scope of this project, the primary 

function of LIDAR clustering is to detect the presence 

of objects without the need for a more in-depth 

analysis. Clustering brings a significant advantage as it 

considerably reduces the processing load of point 

cloud data. This is achieved by defining regions of 
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interest and specific distances, simplifying the 

processing of data obtained by the LIDAR. 

The interaction between this algorithm and the 

Sentry system was facilitated through the Robotic 

Operating System (ROS), using a ROS package called 

"adaptive_clustering," as shown in Fig. 6. 

Visually, each cluster is represented by a polygon 

that includes the maximum and minimum X and Y 

coordinates of the points that compose it. These 

coordinates are crucial for determining the distance 

relative to the LIDAR, in the specific case, the 

Velodyne, as they are perpendicular to it. 

Subsequently, this information proves to be extremely 

important for obstacle avoidance during the  

robot's navigation. 
 

 

 
 

Fig. 6. Perception of Robot System. 
 

 

4.5. Safety Variable 
 

The navigation of a forest robot must take into 

account safety issues, such as the detection of people, 

animals, etc. For this purpose, a vision system 

composed of 2 RGBD cameras and 2 thermal cameras 

assists in addressing these safety concerns by using an 

object detection algorithm, in this case, Yolov5. 

YOLOv5 is an object detection algorithm and is a 

vision model designated as "You Only Look Once" 

(YOLO). This algorithm belongs to the YOLO family 

due to its efficiency and speed in real-time object 

detection. YOLOv5 represents the fifth generation of 

this series, offering significant improvements over 

previous versions [8]. 

By combining YOLOv5 with distance 

measurement to objects, the robot's state can be 

changed when it operates, thus ensuring safe 

navigation of the robot in a given environment. 

 

 
4.6. Interaction between Subsystems 
 

For the interaction between subsystems, the ROS 

framework was used, which is an open-source 

framework that allows robots to perform tasks. ROS 

aims to serve as a common software platform for 

people building or using a robot [9]. By using ROS, 

communication with all sensors is possible, allowing 

the manipulation of data from these sensors and the 

implementation of subsystems running 

simultaneously. Fig. 7 presents the software 

architecture behind the Sentry system along with ROS. 

 

 

 
 

Fig. 7. Software Architecture of the Sentry System. 

 

 

5. Experimental Validation 
 

This chapter aims to validate the implemented and 

suggested algorithms in the Sentry system to verify if 

the chosen sensors provide the intended functionalities 

to the system. Additionally, it seeks to confirm whether 

the proposed variables are correctly processed for 

application in navigation algorithms. 

 

 

5.1. Validation of the Position Variable 
 

For the validation of the Position variable, an 

experiment was conducted in a forest environment 

where the robot performed a straight autonomous 

trajectory of 10 meters. In this test, a navigation 

algorithm was selected, and a destination coordinate 

was given to the Sentry system to autonomously guide 

the robot to the final coordinate. The robot initialized 

its trajectory at point 0.0,0.0, oriented to the East, and 

a destination coordinate was set, in this case, 10.0,0.0. 

To evaluate the position variable, the same trajectory 

was performed twice, once without the Kalman filter 

(i.e., using data directly from the GNSS sensor) and 

another trajectory with the Kalman filter. 

Fig. 8 shows the path taken by the robot to reach 

the destination coordinate. 

 

 

 
 

Fig. 8. Straight trajectory performed by the robot  

for position evaluation. 

 

 

Thus, the aim is to assess the impact of the Kalman 

filter on the position variable. For this purpose, 

evaluation indicators were used, including the 

maximum distance from the trajectory and the Root 
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Mean Squared (RMS), which is the square root of the 

average of the squares, for all points along the 

trajectory. Fig. 9 displays the data obtained from the 

trajectory performed by the robot. Graphically, it is 

evident that the Kalman filter achieves a better 

estimation of the position, as the trajectory is closer to 

the reference. Additionally, without the filter, more 

oscillations in the position are observed, which result 

from measurement errors and limitations imposed by 

the GNSS sensors. 

Finally, Table 2 displays the results obtained from 

the experiment, where the Kalman filter provides a 

clear view of the performance of the position variable. 

Additionally, the Kalman filter shows a lower RMS 

value, indicating more robustness and reliability in  

the results. 

 

 
Table 2. Results obtained from the evaluation indicators  

of the position variable. 

 
Max (m) RMS (m) 

Kalman 

Filter 

Without 

Filter 

Kalman 

Filter 

Without 

Filter 

0.291 0.442 0.151 0.279 

 

 

 

 
 

Fig. 9. Points collected during the trajectory without filters and with the Kalman filter. 

 

 

5.2. Validation of the Orientation Variable 

 

To validate the Orientation variable, we used the 

experiment conducted in Section 5.1 to collect data 

related to the robot's orientation angle, in this case, the 

Heading based on the trajectory shown in Fig. 8. With 

this test, we aim to analyze whether the process 

implemented in Fig. 5 can provide accurate orientation 

to the robot when it navigates autonomously. Thus, 

Fig. 10 graphically displays the angular variation 

concerning the reference angle (in this case, 0º). 

 

 

 

 
 

Fig. 10. Heading during the linear trajectory. 

 

 

Based on the results obtained in Table 3 and the 

data displayed graphically in Fig. 10, promising 

outcomes are observed for the orientation variable. It 

is noteworthy that there is a discrepancy in the data 

regarding the Reference Heading, which is attributed 

to the inherent inability of this type of machine to 

travel in a perfectly straight line and is also influenced 

by vibrations transmitted by the combustion engine. 
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Table 3. Performance Indicators  

of the Orientation Variable. 

 

Max (º) Variance (º) 

10.15 7.02 

 

 

5.3. Validation of the Environment Perception  

       Variable 

 

The test conducted with the LIDAR sensor aimed 

to evaluate the adaptive_clustering algorithm's ability 

to detect obstacles in a forest environment. Fig. 11 

illustrates the output of this algorithm when it detects 

obstacles, creating polygons around the identified 

objects. Within each polygon, the maximum and 

minimum values of the X and Y coordinates, along 

with the distance to the detected object, are recorded. 

This test was conducted with the machine in 

teleoperation to assess the impact of vibrations on the 

system's performance. 

 

 

 
 

Fig. 11. Adaptive Clustering Algorithm on the Velodyne 

VLP-16 Point Cloud. 

 

 

5.4. Validation of the Safety Variable 

 

To analyze the performance of the Safety variable, 

an experiment was conducted to assess the capability 

of the YOLOv5 algorithm to operate on the Jetson 

Xavier Nx. Two thermal cameras and the RGB camera 

from Intel were utilized, along with the depth camera. 

The result of this experiment can be observed in  

Fig. 12, where the functionality of the YOLOv5 

algorithm was validated by detecting objects. This 

information is valuable when the robot is executing a 

trajectory autonomously. 

 

 

 
 

Fig. 12. Output of the YOLOv5 Algorithm with the NVidia 

Jetson Xavier Nx. 

6. Conclusions 

 
The work presented in this paper aims to develop a 

sensory system enabling the autonomous navigation of 

a forestry machine. Within this system, a sensory 

network susceptible to integration with ROS was 

implemented, creating a multimodal architecture 

applicable to any forestry grinding machine. This 

provides crucial variables such as position, orientation, 

perception, and safety for the correct operation of the 

robot in autonomous mode. The proposed 

methodology around the sensors results from a study 

on algorithms and techniques to robustly supply a set 

of variables to the system. 

Experimental validations allow us to assess 

whether the proposed methodologies provide 

conditions for the robot to move autonomously in a 

forest environment. Regarding the position variable, 

the Kalman filter proved to be an asset for position 

estimation over time. Concerning the orientation 

variable, the proposed methodology can provide a 

direction vector to the Sentry system, indicating the 

direction in which the robot is facing. 

The Environment Perception variable, utilizing the 

'adaptive_clustering' algorithm, aids in rapidly 

detecting the presence of dynamic and static objects. 

The safety variable, using the YOLOv5 algorithm, 

helps detect and identify objects, a significant 

advantage for the robot to make real-time decisions. 

For more details on the Sentry system architecture, the 

article available at [10] delves deeper into the data 

acquisition methods, particularly concerning position 

and orientation. 

In conclusion, it is believed that the Sentry system is 

an asset for application in other forestry grinding 

machines. 
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Summary: Ensuring the accuracy of each picking operation is crucial to prevent errors that may cascade through downstream 

processing. This paper presents research findings on the pivotal aspect of post-hoc validation of pick operations in robotic 

applications. The proposed solution involves developing four quality inspection services: Object Presence, Object Type 

Verification, Precise Pose Estimation of the object in the gripper, and Detection of Object Surplus. These services are 

accomplished by integrating feedback signals from a gripper controller (e.g., the 2F-85), data from embedded sensors in the 

gripper (e.g., tactile sensors), and computer vision algorithms such as object detection (e.g., YOLOv7) and pose estimation via 

the ICP algorithm. Additionally, two ad-hoc solutions for surplus detection were specifically developed for the type of handled 

objects. The implementation results demonstrate the effectiveness of the proposed solution in ensuring proper grasp quality in 

robotic kitting and picking tasks. 

 

Keywords: Grasp monitoring, Object detection, Object pose, Surplus detection, Computer vision, YOLO, ICP-algorithm. 

 

 

1. Introduction 
 

Robotics is a rapidly growing field with diverse 

applications across industries. As robots become 

integral to production lines, ensuring their safe and 

effective task performance is paramount. A critical 

aspect of this lies in the robots' ability to grasp objects 

accurately and securely. Sensor-based object grasping 

and grasp quality estimation, also known as grasp 

monitoring, are vital skills to detect and rectify grasp 

failures or errors, preventing potential damage or 

misplacement of products. 

Accurate and secure grasping is crucial for the safe 

and effective execution of robotic tasks. However, 

achieving high-quality grasping poses challenges due 

to the complexity of the process and the diversity of 

objects involved in various applications. Poor grasping 

quality can have severe consequences in industries like 

manufacturing, logistics, and healthcare. 

In manufacturing, subpar grasping quality can 

result in defective products directly impacting their 

quality. In logistics, it can lead to damaged goods, 

causing financial losses and delivery delays. 

Developing effective grasp monitoring solutions for 

robotic applications is essential to ensure robots can 

perform tasks safely and effectively, without causing 

harm or damage. 

Overall, while several methods for grasp 

monitoring in robotic applications have been proposed 

in the literature, each method has its own strengths and 

limitations. In this paper, we propose a novel solution 

for grasp monitoring that overcomes many of the 

limitations of previous approaches. Our solution 

utilizes a combination of gripper data, tactile sensor 

feedback, and computer vision techniques, to detect 

any deviations between actual and expected pose in the 

grasped part that can occur during the picking 

operation due to several reasons such us: (1) small 

errors in the setup, for instance in robot-world 

calibration, robot-camera calibration, gripper 

construction, camera trueness, reflections etc. 

Sometimes these errors cancel each other out, and 

sometimes they add up to a noticeable larger error.  

(2) When bin picking, the suction cup might slightly 

move the objects in the bin while entering or making 

contact with the object, before actuating the vacuum. 

This article introduces a novel solution for 

monitoring the grasp quality of objects in robotic 

applications such as kitting and assembly. The 

proposed solution comprises four quality inspection 

services (see Fig. 1): (1) Object Presence, (2) Object 

Type Verification, (3) Accurate Object Pose 

Estimation, and (4) Object Surplus Detection. 
 

 

 
 

Fig. 1. Different type of grasp quality. 
 

 

These services leverage feedback signals from 

embedded sensors in the gripper (e.g., the 2F-85 

Robotiq gripper) and computer vision algorithms (e.g., 

YOLOv7) for object detection and type verification, 

the Iterative Closest Point (ICP) algorithm for accurate 

object pose estimation, and color detection or 

background subtraction algorithms for object  

surplus detection. 

 

 

2. SOTA Review 
 

In recent years, various methods have been 

developed for grasp monitoring in robotic applications, 
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each with its own strengths and limitations. These 

methods can be broadly categorized into vision-based 

and sensor-based approaches. 

Vision-based approaches rely on computer vision 

to identify objects and their poses. Among the  

vision-based approaches, the authors of [3] presented a 

comprehensive survey on vision-based robotic 

grasping. The grasp estimation task included 2D planar 

grasp methods and 6DoF grasp methods, where the 

former is constrained to grasp from one direction. The 

paper focuses on object localization, pose estimation, 

grasp estimation, and path planning. The authors of [4], 

a more recent work, in which Zhang et al. proposed a 

system that used a convolutional neural network 

(CNN) to recognize the object and a depth camera to 

estimate the pose of the object. The system was able to 

detect the presence of an object, its orientation, and 

whether it was correctly grasped or not. However, the 

system was limited to objects with simple shapes, and 

it could not detect the object’s identity accurately. 

On the other hand, sensor-based approaches rely on 

sensors such as tactile, force-torque, or pressure 

sensors integrated with the gripper to monitor the grasp 

quality. For instance, the authors of [5] used a tactile 

sensor to detect contact points between the gripper and 

the object, detecting object presence and correct 

grasping but limiting the analysis to objects with flat 

surfaces and not detecting object orientation. The work 

in [6] proposed a solution using a tactile sensor for 

monitoring the grasping force of a robotic gripper. The 

system utilized an array of pressure-sensitive sensors 

integrated into the fingers of the gripper to measure the 

grasping force. However, this approach only provided 

limited information about the grasped object, such as 

the force applied, and did not provide any information 

about the object itself. 

In [7], the authors proposed a solution that uses a 

combination of force and vision-based sensing to 

monitor grasping tasks. The system utilized a 6-axis 

force/torque sensor and an RGB-D camera to measure 

the force and position of the object during a grasp. 

However, this approach requires a highly calibrated 

system and only works for objects with distinct shapes 

and features. In [8], the authors proposed a solution 

using a multi-camera system for grasp monitoring. The 

system utilized multiple cameras to capture the 

grasping task from different viewpoints and triangulate 

the position and orientation of the grasped object. 

This review highlights the limited number of 

work/research done on this topic and the limitations 

found in the existing grasp monitoring methods in 

robotic applications, such as the reliance on specific 

types of sensors, difficulties in detecting object pose 

and orientation, and limitations in handling objects 

with complex shapes or textures. These limitations 

have motivated the development of novel approaches 

to improve grasp monitoring in robotic applications. 

To overcome these limitations, a hybrid solution is 

proposed that is based on the use of gripper data, tactile 

sensors, and computer vision techniques for grasp 

monitoring in robotic applications. The proposed 

solution detects the presence, type, and pose of the 

object grasped, as well as any surplus offering more 

reliable and accurate grasp monitoring in various 

robotic applications. 

 

 

3. Methodology 
 

As indicated in the SOTA section, there is currently 

a lack of tools available to enable grasp monitoring and 

ensure the quality of grasping. To address this need, it 

is necessary to develop a system that combines data 

from the gripper actuation (such as current, 

pressure/force, or position) with feedback from the 

camera-based object localization system to provide a 

comprehensive view of the grasping quality. 

The proposed solution in this paper offers a novel 

approach to grasp monitoring that addresses some of 

the limitations and challenges of existing solutions. 

The object presence quality leverages all available 

signals, including gripper signals, tactile sensor data, 

and computer vision techniques, to detect the presence 

or absence of an object. 

While one of the commonly used approaches for 

object presence involves tactile sensors, it is essential 

to note their limitations, such as sensitivity to noise and 

their inability to provide accurate information about 

the object's type and pose. In the current version 

developed and presented in this paper the object 

presence is ensured using the Gripper 2F85-140 [2] 

that gives an output signal True/False that indicates the 

presence or absence of an object in the gripper. The 

object presence and type verification qualities rely 

both on a vision-based approach that uses the YOLOv7 

[9] neural network for object detection and 

recognition. In which the models were trained using 

synthetic data generated by the CAD2RENDER tool 

[1]. The tool uses a CAD file of an object (or multiple 

ones) and renders images of the object(s) with different 

backgrounds, orientations, and positions. This 

approach enables the neural network to recognize 

objects with high accuracy, regardless of their position 

or orientation. Fig. 2 shows an example of the images 

generated using this tool. 

 

 

 
 

Fig. 2. RGB, mask, and depth images created using  

the CAD2RENDER Tool. 

 

 

To achieve sub-mm accuracy in pose estimation for 

the quality inspection service, the Iterative Closest 

Point (ICP) [10] algorithm is employed in conjunction 

with the ZividTwo RGB-Depth sensor, providing a 

high-accuracy and dense point cloud. 
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For the surplus detection quality, distinct solutions 

were developed for different objects encountered 

during project execution. Because having a surplus 

when picking an object was case specific and 

happening only with certain type of object. The 

solutions developed include color detection, pixel 

counting, and background analysis, for example, a line 

laser stripe and a camera set at a low exposure time 

were used to detect any surplus when picking flat 

metallic sheets with a magnetic gripper (see Fig. 3), 

while a background subtraction technique was used for 

detecting the surplus when bin-picking the O-rings 

(see Fig. 4). 

 

 

 
 

Fig. 3. Example of object surplus detection (flat metallic 

sheet case). 

 

 

 
 

Fig. 4. Example of object surplus detection  

(O-rings case). 

 

 

3.1. Implementation 
 

The developed solution presented in this paper was 

fully implemented and tested in ROS (Robot Operating 

System) [11] and SkiROS2 [12]. ROS is a popular 

middleware for robotics that provides a common 

framework for communication and data sharing 

between different modules. SkiROS2 is a skill-based 

platform, that was developed on top of ROS in order to 

organize robot knowledge and its behavior by 

composing skills (modular software blocks) into 

behavior trees, more information about this framework 

is available at the following link-SkiROS2. 

The communication between the low-level nodes 

i.e., the sensors (e.g., Zivid-2, tactile sensor, etc.) and 

the computer vision algorithms (e.g., YOLOv7, ICP, 

background subtraction) is done using the topics and 

services communication methods defined and built in 

within ROS. Services are used for requests and 

responses, while Topics are used for publish/subscribe 

messaging. This allows the different nodes to 

communicate with each other in a loosely coupled 

way, which makes the system more flexible and 

adaptable. 

The communication with the orchestrator (i.e., 

manager) of the work cell is done via the action 

communication protocol of ROS. Actions are a more 

complex type of messaging that allows for more 

complex interactions between ROS nodes. In this case, 

the orchestrator actions were used to send commands 

to the low-level nodes and to receive feedback  

from them. 

To take full advantage of the modularity offered by 

ROS, the sensors and computer vision algorithms were 

all running on dedicated docker containers. Docker 

[13] containers are lightweight virtual machines that 

allow for the easy deployment and management of 

software applications. In this case, the use of docker 

containers made it easy to deploy and update the 

different sub modules. 

 

 

4. Results 

 
The object detection quality service was ensured 

using the built-in functionality of the Robotiq-Gripper 

2F-85 [2], providing a True/False signal reflecting the 

presence or absence of an object in the gripper. While 

advantageous in its ability to function regardless of the 

object's grip quality, it cannot provide information 

about the type of object held by the robot gripper. 

An alternative approach for simultaneous detection 

quality and recognition involves utilizing a vision 

system combined with a neural network (e.g., 

YOLOv7). The processing time averaged below  

100 ms with a precision score between 0.92 and 0.97. 

An example of the output obtained with this module is 

given in Fig. 5 that shows the results of the detection 

on two different type of industrial objects (rotor1, and 

rolling bearing). 

 

 

 
 

Fig. 5. Example of object detection with YOLOv7. 

 

For object pose estimation in the robot gripper 

quality, the ICP algorithm is employed. Recognizing 

the algorithm's slow convergence and sensitivity to 

outliers, missing data, and partial overlap, the solution 

incorporates data such as the end effector and expected 

object poses. 

The solution filters the point cloud data, retaining 

points in the region of interest (ROI) around the 

expected object pose, see Fig. 6 for an example that 
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shows the raw data (full point cloud) and filtered data 

that will be used to estimate the pose of the object in 

the gripper. Using the CAD file of the object, the 

predefined set of pick points and the calibration 

parameters of the cell (i.e., camera-robot extrinsic 

calibration) the system calculate the expected rigid 

transformation of the object in the gripper (i.e., 

expected object pose). The rigid transformation is then 

compared to the actual pose of the object in the gripper 

(i.e., the one estimated with the ICP algorithm). If any 

unexpected movement during the pick operation (e.g., 

collision, push, slippage, etc.) has led to a large error 

between the expected and real poses, the system takes 

this delta into account and correct for it the  

final trajectory. 

 

 

 
 

Fig. 6. Example of object pose estimation with ICP. 

 

 

Several experiments were conducted using large 

(up to 10 cm) and small (down to 2 cm) objects to 

evaluate the performance of this quality service. The 

average latency recorded was below 0.4 seconds, with 

a pose accuracy below 1 mm/5 deg (see Table 1). 

 

 
Table 1. Example of ICP algorithm results. 

 

No. Rotor1 Rolling Bearing 

Processing Time (s) 0.21 0.38 

Position Accuracy (mm) 0.15 0.37 

Rotation Accuracy (deg) 3.2 4.3 

 

 

In the example shown in Fig. 7 a very large offset 

is introduced by manually rotating the part while it was 

already grasped, to clearly see the part is grasped 

'wrong'; placing the part in the traditional way would 

never succeed. In order to compensate for the grasp 

error; the estimated error pose is added on top of the 

predefined placing pose and used as new robot target 

to place the part correctly. An example of results 

obtained with and without this grasp quality when 

running a kitting application is shown in Fig. 8. 

The quality service for object surplus detection was 

tested and evaluated on three different objects prone to 

multiple pickups: the "flat metallic sheet" picked by a 

magnet gripper, the flexible "O-ring," and the "bearing 

sealing" picked by a two fingers gripper. The current 

version of the service utilizes three algorithms based 

on background subtraction, colour detection, and  

pixel counting. 

 

 
 

Fig. 7. The comparison between point cloud and expected 

pose is visualized, whereupon the ICP algorithm is applied 

to calculate the offset. The yellow part indicates where  

the object is expected to be, visualized on top of the 

measured point cloud. The introduced error can be  

clearly seen. 

 

 

 
 

Fig. 8. Results obtained with and without the  object pose 

estimation grasp quality for a kitting application. 

 

 

For the "flat metallic sheet," a red-line laser stripe 

and an RGB camera set to a low exposure time were 

used to detect the presence of plates and estimate the 

number of how many were picked (see Fig. 3). Setting 

the exposure time to a low value makes the detection 

of the red line more robust and accurate. In Fig. 3 an 

example of the images obtained when no plates, 1x, 2x, 

and 3x plates picked are shown. With this approach 

counting the number of plates picked by the magnet 

gripper is possible if the system is calibrated up front 

i.e., the number of pixels for one plate is known. 

For the flexible "O-ring," a colour detection 

algorithm and pixel counting approach were used (see 

Fig. 9 and Fig. 10). The results obtained when the robot 

picks only one object or multiple ones are shown in the 

figures below. 

As can be seen from the previous figures and 

because the way of picking one object (O-ring) does 

not always lead to the same configuration of the object 

in the gripper, the use of the background subtraction 

method was not possible for this case. This is why for 

this type of object another approach to detect the 

surplus based on the colour of the object was used. The 

advantage of the solution used for this type of object is 

the fact that it is quite fast, accurate under a controlled 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

133 

 

environment (fixed background and light conditions), 

and do not require any offline training. On the other 

hand, one of the drawbacks of this solution is that we 

are not able to estimate the number of objects picked. 
 

 

 
 

Fig. 9. Results when picking one green “O-ring” (number 

of pixels < 1 k). 

 

 

 
 

Fig. 10. Results when picking multiple green “O-rings” 

(number of pixels >> 5 k). 

 

 

For the "bearing sealing" surplus detection the 

background subtraction method was used. In Fig. 11 an 

example is given that shows how the method could be 

also applied to estimate the number of bearing sealing 

picked by the robot. 
 

 

5. Conclusion 
 

In this paper, we underscore the necessity for a 

reliable and accurate grasp monitoring system capable 

of detecting the grasp status of an object in the gripper 

(e.g., present or not, correct one, picked correctly, etc.) 

to provide feedback to the system and prevent potential 

grasp failures or errors. The proposed solution is 

grounded in the use of various technologies and 

techniques to achieve real-time, accurate, and reliable 

monitoring of the grasping process. This involves 

leveraging built-in sensors within the gripper (if 

available), along with external sensors such as tactile 

and vision-RGB-depth sensors, combined with 

computer vision algorithms for object detection, 

recognition, and precise pose estimation. 

Furthermore, the use of deep learning and other 

advanced techniques has enabled the development of 

more sophisticated and robust grasp monitoring 

systems, which can adapt to different environments 

and object types. 
 

 

 
(a) 

 

 
(b) 

 

Fig. 11. Example of surplus detection with the background 

subtraction algorithm when picking the bearing sealing 

from a tube. 

 

 

However, there is still room for improvement in 

terms of reducing the size and computational 

complexity of these systems, as well as addressing the 

challenges associated with real-time performance and 

resource constraints. Future research in this area can 

focus on further advancements in grasp monitoring 

techniques, exploring novel sensors and computational 

methods, and investigating the integration of these 

technologies into real-world robotic applications. 
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Summary: This paper presents a systematic literature review covering papers investigating human factors' influence on 

Overall Labor Effectiveness (OLE) in manufacturing organizations. The research protocol highlighted 15 papers examining 

various factors. In this literature review, among the models encountered, 15 incorporate at least one cognitive factor, 13 include 

at least one physical factor, and seven feature at least one psychological factor. The analysis revealed potential research 

opportunities due to some factors lacking scientific validity, either due to small participant numbers or works merely describing 

the relationship with OLE. Also, cognitive factors like reasoning, communication, and memory are not tackled by any of the 

papers studied. Importantly, no human factors were found to predict or describe availability. As a result, OLE cannot be entirely 

predicted in human-centric manufacturing contexts even though researchers have recognized the influence of specific human 

factors on performance. 

 

Keywords: Human factors, Industry 5.0, Overall labour effectiveness, Human performance. 

 

 

1. Introduction 

 
Overall Equipment Effectiveness (OEE) is a 

widely used metric to monitor and assess the 

performance of machines in factories [1]. This key 

performance indicator (KPI) is relatively easy to use to 

locate the source of waste in a process by monitoring 

three key metrics: availability, efficiency, and quality. 

While Industry 4.0 was heavily focused on 

automation and efficiency of processes, Industry 5.0 

has turned attention to environmental and social 

metrics [2]. By doing so, humans and their impact on 

the manufacturing process become a center of interest 

for this research field. Fortunately, an analog indicator 

of OEE exists for processes that rely on human 

intervention, called Overall Labor Effectiveness 

(OLE) [3, 4]. It is simply resumed as “the analysis of 

the cumulative effect that three workforce factors have 

on productive output” [5]. These three factors are 

availability, performance, and quality. 

However, human-centric measures bring their own 

challenges, and many researchers identify a lack of 

predictability in human performance [6-8] the rising 

interest in research regarding the role of humans in 

manufacturing performance. Accurate performance 

prediction models are required in many smart 

manufacturing solutions exploiting technologies such 

as artificial intelligence, optimization, and simulation 

models. In this regard, Abubakar and Wang report that 

most simulation models simply do not consider human 

factors, impacting the overall performance of the 

system [9]. That can be explained, in part, by the fact 

that human performance is hard to estimate due to the 

complexity of human cognition and behavior [10]. 

Considering the significant role that  

human-centered KPIs play in the context of Industry 

5.0 and the challenge recognized by several authors in 

incorporating human factors into prediction, 

optimization, or simulation models, it was deemed 

relevant to conduct a state-of-the-art review in this 

field. This paper aims to understand better which 

human factors have already been integrated into these 

models and which components of the OLE are sought 

to be predicted with them. 

To achieve this goal, a systematic literature review 

is conducted to identify papers investigating human 

factors and their influence on the OLE. More 

specifically, we try to answer the following questions: 

RQ1: Which human factors influencing OLE 

have been addressed? 

RQ2: What research strategies were used to 

study these influences? 

The paper is structured as follows: Section 2 

presents the research protocol used to retrieve papers 

of interest, Section 3 presents our main findings, and 

Section 4 concludes the paper. 

 

 

2. Methodology 

 
To identify papers of interest, a systematic literature 

review has been conducted according to the PRISMA 

guidelines [11]. First, the main concepts and their 

respective keywords were listed. For this research, 

three concepts were identified: Overall Labor 

Effectiveness (OLE), predictive models, and the 

manufacturing sector. Regarding OLE, keywords were 

identified based on the three factors it covers: 
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availability, performance, and quality. This generated 

the list of concepts and their associated keywords 

presented in Table 1. 
 

 

Table 1. List of concepts and keywords. 
 

Concept Keywords 

Overall Labor 

Effectiveness 

Overall labor effectiveness, 

Overall worker effectiveness, 

Worker availability 

Operator availability 

Labor availability 

Human performance 

Worker performance 

Operator quality 

Worker quality 

Prediction 
Predict* 

Estimate* 

Manufacturing Manufacturing 
 

 

Once this list was completed, it was translated into 

a query usable in the Scopus database. This database 

was chosen for its extensive coverage and the ease of 

searching for multidisciplinary and recent topics such 

as Industry 5.0 [12]. 

This query returned a total of 84 papers. Four 

papers were excluded because they were not written in 

English. Then, six papers were excluded as they were 

not peer-reviewed. One duplicate was also removed. 

Finally, 13 papers were excluded because their tags 

referenced non-manufacturing fields (physics and 

astronomy, earth and planetary science, material 

science, and health professions). No date filter was 

used in this query since no particular period in time 

was more relevant to the study. 

Out of the remaining 60 papers, 10 were eliminated 

after reviewing the abstracts. For the full reading of the 

articles, three exclusion criteria were established. The 

chosen articles had to be from the manufacturing 

sector, report impacts on at least one of the OLE 

factors, and study human factors. In the end, six were 

not from the manufacturing field, 12 did not report 

direct impacts on OLE, and 17 did not study human 

factors. After completing the screening process,  

15 papers were kept and analyzed in this systematic 

review. The complete process for identifying the 

papers is illustrated in Fig. 1. 

It can be noted that some of the excluded papers 

study ergonomic aspects of workstations, occupational 

safety and health (OSH), human fatigue, and the 

attraction of tasks to accomplish [13-16]. We 

acknowledge that these factors may indirectly impact 

one or many components of OLE (i.e., an 

undetermined leave of absence involving a workplace 

incident). Still, given the scope of this literature 

review, only the ones with a direct impact reported on 

OLE were kept. 
 

 

3. Results 
 

The literature reviewed in this study encompasses 

publications from the years 2004 to 2023.Table 2 lists 

the 15 articles selected following the identification 

process. Among these, two articles each introduce two 

distinct models within the same publication. 

Therefore, despite having only 15 papers, the total 

number of models analyzed in this literature review 

amounts to 17. 

Distinct research strategies are discernable 

throughout the literature review. Specifically, eight 

papers employ an experimental methodology protocol, 

one utilizes a questionnaire, and six are case studies. 

Seven papers report using simulation models and, 

therefore, do not involve human participants. For the 

other nine research works, the participant count ranges 

from 3 to 149, highlighting a significant variability in 

the statistical strength of these findings. 

Seven articles, either using an experimental 

protocol or employing a questionnaire, mention the 

study of assembly tasks without specific reference to a 

manufacturing domain. Among the case studies, the 

manufacturing domains identified are textiles, 

electronics, animal slaughter, footwear, heavy 

vehicles, and the automotive industry. 

A noticeable trend emerges when comparing older 

studies to more recent ones. Six of the nine studies 

published before 2019 are experimental, while only 

two of the seven published after 2019 fall into this 

category. In contrast, the prevalence of case studies 

shows a reverse trend. Before 2019, only three out of 

nine studies were case studies, compared to four out of 

seven in the publications from 2019 onwards. Finally, 

recent research shows a marked trend towards using 

real human participants. Of the articles published from 

2019 onwards, six out of seven report using human 

participants, compared to only three out of nine in the 

earlier works. 

According to Longo et al. taxonomy [17], human 

factors can be divided into cognitive, physical, and 

psychological categories. Following this taxonomy, 

we noted that 15 studies reported the impacts of 

physical factors, 13 focused on cognitive factors, and 

seven analyzed psychological factors. These findings 

are presented in Table 3. Each paper is numbered from 

1 to 15, and this numbering will be used in Table 2 and 

Table 3. 

From the perspective of the human factors studied, 

there appears to be considerable interest in workers' 

knowledge. This trend may be explained by the 

relative ease of evaluating this factor, for instance, 

through conducting surveys or consulting employee 

skills, which are usually well documented by human 

resources. Other cognitive factors such as attention 

level, communication, memory, and reasoning are less 

frequently studied. 

It should be noted that the studies measuring 

cognitive load and using this data as input for a 

predictive model employ a recognized test  

(NASA-TLX) conducted a posteriori [18]. No 

instances of cognitive load are measured in real-time 

in the surveyed works. An exception should be 

mentioned for the works of Oliff et al., in which fatigue 

is modeled by directly taking into account the 

cumulative working time in a shift [19]. 
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Fig. 1. Identification of papers according to PRISMA guidelines. 

 
Table 2. Objectives and methodology employed in the retrieved papers. 
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Authors Research Objective(s) 
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1 2023 
Arana-De la Casas et 

al. [18] 

Develop a study model of cognitive factors by creating a GUI based on the 

Dual-N-back technique to enhance human-machine interaction 
    X 10 

2 2023 La Fata et al. [21] 
Suggest a replicable approach using fuzzy logic to study the interdependencies 

in human factors affecting human reliability 
  X   3 

3 2022 Brochado et al. [22] 

Develop a root cause model based on graph theory, machine learning, 

operations research, and game theory to classify inefficient workers and 

predict the performance of the next production cycle 

X     14 

4  2020 Leva et al. [23] 

a. Develop a model for estimating human error in production based on the 

Rasch model 
X     149 

b. Develop a model for estimating human error in production X     25 

5 2020 Oliff et al. [19] 
Develop a neural network to predict human performance on a collaborative 

task, considering fatigue. The model was tested using a simulation. 
    X 0 

6 2019 Forkan et al. [20] 
Develop a tool for recognizing the tasks performed by workers through the 

Industrial Internet of Things (IIoT). 
X     4 

7 2018 
Abubakar and Wang 

[9] 

Design a discrete event simulation model that incorporates learning with 

experience and the reduction in speed due to age among operators. 
    X 0 

8 2018 Leva et al. [24] 
Develop an initial framework for human error assessment based on the Rasch 

model. 
X     149 

9 2017 
Di Pasquale et al. 

[25] 

Development of a simulation model to predict the impact of breaks on human 

reliability using the SHERPA method 
    X 0 

10 2016 Li et al. [10] 
Develop a classification algorithm based on KNN (K-Nearest Neighbors) and 

fuzzy logic to predict cycle time using quantitative data on 26 attributes. 
X     10 

11 2010 
Zülch and Becker 

[26] 

Develop a simulation model to measure the impact of a management policy on 

aging and inexperienced workers over the long term (15 years and more) 
    X 0 

12 2009 
Anzanello and 

Fogliatto [7] 

Develop a model using heuristics and the learning curve to improve the 

management of production tardiness and earliness. 
X     120 

13 2009 Khalil et al. [27] 
Develop a performance prediction model through simulation that considers 

organizational and operational factors. 
    X 0 

14 2004 Baines & Mason [28] 

a. Develop a simulation model aimed at predicting production pace based on 

the age of workers 
    X 0 

b. Develop a simulation model aimed at predicting production pace based on 

the circadian cycles of workers 
    X 0 

15 2004 
Juran and Schruben 

[29] 

Develop a simulation model that incorporates demographic factors for 

performance prediction. 
    X 0 
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Table 3. Human factors studied. 

 

Paper 

Human factor taxonomy according to Longo et al. (2019) 

Cognitive Physical Psychological 
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1 X     X  X X  X 

2 X X X X X X X  X   

3   X         

4 a X X X  X X X X  X  

4 b   X X  X X     

5      X      

6   X    X     

7   X   X      

8 X X X  X X X X  X  

9   X   X   X   

10   X   X X X X X X 

11      X      

12   X         

13   X    X     

14 a      X      

14 b      X      

15   X   X   X X X 

Total 13 15 7 

 

 

As expected, physical factors are the ones most 

extensively studied. Thirteen out of the 15 articles 

mention them. When considering wearable sensors for 

collecting worker data, popular sensors include heart 

rate monitors, accelerometers, gyroscopes, etc. The 

works of Forkan et al. mention the use of these types 

of sensors [20]. 

A cross-analysis was conducted between the human 

factors found as independent variables in the different 

models and the dependent variables that are sought to 

be described or predicted. The latter is divided into the 

three components of OLE, i.e., availability, 

performance, and quality [5]. The results of this 

analysis are presented in Table 4. 
 

 

Table 4. Cross-analysis of human factors and OLE components studied. 

 

 
 

 

The main focus of these studies revolved around 

modeling key output measures like cycle time, 

throughput, tardiness, and earliness, all directly tied to 

the performance facet of OLE. Papers associated with 

the OLE quality component predominantly monitored 

the frequency of errors made by workers. Interestingly, 
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none of these studies reported any results on the 

availability component of OLE. Consequently, human 

factors impacting the availability component of OLE 

would need to be further investigated. 

It is observed that knowledge and health are factors 

already well covered by the studies reviewed. As stated 

earlier, the ease of monitoring these factors may partly 

explain their more frequent use in models encountered 

in this literature review. 

According to Table 4, cognitive aspects related to 

communication, memory, and reasoning are not used 

to estimate the performance of employees on the work 

floor. The impact of attention, another cognitive factor, 

has been studied to a minimal extent. This highlights a 

second research opportunity concerning the impact of 

strictly cognitive factors on employee performance in 

the manufacturing environment. 

 

 

4. Conclusion 

 
This paper has presented a state-of-the-art review 

concerning the prediction of OLE based on human 

factors in the manufacturing sector. Several research 

opportunities have been identified, such as predicting 

workforce availability from human factors and the 

contribution of cognitive factors to human 

performance in manufacturing systems. 

This review also emphasizes that fully predicting 

OLE metrics remains unattainable due to an 

incomplete understanding of the impact of human 

factors on manufacturing operations. Future work is 

required to develop predicting models that can give a 

good estimate of the OLE. 
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Summary: The paper presents a method of optimizing dynamic systems governed by integro-differential equations of the 

second kind with weakly singular kernels; in such systems, the time range is infinite and the controls may be delayed. 

Performance assessments involve measuring the square distance between tracking functions and states and measuring the 

energy of controls. We report the results of typical examples. 
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1. Introduction 
 

Optimal control problems have been studied in 

numerous fields. Studies have described numerical 

optimization problems involving constraints and 

weakly singular integro-differential equations of the 

first [1-4] and second kinds [5, 6]. This paper focuses 

on minimum energies in tracking functions and on 

controls in dynamic systems governed by  

integro-differential equations of the second kind, in 

which the controls for the dynamic systems are 

assumed to introduce a delay. The rest of this paper is 

organized as follows: Section 2 presents a dynamic 

system modeled using weakly singular  

integro-differential equations of the second kind. 

Section 3 describes an algorithm for optimal delay 

control. Section 4 provides numerical results for 

selected examples. Finally, Section 5 presents a 

summary of this paper. 

 

 

2. Weakly Singular Equations 
 

Consider an integro-differential equation of the 

second kind: 

 

 
𝑑

𝑑𝑡
𝑥(𝑡) +

𝑑

𝑑𝑡
𝑥(𝑡 − 𝑏) +

𝑑

𝑑𝑡
𝐷𝑥𝑡  =  𝑢(𝑡, 𝜎), (1) 

 

where 𝑡, 𝑏, 𝜎 ≥ 0, along with the initial conditions 

 

 𝑥(𝑠)  =  𝜑(𝑠), 𝑢(𝑠)  =  0, 𝑠 ≤ 0 (2) 

 

In Equation (1), 𝑏 and 𝜎  are constants,  

with 𝜎 ≪ 𝑏. 
The Operator 𝐷 satisfied 

 

 𝐷𝑥𝑡  =  ∫ 𝑔(𝑠)𝑥(𝑡 + 𝑠)𝑑𝑠
0

−𝑏
   

 

The second part of the integrand represents 

 

 𝑥𝑡(𝑠)  =  𝑥(𝑡 + 𝑠),  

 

whereas the first part is a weakly singular function, 

 

 𝑔(𝑠) ∈ 𝐿1[−𝑏,  0],  

 

which is integrable, positive, nondecreasing, and 

weakly singular at 𝑠 =  0. In particular, the simpler 

form of 𝑔(𝑠)  =  |𝑠|−𝑝 (with a similar property to 

 

 𝑔(𝑠)  =  (1 −
1

𝑠
)

0.5

,  

 

in the aeroelasticity problem [2]) was considered, 

where 0 < 𝑝 < 1. 
If the integral 𝐷𝑥0 exists, integrating Equation (1) 

yields the following equation: 

 

𝑥(𝑡) + 𝜑(𝑡 − 𝑏) + 𝐷𝑥𝑡 = 𝐷𝑥0 + 𝜑(0) + 

+𝜑(−𝑏) + ∫ 𝑢(𝜏, 𝜎)
𝑡

0
𝑑𝜏, for 0 < 𝑡 ≤ 𝑏 

 

 

This equation can be represented as a Volterra 

integral equation of the second kind provided that  

the function 

 

 𝐷𝑥𝑡  =  ∫ |𝑠|−𝑝𝑥(𝑡 + 𝑠)𝑑𝑠
0

−𝑏
   

 

is absolutely continuous with respect to 𝑡 > 0 and that 

the product of the kernel and initial function 𝑔(⋅)𝜑(⋅) 

belongs to 𝐿1[−𝑏, 0]. 
Without loss of generality, we assume 𝑏 =  1 and 

use the equation 

 

 

𝑑

𝑑𝑡
𝑥(𝑡) +

𝑑

𝑑𝑡
𝑥(𝑡 − 1) +  

+
𝑑

𝑑𝑡
∫ |𝑠|−𝑝𝑥(𝑡 + 𝑠)𝑑𝑠

0

−1
 = 𝑢(𝑡, 𝜎), 

0 ≤ 𝑡 ≤ 1,  0 ≤ 𝜎 ≪ 1 

 

 

with initial data 
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 𝑥(𝑠)  =  𝜑(𝑠), 𝑢(𝑠)  =  0, 𝑠 ≤ 0,  

 
where 𝑢(𝑡, 𝜎) is a locally integrable function. 

The proposed method can be applied to more 

general cost functions. Nevertheless, this paper 

considers the typical cost function in a previous study 

[5] for comparison: 

 

 
Φ =  𝛼1 ∫ (𝑥(𝑡) − 𝜂(𝑡))2𝑑𝑡 +

𝑏1

0

+𝛼2 ∫ 𝑢(𝑡)2𝑑𝑡
𝑏1

0
, 

 

 
where 𝜂(𝑡)  is a target function and 𝛼1 and  𝛼2  are 

nonnegative constants whose sum is equal  

to 1, 𝑏1 → ∞. 
 

 

3. Numerical Method 

 
We discretize Equation (1) with the delay case 

𝑢(𝑡, 𝜎)  =  𝑢(𝑡 − 𝜎)  and the cost function Φ for  

𝑏1  =  𝑏 =  1 to construct a linear system with 

unknowns as states and controls. The space mesh 

points (corresponding to the 𝑠 variable) are discretized 

as −1 =  𝜏𝑛 < 𝜏𝑛−1 < ⋯ < 𝜏1 < 𝜏0  =  0, and a new 

variable 𝜉 is defined as follows: 

 

 𝜉(𝑡, 𝑠)  =  𝑥(𝑡 + 𝑠), −1 ≤ 𝑠 ≤ 0, 0 < 𝑡 (3) 

 
Equation (1) can then be reformulated as a first-

order hyperbolic equation, 

 

 
𝜕

𝜕𝑡
𝜉(𝑡, 𝑠)  =  

𝜕

𝜕𝑠
𝜉(𝑡, 𝑠), −1 ≤ 𝑠 ≤ 0, (4) 

 
with the condition 

 

 

𝜕

𝜕𝑡
𝜉(𝑡, 0) +

𝜕

𝜕𝑡
𝜉(𝑡, −1) +

+∫ |𝑠|−𝑝 𝜕

𝜕𝑠
𝜉(𝑡, 𝑠)𝑑𝑠

0

−1
 =  𝑢(𝑡 − 𝜎)  

(5) 

 
Next, we assume that the solution to Equations (4) 

and (5) has the form 

 

 𝜉(𝑡, 𝑠)  =  ∑ 𝜅𝑖(𝑡)𝐵𝑖(𝑠)
𝑛
𝑖 = 0 , (6) 

 
where the basis 𝐵𝑖(𝑠),  𝑖 =  0,⋯ , 𝑛  is expressed as 

follows: 

 

 𝐵𝑖(𝑠) =  

𝑠 ∈ [𝜏𝑖+1, 𝜏𝑖],

𝑠 ∈ [𝜏𝑖 , 𝜏𝑖−1],

otherwise.

  

 

Here, 𝐵𝑖(𝑠),  𝑖 =  0,1,⋯ , 𝑛,  represents piecewise 

linear functions. When the special form of 𝜉  in 

Equation (6) is substituted into Equations (4) and (5), 

the governing equations for 𝜅𝑖(𝑡),  𝑖 =  0,⋯ , 𝑛, 
become the following: 

 

 

𝑑

𝑑𝑡
𝜅𝑖(𝑡) =  

1

𝛿𝑖
(𝜅𝑖−1(𝑡) − 𝜅𝑖(𝑡)),  

𝑖 =  1,⋯ , 𝑛, 
(7) 

 
𝑑

𝑑𝑡
∑ 𝜅𝑖(𝑡)𝐵𝑖(0) +𝑛

𝑖 = 0
𝑑

𝑑𝑡
∑ 𝜅𝑖(𝑡)𝐵𝑖(−1) +𝑛

𝑖 = 0

+∫ |𝑠|−𝑝 ∑ 𝜅𝑖(𝑡)
𝑑

𝑑𝑠
𝐵𝑖(𝑠)𝑑𝑠 ==  𝑢(𝑡 − 𝜎)𝑛

𝑖 = 0
0

−1
, 

(8) 

 
where 𝛿𝑖  =  𝜏𝑖−1 − 𝜏𝑖 > 0, for 𝑖 =  1,⋯ , 𝑛. 

For time 𝑡,  the discretization contains 𝑇0, 
𝑇1, ⋯ , 𝑇𝑚, for 0 =  𝑇0 < 𝑇1 < ⋯ < 𝑇𝑚  =  1. 

We define Δ𝑘  =  𝑇𝑘+1 − 𝑇𝑘  for 𝑘 =  0,⋯,  
m – 1. 

By assuming 𝛼𝑖
𝑘  =  𝜅𝑖(𝑇

𝑘), for 𝑖 =  0, 1,⋯ , 𝑛, 
and 𝑘 =  0,⋯ ,𝑚, we can express Equations (7) and 

(8) as follows: 

 

 
1

Δ𝑘 (𝛼𝑖
𝑘+1 − 𝛼𝑖

𝑘)  =  
1

𝛿𝑖
(𝛼𝑖−1

𝑘 − 𝛼𝑖
𝑘), (9) 

 

 

1

𝛿1
𝛼0

𝑘+1 −
1

𝛿1
𝛼1

𝑘+1 +
1

𝛿𝑛−1
𝛼𝑛−1

𝑘+1 −
1

𝛿𝑛−1
𝛼𝑛

𝑘+1 +

+∑
𝑔𝑖

𝛿𝑖
(𝛼𝑖−1

𝑘+1 − 𝛼𝑖
𝑘+1) =  𝑢(𝑇𝑘+1 − 𝜎)𝑛

𝑖 = 1 , 
(10) 

 
where 𝑖 =  1, … , 𝑛, 𝑘 =  0, … ,𝑚 − 1, and 𝑔𝑖  =

 ∫ |𝑠|−𝑝𝑑𝑠.
𝜏𝑖−1

𝜏𝑖
 

Furthermore, we assume a uniform mesh for both 

space and time. The mesh points are 𝜏𝑖 , 𝑖 =  0,⋯ , 𝑛, 
and 𝑇𝑘,  𝑘 =  0,⋯ ,𝑚.  Specifically, we have  

𝜏𝑖  =  −
𝑖

𝑛
, 𝑇𝑘  =  

𝑘

𝑚
 for some positive integers 𝑛 and 

𝑚. Thus, 𝛥𝑘  =  
1

𝑚
 and 𝛿𝑖  =  

1

𝑛
 for 𝑘 =  0,⋯ ,𝑚 − 1, 

and 𝑖 =  1, … , 𝑛.  Setting 𝑚 =  𝑛  yields the relation 

𝛥 𝑘  =  𝛿𝑖  =  
1

𝑛
 for 𝑘 =  0,⋯ , 𝑛 − 1,  and  

𝑖 =  1,⋯ , 𝑛.  Equations (9) and (10) then yield the 

following system: 

 

 𝛼𝑖
𝑘+1  =  𝛼𝑖−1

𝑘 , (11) 

 
1

𝛿1
(𝛼0

𝑘+1 − 𝛼1
𝑘+1) +

1

𝛿𝑛−1
(𝛼𝑛−1

𝑘+1 − 𝛼𝑛
𝑘+1) + 

+ ∑
1

𝛿𝑖
(𝛼𝑖−1

𝑘+1 − 𝛼𝑖
𝑘+1) ⋅

1

1−𝑝

𝑛
𝑖 = 1 [−(−𝜏𝑖−1)

1−𝑝 +

+(−𝜏𝑖)
1−𝑝]  =  𝑢(𝑇𝑘+1 − 𝜎), 

(12) 

 
for  =  1,⋯ , 𝑛, 𝑘 =  0,⋯ , 𝑛 − 1. 

After defining the corresponding constants 

𝑐0, 𝑐1, ⋯ , 𝑐𝑛, we can simplify Equation (12) as follows: 

 
𝛼0

𝑘+1𝑐0 + 𝛼0
𝑘𝑐1 + ⋯+ 𝛼0

0𝑐𝑘+1 + ⋯+
+𝛼𝑛−𝑘−1

0 𝑐𝑛  =  𝑢𝑘+1−𝑗(𝜎), 𝑘 =  0,⋯ , 𝑛 − 1, 

and 0 ≤ 𝑗(𝜎) ≤ 𝑛 

(13) 

 

( )

( )
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The relation between the solution 𝑥(𝑡) and 𝛼0
𝑗
 for 

𝑗 =  1,⋯ , 𝑛  is described as follows: Because 

𝜉(𝑡, 𝑠)  =  𝑥(𝑡 + 𝑠)  for −1 ≤ 𝑠 ≤ 0,  0 < 𝑡  and 

𝜉(𝑡, 𝑠)  =  ∑ 𝜅𝑖(𝑡
𝑛
𝑖 = 0 )𝐵𝑖(𝑠) , we can obtain 𝑥(�̄�)  for 

0 < �̄� ≤ 1 by using the following formula: 

 

 

𝑥(𝑇𝑗) =  𝜉(𝑇𝑗 , 0) =  

= ∑ 𝜅𝑙(𝑇
𝑗) 𝐵𝑙(0)  =  𝜅0(𝑇

𝑗)  = 𝑛
𝑙 = 0  𝛼0

𝑗
, for 

𝑗 =  1,⋯ , 𝑛 

 

 

The discretized form of the cost function 

 

 
Φ =  𝛼1 ∫ (𝑥(𝑡) − 𝜂(𝑡))2𝑑𝑡 +

1

 0

+𝛼2 ∫ 𝑢(𝑡)2𝑑𝑡
1

0
  

 

 

is as follows: 

 

 
Φ =  𝛼1

1

𝑛
∑ (𝛼0

𝑖 − 𝜂(𝑇𝑖))
2𝑛

𝑖 = 1 +

+𝛼2
1

𝑛
∑ 𝑢𝑖

2𝑛
𝑖 = 1   

 

 

Taking the first derivatives of Φ with respect to 𝑢𝑖, 

𝑖 =  1,⋯ , 𝑛, setting them to zero, and rewriting the 

four constants 𝑐0 , 𝑐1 , 𝑐𝑛−1 , and 𝑐𝑛  (to maintain the 

same notation for all 𝑐  constants) can yield the 

following equations: 

 

𝛼1 [
𝑎𝑎(1) ⋅ 𝛼0

1+𝑗(𝜎)
+ 𝑎𝑎(2) ⋅ 𝛼0

2+𝑗(𝜎)
+ ⋯

+𝑎𝑎(𝑛 − 𝑗(𝜎)) ⋅ 𝛼0
𝑛

] + 𝛼2 ⋅ 𝑢1 =

= 𝛼1[𝜂(𝑇1+𝑗(𝜎)) ⋅ 𝑎𝑎(1) + ⋯+ 𝜂(𝑇𝑛) ⋅ 𝑎𝑎(𝑛 − 𝑗(𝜎))], 
⋮ 

𝛼1 [
𝑎𝑎(1) ⋅ 𝛼0

𝑗+𝑗(𝜎)
+ 𝑎𝑎(2) ⋅ 𝛼0

𝑗+𝑗(𝜎)+1
+ ⋯

+𝑎𝑎(𝑛 − 𝑗 − 𝑗(𝜎) + 1) ⋅ 𝛼0
𝑛

] + 

+𝛼2 ⋅ 𝑢𝑗 = 𝛼1 [
𝜂(𝑇𝑗+𝑗(𝜎)) ⋅ 𝑎𝑎(1) + ⋯+

+𝜂(𝑇𝑛) ⋅ 𝑎𝑎(𝑛 − 𝑗 − 𝑗(𝜎) + 1)
] 

⋮ 
𝛼1 ⋅ 𝛼0

𝑛 ⋅ 𝑎𝑎(1) + 𝛼2 ⋅ 𝑢𝑛−𝑗(𝜎)  =  𝛼1 ⋅ 𝜂(𝑇𝑛) ⋅ 𝑎𝑎(1), 

𝛼2 ⋅ 𝑢𝑛−𝑗(𝜎)+1  =  0, 

𝛼2 ⋅ 𝑢𝑛−𝑗(𝜎)+2  =  0, 

⋮ 
𝛼2 ⋅ 𝑢𝑛  =  0, 

(14) 

 

where 𝑎𝑎(1) =  
1

𝑐0
, 𝑎𝑎(2) =  −

𝑐1

𝑐0
⋅ 𝑎𝑎(1), …𝑎𝑎(𝑗)  =

 −
𝑐1

𝑐0
𝑎𝑎(𝑗 − 1) −

𝑐2

𝑐0
⋅ 𝑎𝑎(𝑗 − 2) − ⋯−

𝑐𝑗−1

𝑐0
⋅

𝑎𝑎(1), … 𝑎𝑎(𝑛 − 𝑗(𝜎)) =  −
𝑐1

𝑐0
𝑎𝑎(𝑛 − 𝑗(𝜎) − 1) −

𝑐2

𝑐0
⋅

𝑎𝑎(𝑛 − 𝑗(𝜎) − 2) − ⋯−
𝑐𝑛−𝑗(𝜎)−1

𝑐0
⋅ 𝑎𝑎(𝑗(𝜎) + 1). 

Systems (13) and (14) can be represented as 
[𝐴][𝑥]  =  [𝑏] , where the vector [𝑥]  consists of the 

unknowns 𝛼0
𝑗
, 𝑗 =  1,⋯ , 𝑛, and 𝑢𝑘, 𝑘 =  1,⋯ , 𝑛. The 

structure of the matrix [𝐴] is expressed as follows: 

 

[
 
 
 
 
 
 
 
 
 

𝑐0 0 ⋯ 0 0 0 ⋯ 0
𝑐1 𝑐0 ⋯ 0 0 0 ⋯ 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮

𝑐𝑛−1 𝑐𝑛−2 ⋯ 𝑐0 0 ⋯ −1 0

0 𝛼1𝑎𝑎(1) ⋯ 𝛼1𝑎𝑎(𝑛 − 𝑗(𝜎)) 𝛼2 0 ⋯ 0

0 0 ⋯ ⋮ 0 𝛼2 ⋯ 0

⋮
⋮

⋮
⋮

⋱
0

𝛼1𝑎𝑎(1)
0

⋮ ⋮ ⋱
𝛼2

⋮
0

0 0 ⋯ 0 0 ⋯ 0 𝛼2]
 
 
 
 
 
 
 
 
 

2𝑛×2𝑛

  

 

Moreover, the vector [𝑏] is expressed as follows: 

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 

−𝛼0
0𝑐1 − 𝛼1

0𝑐2 − ⋯− 𝛼𝑛−1
0 𝑐𝑛 + 𝑢1−𝑗(𝜎)

⋮
−𝛼0

0𝑐𝑗(𝜎)+1 − 𝛼1
0𝑐𝑗(𝜎)+2 − ⋯− 𝛼𝑛−𝑗(𝜎)−1

0 𝑐𝑛 + 𝑢2−𝑗(𝜎)

⋮
−𝛼0

0𝑐𝑛

𝛼1[𝜂(𝑇1+𝑗(𝜎))𝑎𝑎(1) + ⋯+ 𝜂(𝑇𝑛)𝑎𝑎(𝑛 − 𝑗(𝜎))]

𝛼1[𝜂(𝑇2+𝑗(𝜎))𝑎𝑎(1) + ⋯ + 𝜂(𝑇𝑛)𝑎𝑎(𝑛 − 𝑗(𝜎) − 1)]
⋮

𝛼1[𝜂(𝑇𝑗+𝑗(𝜎))𝑎𝑎(1) + ⋯+ 𝜂(𝑇𝑛)𝑎𝑎(𝑛 − 𝑗(𝜎) − 𝑗 + 1)]
⋮

𝛼1𝜂(𝑇𝑛)𝑎𝑎(1)
0
⋮
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 

2𝑛×1

 

 

The positions of value −1 in upper right block of 

matrix [𝐴]  depend on the delay 𝜎;  for 𝜎 =  0 , the 

block matrix is diagonal. Controls in the upper part of 
[𝑏] depend on 𝜎 from specific previous controls. 

For 𝑏1 ≫ 1 

 

 
Φ =  𝛼1 ∫ (𝑥(𝑡) − 𝜂(𝑡))2𝑑𝑡

𝑏1

0
+

+𝛼2 ∫ 𝑢(𝑡)2𝑑𝑡
𝑏1

0
, 

 

 

the cost calculations apply a step-based method 

involving the intervals [0,1], [1,2],⋯ → ∞.  In each 

step, we update the state and control by using the 

results of the previous step. The final cost is calculated 

as the sum of the costs derived in each step. 

 

 

4. Numerical Examples 
 

We consider examples with  𝑝 =  0.5 ; different 

initial conditions, namely 𝜑(𝑠) − 1 ≤ 𝑠 ≤ 0;  and 

different target functions, namely 𝜂(𝑡) , 0 ≤ 𝑡 ≤ 𝑏1. 
The combination of 𝛼 constants in the cost functions is 

adjusted for different parameters. The cost of real-time 

controls (𝜎 =  0) is provided for comparison in each 

example to ensure accuracy. 

Example 1: 𝑛 =  100, 𝜑(𝑠)  =  0,  −1 ≤ 𝑠 ≤ 0; 
𝑢(𝑠)  =  0,  −1 ≤ 𝑠 ≤ 0;  𝜂(𝑡)  =  cos(𝑡),  0 ≤ 𝑡 ≤ 10; 
(𝛼1, 𝛼2)  =  (0, 1), (0.1, 0.9), (0.3, 0.7), and (0.5, 0.5). 

Graph with (𝛼1, 𝛼2)  =  (0.3, 0.7)  and 𝜎 =  0.5 

is shown in Appendix Fig. 1. Graph with (𝛼1, 𝛼2)  =
(0.5, 0.5) and 𝜎 =  0.2 is shown in Fig. 2. 

 

 
 

Fig. 1. Singularity p = 0.5. 
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Fig. 2. Singularity p = 0.5. 

 

Total costs are shown in Table 1. 

 
Table 1. Total costs for Example 1. 

 

(𝛼1, 𝛼2) 𝜎 =  0 𝜎 =  0.2 𝜎 =  0.5 

(0, 1) 0 0 0 

(0.1, 0.9) 0.6831 0.6973 0.7131 

(0.3, 0.7) 1.7557 1.8899 2.0525 

(0.5, 0.5) 2.2966 2.6690 3.1858 

 
Example 2: 𝑛 =  100, 𝜑(𝑠)  =  𝑠,  −1 ≤ 𝑠 ≤ 0; 

𝑢(𝑠)  =  0,  −1 ≤ 𝑠 ≤ 0,  𝜂(𝑡)  =  1 − 𝑡 − ⌊1 − 𝑡⌋, 
0 ≤ 𝑡 ≤ 10; ⌊1 − 𝑡⌋  = greatest integer ≤ 1 − 𝑡. 

(𝛼1, 𝛼2)  =  (0, 1), (0.1, 0.9), (0.3, 0.7), and (0.5, 0.5). 

Total costs are shown in Table 2: 

 
Table 2. Total costs for Example 2. 

 

(𝛼1, 𝛼2) 𝜎 =  0 𝜎 =  0.2 𝜎 =  0.5 

(0, 1) 0 0 0 

(0.1, 0.9) 0.8588 0.8755 0.8927 

(0.3, 0.7) 2.2556 2.4152 2.5926 

(0.5, 0.5) 3.0637 3.5169 4.0886 

 
Example 3: 𝑛 =  100, 𝜑(𝑠)  =  cos( 𝑠), −1 ≤ 𝑠 ≤

0;  𝑢(𝑠)  =  0,  −1 ≤ 𝑠 ≤ 0;  𝜂(𝑡)  =  𝑡 − ⌊𝑡⌋,  
0 ≤ 𝑡 ≤ 10; ⌊𝑡⌋  = greatest integer ≤ 𝑡. 

(𝛼1, 𝛼2)  =  (0, 1), (0.1, 0.9), (0.3, 0.7), and (0.5, 0.5). 
Total costs are shown in Table 3. 

 
Table 3. Total costs for Example 3. 

 

(𝛼1, 𝛼2) 𝜎 =  0 𝜎 =  0.2 𝜎 =  0.5 

(0, 1) 0 0 0 

(0.1, 0.9) 0.1938 0.1961 0.1978 

(0.3, 0.7) 0.5515 0.5756 0.5931 

(0.5, 0.5) 0.8519 0.9270 0.9879 

 
Example 4: 𝑛 =  100, 𝜑(𝑠)  =  cos( 𝑠), −1 ≤ 𝑠 ≤

0;  𝑢(𝑠)  =  0,  −1 ≤ 𝑠 ≤ 0;  𝜂(𝑡)  =  sin(𝑡),  
 0 ≤ 𝑡 ≤ 10; 

(𝛼1, 𝛼2)  =  (0, 1), (0.1, 0.9), (0.3, 0.7), and (0.5, 0.5). 
Total costs are shown in Table 4: 

Table 4. Total costs for Example 4. 

 

(𝛼1, 𝛼2) 𝜎 =  0 𝜎 =  0.2 𝜎 =  0.5 

(0, 1) 0 0 0 

(0.1, 0.9) 0.1984 0.2013 0.2036 

(0.3, 0.7) 0.5516 0.5807 0.6049 

(0.5, 0.5) 0.8223 0.9101 0.9919 
 

 

The minimum costs derived using delay controls 

are typically higher than the costs derived using  

real-time controls. Tracking parts causes costs  

to increase. 
 

 

5. Summary 

 
This paper presents a method of finding the optimal 

controls and the corresponding optimal states for 

weighted cost functions that emphasize different 

parameters and are governed by an integro-differential 

equation of the second kind. The effectiveness of the 

proposed method is tested in selected examples. Costs 

of the delay controls ( 𝜎 > 0 ) are higher than those of 

the deterministic optimal controls ( 𝜎 =  0 ), and 

tracking contributes more to total costs than does  

the controls. 
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Summary: The Global Navigation Satellite System (GNSS) has been widely utilized as a method to accurately determine the 

position of a vehicle, but at present, the accuracy may be degraded depending on the radio wave reception conditions from the 

satellite. There have also been growing concerns about cyber-attacks on GNSS. We have been developing a method for 

estimating the position of a traveling vehicle using MEMS sensor data acquired using acceleration, gyro, and geomagnetic 

sensors. This algorithm has been evaluated in several fixed courses and obtained good results with a position error of less than 

1 m. In the current study, we present a solution to extend this vehicle localization algorithm with MEMS sensor data by 

combining it with a map-matching algorithm in order to associate reference sensor data with road links. This will greatly 

reduce the computational time by avoiding exhaustive cross-correlation calculation to vast amount of sensor data. 

 

Keywords: Localization, Acceleration, Gyroscope, Geomagnetic, MEMS sensor, Map-matching. 

 

 

1. Introduction 
 

As part of our ongoing research, we have 

developed a vehicle localization algorithm based on 

micro-electromechanical system (MEMS) sensors and 

demonstrated the error of 0.37 m [2] in a smooth traffic 

region and about 1.6 m [2] in fluctuating traffic 

through evaluation tests on a flat road along a river in 

Tottori, Japan. However, these results were for 

evaluations on the same fixed road sections. In order to 

generalize our vehicle localization algorithm, it must 

be capable of handling arbitrary road network 

reference data. This paper extends the algorithm by 

including road link information on which the reference 

vehicle is running within the reference sensor data in 

order to associate sensor data with road link data. This 

will greatly reduce the cross-correlation calculation 

time because exhaustive comparison to all of the 

sensor data can be avoided by limiting the  

cross-correlation calculation to only those of adjacent 

links. By applying a map-matching algorithm, we can 

acquire not only the location (latitude and longitude) 

by RTK-GNSS but also the road link on which the 

vehicle is running. 

 

 

2. Target Area of the Evaluation 

 
Fig. 1(a) shows the target area of about 3×7 km 

located in Tottori, Japan. It covers an almost 

completely flat area facing the Japan Sea and running 

alongside a river. Fig. 1(b) shows the corresponding 

satellite image. Fig. 2 shows the reference vehicle 

trajectory around node 42 together with its map-

matched results (indicated by red dots). 

 
 

Fig. 1. Target area of about 3×7 km and reference vehicle 

trajectory. Reference sensor data of total milage  

of 31.8 km was acquired. 

 

 

This area was chosen because it is fairly flat and 

because it is difficult and challenging to localize a 

vehicle from the features of this road that are obtained 

by MEMS sensors. 
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Fig. 2. Satellite image of 3×7 km target area  

in Tottori, Japan. 

 

 

3. Vehicle Localization in a Series of Road  

    Links 
 

3.1. Map-matching Algorithm for Preprocessing  

       the Reference Data 

 

Map-matching algorithms are well-known in the 

field of vehicle navigation systems or vehicle route 

analysis in the logistic research field. Since the GNSS 

data of the reference vehicle is high-precision thanks 

to using RTK-GNSS, most of the anxiety about its 

accuracy is needless. We developed an in-house  

map-matching algorithm [8] that is highly precise even 

though the GNSS data interval is quite long (e.g.,  

10 seconds). For our application, we utilize the Japan 

Digital Roadmap as road links. For RTK-GNSS data 

that has a cm-order accuracy and a 5-Hz sampling 

interval of the reference vehicle, the error rate of the 

map-matching algorithm is usually 0 %. 

Fig. 3 shows examples of the reference vehicle 

trajectories by RTK-GNSS and the results of  

map-matching, where red and green respectively 

indicate slow and moderate speeds. With this map-

matching, we can determine which road link the 

reference vehicle was running on and at what time. 

This means that each time series of the MEMS sensor 

data of the reference vehicle can be associated with 

each road link. Colored rectangles indicate the 

positions of the reference vehicle along with the 

direction in which it is heading. Small red dots are 

map-matched points that are projected to appropriate 

positions on road links. The map-matching algorithm 

[8] has a grid resolution of one meter, so the red points 

are plotted on 1-m grid points. 

 
 

Fig. 3. Example of reference vehicle trajectories and its  

map-matched result. Reference vehicle trajectories around 

node 42 are shown. Map-matched results are indicated  

by red dots. 

 

 

3.2. Vehicle Localization Traversing a Road Link 
 

The sensor data is a time series and the amount of 

it will continue to grow, so it needs to be organized in 

a sophisticated way. The sensor data are assigned to 

road link data by a map-matching algorithm. Fig. 4 

shows the ground-truth trajectory of a reference 

vehicle by RTK-GNSS. Numbers indicated on the map 

are node numbers of the digital road map. In this case, 

each road link is denoted by a number (e.g., 42_10174), 

which is a non-directed link. The evaluation vehicle 

proceeded in a north-west direction via nodes 10175, 

42, 10174, and 10164. When traversing node 42, the 

vehicle localization algorithm [1][2] must compare the 

sensor data time series of the evaluation vehicle with 

those of associated neighbor links. For example, sensor 

data associated with links 42-10174, 42-10165, and 

42-10175 are candidates that must be evaluated. 

Thanks to the digital road map data, there is no need to 

perform an exhaustive comparison to all sensor data 

stored in the database. 
 

 

 
 

Fig. 4. Example of reference vehicle’s trajectory.  

The vehicle is running in the north-west direction. 

 

 

3.3. Associating Reference Sensor Data with Road  

       Links 
 

Fig. 5 shows the data structure for associating 

reference sensor data with road links. The system 
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always has a current link id, so by following the current 

link_id table, it can tell where associated sensor data 

exists, and which are next candidate links. By defining 

this data structure, the cross-correlation calculation 

and vehicle localization [1, 2] can be applied to a 

general road network as long as the reference sensor 

data exists. In this way, we can effectively focus on 

several candidate sensor data items at the same time – 

usually three per intersection, if we omit the rare case 

of a U-turn maneuver. 
 

 

 
 

Fig. 5. Data structure for associating sensor data  

with road links. 
 

 

Fig. 6 shows a screen shot of the Visual C++ 2022 

software debugger, where six trips that passed through 

link 42_10175 are extracted: 2:13:24–2:13:33.6, 

2:30:23.8–2:20:35.6, 2:45:41.6-2–45:48.2, 2:57:26.8–

2:57:35.0, 3:20:18.4–3:20:19.2, and 3:47:48.8–

3:47:55.4 (see the purple part). These are in Greenwich 

Mean Time (GMT), which is nine hours behind Japan 

Standard Time (JST). The travel time of each trip is  

9.6 s, 11.6 s, 6.6 s, 8.2 s, 0.8 s, and 7.1 s. Among these, 

the travel time of 3:20:18.4–3:20:19.2, 0.8 s, is too 

short because of a miss-matching of the map-matching 

algorithm. Note that every trip except this trip took the 

same node 42 as the enter node and exit node (see the 

red part in Fig. 5). Therefore, this trip is ignored. Using 

the same procedure, we examined all links to 

determine how many trips existed on each link and 

ignored any that were too short. Other links of the 

target area are processed in the same manner. This 

process extracts the information of what time the 

reference vehicle entered and exited each link. The 

time resolution is that of the RTK-GNSS equipped on 

the reference vehicle and the time resolution is 0.2 s. 

This resolution could possibly be improved by 

interpolation, but since map-matching processing is 

time-consuming for higher resolution position data, it 

is kept to 0.2 s here. 

The total milage of the reference data is 31.8 km. 

 

 

3.4. Assigning MEMS Sensor and Wheel Pulse  

       Data to Each Trip Traversing a Link 

 

The sensor data is a time series of nine axis data 

corresponding to acceleration, angular velocity, and 

geomagnetism for three axes of x, y, and z. As in the 

processing in the previous procedure, the beginning 

and the end of the record number of the MEMS sensor 

data are extracted by comparing the time stamp of the 

enter time and exit time of the link data in Fig. 6 (see 

the purple part) to those of the MEMS sensor data. For 

example, the second and fourth trips, which entered 

node 10175 and exited node 42 of the reference vehicle, 

started at 2:30:23.8 and ended at 2:30:35.6 and started 

at 2:57:26.8 and ended at 2:57:35.0 These trips are 

shown in Fig. 8 (a) and (b). 

 

 

 
 

Fig. 6. Example of link management table. This is a screen shot of the Visual C++2020 debugger showing the trip 

information of the reference vehicle along link 42_1015. This is the implementation of the data structure shown in Fig. 5. 

 

 

These trips correspond to the MEMS sensor data 

that starts at index 85,219 and ends at 85,809 and starts 

at 166,369 and ends at 166,779 (see the green part of 

Fig. 6). The profiles of MEMS sensor data are shown 

Fig. 8(a) and (b), which correspond to the trips in  

Fig. 7(a) and (b). “Time of day” is depicted in seconds, 

Link_id 10175_42

Boundary_time enter_time YYYY.MM.DD.hh.mm.ss

existed_time YYYY.MM.DD.hh.mm.ss

Sensor_data Acceleration X,Y, and Z

Gyroscope Pitch, Roll, and Yaw

Magnetism  X,Y, and Z

RTK_GNSS time stamp, latitude, and longitude

Wheel_tick_pulse (velocity)

Link_id 10175_42

Next_link 42_10174 42_10165 42_43 42_10175

Current_link_id 10175_42

Link_id 10174_70395

Next_link 70395_10175 70395_10174 70395_70394

Link_id 42_10174

Next_link 10174_70395 10174_10164 10174_42

Link Sensor Association Table

Road Link Table

Sensor Data
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as calculated by ℎ𝑜𝑢𝑟 × 3,600 + 𝑚𝑖𝑛𝑢𝑡𝑒 × 60 + 𝑠𝑒𝑐. 

From these results, the sensor data shows rather 

different aspects depending on whether the vehicle is 

running straight or turning when the link is an 

intersection link. 

 

  
(a) 2:30:23.8–2:20:35.6            (b) 2:57:26.8–2:57:35.0 

 
Fig. 7. Examples of reference vehicle trips over a link. 

 

 
(a) 2:30:23.8–2:20:35.6 

 

 
(b) 2:57:26.8–2:57:35.0 

 
Fig. 8. MEMS sensor data of reference vehicle. 

 

Another important sensor is the wheel tick pulse, 

which serves as a velocity sensor when GNSS is not 

available. It might be possible to integrate the 

acceleration sensor to estimate the velocity, but such 

integration is difficult because eliminating the effect of 

gravity is extremely difficult. The corresponding 

wheel pulse sensor data indices are extracted from 

1941 to 1953 and from 3563 to 3571 (see yellow part 

in Fig. 6). The profiles of the velocity obtained by the 

wheel pulse data are shown in Fig. 9(a) and (b). 

 

 
 

Fig. 9. (a) Velocity by wheel pulse data of the reference 

vehicle (index 1941 to 1953). 

 

 
 

Fig. 9. (b) Velocity by wheel pulse data of the reference 

vehicle (index 3563 to 3571). 

 

 

4. Processing of Evaluation Vehicle Data  

    and Its Results 
 

We obtained the same amount of evaluation vehicle 

data as reference vehicle data, but in this paper, only a 

portion of the evaluation data is evaluated for 

simplicity (the overall evaluation will be reported in 

the near future). The trajectory of a sample evaluation 

data is shown in Fig. 10. The corresponding MEMS 

sensor data of this trajectory is shown in Fig. 11 and its 

velocity profile in Fig. 13. As shown in Fig. 10, the 

evaluation vehicle ran through six links via nodes 

10038, 10175, 42, 10174, 10164, 10168, and 10064. 

The travel time was 78 s, starting at 4:31:35.0 and 

reaching node 10064 at 4:32:53.0. This evaluation 

vehicle sensor data has the most significant cross-

correlation with the reference data that ran through the 

same path (through nodes 10038, 10175, 42, 10174, 

10164, 10168, and 10064), starting from 11:57:12.0 

and ending at 11:58.26.0, whose series of MEMS 

sensor data is shown in Fig. 12 and its velocity profile 

in Fig. 14. 

Fig. 13 shows the corresponding velocity profile. 

Among a number of combinations of link-separated 

sensor data, for the evaluation vehicle run shown in Fig. 

9, sensor data along the series of links l0175_42, 

42_10174, and 10174_10164 (same as that of the 

evaluation vehicle) gave the cross-correlation better 
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than those obtained by other candidate sensor data. 

Comparing Fig.13 and Fig.14, no negligible velocity 

difference was observed, which makes the correlation 

calculation erroneous because the cross-correlation 

calculation assumes constant velocity during trips. 

After applying the velocity compensation algorithm 

[1], the location of the evaluation vehicle was 

estimated, and the accuracy was evaluated. The results 

of position error along the evaluation vehicle travel 

time are shown in Fig. 15. The RMS error of 1.6 m was 

obtained, with its worst value being 6.5 m. This is 

acceptable for navigation purposes. 

 

 
 

Fig. 10. Example of evaluation vehicle trajectory. 

 

 
 

Fig. 11. MEMS sensor data of evaluation vehicle. 

 

 
 

Fig. 12. Best matched MEMS sensor data  

of reference vehicle. 

 
 

Fig. 13. Velocity profile of evaluation vehicle from Fig. 9. 

 

 
 

Fig. 14. Velocity profile corresponding to reference MEMS 

sensor in Fig. 11. 

 

 
 

Fig. 15. Evaluation result of position estimation error 

RMSE 1.62 m, maximum error 6.5 m. 

 

 

5. Conclusions 

 
We have presented a solution to extend our vehicle 

localization algorithm using MEMS sensor data by 

combining it with a map-matching algorithm to 

associate reference sensor data to road links. 

The following summarizes this research and  

our findings. 

1) We devised a data structure that makes it 

possible to apply an algorithm that extracts road 

characteristics from acceleration, angular velocity, 

geomagnetism, and other sensors and estimates the 

position of a vehicle on a general road network. To this 

end, we developed a method that uses a map matching 

algorithm and digital road map information. 

2) We found that MEMS sensor data, which is 

managed separately for each road link, needs to be kept 

for several cases, as the sensor data show different 
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characteristics when entering or leaving that link by 

turning left or right. 

3) Although it is necessary to connect several 

MEMS sensor data in a time series on time axis that is 

managed separately for each road link for candidate 

paths, the number of combinations is not considered 

too high. There are nine possible ways to enter and exit 

a link (each end by left turn, right turn, and straight run) 

4) In this work, we only evaluated a sample 

evaluation vehicle run. The overall evaluation results 

will be reported in the near future. 
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Summary: Software-defined architectures are at the forefront of sophisticated industrial applications. The Software-Defined 

Vehicle has revolutionised the automotive industry, allowing the evolution of system after manufacture. Robotics as an 

industry can benefit tremendously from this concept as applications can evolve post-deployment with software updates over 

the air and other network links to remote software-deployment services. This concept is not without its challenges, as software 

must skew towards scalable architectures to support a dynamic codebase. This research demonstrates the capability of creating 

reusable and composable software abstract from specific hardware architectures. Our approach lays the foundation of scalable 

software architectures devoid of hardware requirements, creating the possibility for reusable, embedded software entities and 

key aspects of automation. We first demonstrate infrastructure that decouples the hardware specification from the needs of 

software interfacing with it. We show how to create scalable software integrating multiple hardware architectures, including 

microcontrollers and FPGAs. We show that such a software architecture can integrate seamlessly with CI/CD pipelines, 

promoting continuous hardware-in-the-loop testing and integration. 

 

Keywords: Cross compilation, CI/CD, Hardware abstraction, Build system, Robotic systems, Embedded software. 

 

 

1. Introduction 

 
Creating software for robotics has a unique set of 

requirements compared to other common, embedded 

systems. Robots may operate within remote and harsh 

environments while performing sophisticated  

use-cases that only allow for limited connectivity. 

Autonomous and semi-autonomous robotic devices 

need to be dependable and must often conserve energy 

as well as computational resources, creating the need 

for robust and reliable designs. Software architectures 

for embedded platforms exhibit a trend of limited  

high-level abstraction, where application-specific and 

tightly coupled code is prevalent, limiting robustness 

and flexibility (e.g., such as that provided by dynamic 

codebases that are often used in systems with reliable 

connectivity to the internet) [1, 2]. 

This trend contrasts with the ethos of modern 

software engineering principles such as agile 

development, where software is iteratively developed 

and updated post-release to accommodate evolving 

requirements and a staged rollout [3]. A dynamic 

codebase must support runtime [4] decoupling, [5] and 

modularity [6] to effortlessly integrate with multiple, 

diverse software architectures and hardware 

platforms [7]. Due to the mixture of application-

specific (or hardware-specific) programming 

constructs, embedded systems today still suffer from 

the need to follow a waterfall or hybrid approach that 

consists of stages of detailed, upfront planning, 

development, testing, and hardware integration [8]. 

What therefore becomes important is the ability for 

the developer to create reusable components that 

abstract away the specifics of a particular hardware 

architecture. Moreover, it is imperative that developers 

can utilise any tried, verified, and tested components 

that are specific to particular target systems or classes 

thereof or are cross-platform and portable. Examples 

of the former are vendor-specific hardware abstraction 

layers, drivers, solution stack and protocol 

implementations. Examples of portable,  

cross-platform components and environments include 

Open Source operating systems and frameworks such 

as FreeRTOS [9] or ROS [10]. In this paper, we 

propose a novel framework that promotes the 

segregation between hardware-specific, application-

specific, and reusable code. This framework is highly 

robust, allowing support for new architectures and 

integrating reusable, existing codebases in a  

seamless fashion. 

The rest of this paper is structured as follows. 

Section 2 gives an overview of frameworks and 

development environments for robotic and embedded 

systems software development. We introduce our 

embedded-cross framework in Section 3, explaining 

the structure of projects, firmware, operating systems, 

libraries, and frameworks, as well as their usage. We 

demonstrate the effectiveness of the embedded-cross 

framework through a simple case study in Section 4. 

Finally, we discuss our findings in Section 5 and 

conclude our paper in Section 6. 

 

 

2. Background 

 
There are several different frameworks that 

promote hardware-independent development for 

embedded systems. Perhaps the most popular 

framework to create a standardised Application 

Programming Interface (API) across multiple families 
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of microcontrollers has been Arduino [11], which has 

been providing a means to create a unified Hardware 

Abstraction Layer (HAL) for embedded platforms. 

This separation allows developers to leverage function 

calls provided in the Arduino API, separating 

hardware-specific code from business logic. This 

approach enticed many developers into supporting the 

Arduino API for diverse hardware designs using the 

GNU Compiler Collection (gcc) [12] for  

cross-compilation. The monolithic design of the 

Arduino environment revealed the limitations of this 

approach, and subsequently newer, more modular 

frameworks such as PlatformIO [13] emerged. 

PlatformIO is a cross-platform, cross-architecture, 

framework for embedded systems engineers and 

software developers to write applications for 

embedded products [13]. It provides the means to 

incorporate different boards, microcontrollers, and 

compilers, and may be invoked from the command 

line, allowing a more seamless integration into 

Continuous Integration and Continuous Deployment 

(CI/CD) pipelines. The main limitation of PlatformIO 

is its bespoke build system that limits the use of 

existing projects that utilise more versatile build 

environments. The Arduino API [14] is a further point 

of concern as its primary intention was that of an 

educational tool for students to learn embedded system 

development, not the development of embedded or 

robotic systems for advanced industrial use. Inspecting 

the implementation of the Arduino API on different 

hardware reveals that implementations are not 

focusing on robust programming and error-checking or 

recovery techniques. Well-established frameworks for 

quality software, such as MISRA-C [15], are not even 

on the radar for vendors supporting this API. 

The Robot Operating System (ROS) operates at a 

different level [10]. While it offers a middleware that 

provides sophisticated algorithms for high-level, 

robotic tasks, such as planning, machine learning, 

vision, and inter-process communication, its focus is 

on utilising a sophisticated desktop-grade Operating 

System such as Linux, with only limited support for 

embedded systems utilising real-time Operating 

Systems or bare-metal hardware [16] that we are 

focusing here. Other approaches for embedded 

systems [17] try to create custom libraries by 

generating HALs, drivers, startup code, and 

implementations of common communication protocols 

via configuration files specified in XML. While the 

goal of this approach is laudable, it requires a lot of 

boilerplate and upfront work supporting a particular 

embedded system, duplicating many features already 

commonplace in modern build systems such as 

CMake [18]. 

 

 

3. The Embedded-Cross Framework 

 
In this paper, we present our embedded-cross 

framework [19]. This framework focuses on using the 

benefits of existing hardware abstraction layers and 

middleware without requiring extensive boilerplate 

and configuration, while maintaining compatibility 

with external libraries and projects that utilise other 

build systems. To this end, the embedded-cross 

framework utilises CMake Presets [20] that have been 

available since CMake 3.19. These allow us to specify 

the configuration options for cross-compilation from 

the host system to the embedded system [20]. In 

particular, the configurePresets section 

contains the information for the cross compiler and 

target to use (e.g., arm-none-eabi-gcc). The 

section is subdivided into a base configuration (e.g., 

arm-none-eabi-gcc-base) and common 

configurations such as debug and release (e.g., 

arm-none-eabi-gcc-debug and  

arm-none-eabi-gcc-release). This 

configuration allows us to support a number of 

different compilers and target architectures. Out of the 

box, the embedded-cross framework currently 

supports the C, C++, and Swift programming 

languages utilising either gcc [12], clang [21], or 

swiftc [22] as the compiler. Additional compilers and 

target architectures can be added by either modifying 

the CMakePresets.json file or by creating a 

separate CMakeUserPresets.json file. 

Let us now explore the structure of the  

embedded- cross framework and how we can utilise 

this to create reusable components and projects. Fig. 1 

shows the folder structure of the framework. 

 

 
 

Fig. 1. The embedded-cross frameworks directory structure. 

 

The cmake folder contains the core infrastructure 

of the embedded-cross framework that handles 

compilation, target dependencies and provides the 

infrastructure for the main CMakelists.txt as 

well as the CMake fragments in the other folders. 

The toolchains folder contains a number of 

subfolders, one for each combination of compiler and 

target architecture. For example, arm-none-eabi-

clang denotes the clang compiler for cross-

compiling to the arm architecture. Each subfolder 

contains a toolchain.cmake file that configures 

the compiler and associated programs (such as 

assembler and linker), their command-line options and 

common flags, as well as related locations of 

toolchain-specific files. Additional files to support a 

particular toolchain can also be stored underneath the 

folder that contains the toolchain.cmake file. 

The firmware folder contains the manufacturer-

specific files for their target hardware as well as 

operating systems, such as FreeRTOS [9], ported to 

that hardware. These follow a two-layer structure 

grouped by vendor (e.g., an ST folder for firmware and 

development frameworks related to 

STMicroelectronics specific hardware, and similar for 

other vendors). To decouple the embedded-cross 
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framework from these vendor-specific files, the folders 

containing the specific support files are not embedded 

directly in the git [23] file structure. Instead, these are 

added as git submodules [24] to de-couple the release 

cycles of the embedded-cross framework from those of 

the vendors. 

A similar folder, middleware, allows for 

software libraries that sit on top of the firmware and 

hardware abstraction layers or operating system. 

Examples for middleware are inter-process 

communication protocols such as a whiteboard [25], 

networking stack implementations such as 

CANopenNode [26], or compiler run times such as 

µSwift [27]. 

The specifics on how to compile code for a 

particular hardware configuration, e.g., the 

combination of microcontroller and peripherals 

present in a system development board, are configured 

in subfolders contained in the boards folder. The 

boards folder follows a similar 2-level folder 

structure, grouping similar boards underneath a 

manufacturer or architecture subfolder (e.g., TI for 

Texas Instruments boards). Custom boards also get a 

2nd-level folder. Each board needs to define a 

board.cmake file containing the specifics of how to 

compile for that particular board (e.g., the compiler and 

target architecture to use and references to firmware, 

hardware abstraction layers, operating systems (if 

any), middleware, and libraries available for the 

hardware connected to or present on the board. 

Finally, the projects folder contains any projects 

that utilise the embedded-cross framework. These are 

again organised in a 2-level structure, with the upper 

level denoting the operating system that is used for the 

project (e.g., free_rtos for FreeRTOS), or whether 

the final program will run on bare metal, in which case 

the project will be placed in the bare_metal 

subfolder. Similar to the vendor folders, the actual 

projects are not part of the embedded-cross framework 

but are usually organised as separate repositories that 

are checked out independently. 

The advantages of our framework include the 

ability to continually modify, compile, test, and deploy 

software during the development process. The 

compilation command-line interface (CLI) is identical 

for all target architectures ranging from embedded 

microcontrollers to more sophisticated CPUs and 

reconfigurable architectures such as FPGAs. This 

methodology is compatible with version control tools 

such as git [23], deploying via remote environments 

such as GitHub [28] and Gitlab [29]. 

To integrate new code into a large project, the user 

can simply add a folder to the projects subdirectory 

where the new code will live. This approach also 

allows the further integration of existing repositories 

by using git submodules. Integrating code in this 

manner creates a simple approach to targeting new 

hardware that is already supported by the project. The 

hardware abstraction itself exists within the other 

subdirectories and once implemented, can be 

seamlessly targeted by new code. We have used this 

structure to create systems targeting a Xilinx 

Zynq7000 System-on-Chip (S oC), sensor abstraction 

of the Bosch BMP280 barometric sensor, and  

ARM-based microcontrollers such as the STM32 and 

TMS570 range. 
 

 

4. Case Study 
 

While CMake gives us the flexibility to choose the 

project structure we would like to use for a project, this 

is not always the case with Integrated Development 

Environments (IDEs) provided by embedded systems 

vendor, as they are often closed source or utilise open 

source development environments, such as 

Eclipse [30], that do not use CMake. This is not a 

problem, of course, if we create our own projects from 

scratch that use the embedded-cross framework with 

IDEs that fully support CMake, such as Visual Studio 

Code [31]. The downside, however, of creating 

projects from scratch without using the manufacturer 

IDE is that we may not be able to fully benefit from the 

simplicity of utilising these tools, particularly when 

configuring and starting a new project. 

We will now demonstrate how to use the 

embedded-cross framework by utilising a workflow 

that benefits from both the ease of use of vendor tools 

as well as the tools available in the embedded-cross 

framework. For demonstration purposes, we create a 

project for an STM32 Nucleo-144 F207zg 

development board using the STM32CubeIDE version 

1.14.0 (CubeIDE), which is based on Eclipse. The 

steps are very similar for other vendor IDEs, 

particularly those that build on the Eclipse platform  

as well. 

As our first step, we clone our embedded-cross 

framework from GitHub: 
git clone https://github.com/ 

mipalgu/embedded-cross-framework.git 

We then start a new project from the IDE (“Start 

new STM 32 project” button in the CubeIDE), filter for 

Nucleo-144 in the Board Filters, and select  

NUCLEO-F207ZG under Commercial Part No. We 

create a project named STM32GPIO in a folder of the 

same name inside the projects/bare_metal 

folder inside the checked out embedded-cross-

framework repository (overriding the default 

location in the CubeIDE), initialising all peripherals 

with their default mode and opening the device 

configuration tool. There, we configure our peripherals 

as needed (in our example, we leave the defaults for 

the board, but disable ethernet to ensure the generated 

code will not block without a network connection). We 

then close the STM32GPIO.ioc file, saving the 

configuration changes we made and tell the IDE to 

generate Code and open the C/C++ perspective. In the 

IDE, we can now see the program structure shown  

in Fig. 2. 

This project should now compile and work on the 

target hardware, but do nothing. If we add the 

following code to our main.c, we should get a 

blinking, blue LED (LD1 on port B0): 
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if (HAL_GetTick() % 500 = = 0) { 

HAL_GPIO_TogglePin(LD1_GPIO_Port, LD1_Pin); 

 

 

 
 

Fig. 2. Original CubeIDE Project Structure. 
 

 

To make this project build with our  

embedded-cross framework, we first need to install the 

ARM GNU Toolchain, making sure the compiler can 

be found in the command line PATH. Then we can 

create our STM32GPIO/project.cmake fragment 

to configure our project (Fig. 3). 
 

 
set(${project_name}_VERSION_MAJOR 1) 

set(${project_name}_VERSION_MINOR 0) 

set(${project_name}_VERSION_PATCH 0) 

 

# Core directories 

set(${project_name}_CORE_DIR ${${project_name}_DIR}/Core) 

set(${project_name}_CORE_SRCDIR ${${project_name}_CORE_DIR}/Src) 

set(${project_name}_CORE_INCDIR ${${project_name}_CORE_DIR}/Inc) 

 

# Driver directories 

set(${project_name}_DRIVER_DIR ${${project_name}_DIR}/Drivers) 

set(${project_name}_HAL_DIR 

${${project_name}_DRIVER_DIR}/STM32F2xx_HAL_Driver) 

set(${project_name}_HAL_SRCDIR ${${project_name}_HAL_DIR}/Src) 

set(${project_name}_HAL_INCDIR ${${project_name}_HAL_DIR}/Inc) 

set(${project_name}_CMSIS_DIR 

${${project_name}_DRIVER_DIR}/CMSIS/Device/ST/STM32F2xx) 

set(${project_name}_CMSIS_SRCDIR ${${project_name}_CMSIS_DIR}/Source) 

set(${project_name}_CMSIS_INCDIR ${${project_name}_CMSIS_DIR}/Include) 

 

# Sources for the project. 

set(${project_name}_SOURCES 

${${project_name}_CORE_SRCDIR}/main.c 

${${project_name}_CORE_SRCDIR}/syscalls.c 

${${project_name}_CORE_SRCDIR}/sysmem.c 

${${project_name}_CORE_SRCDIR}/system_stm32f2xx.c 

${${project_name}_CORE_SRCDIR}/stm32f2xx_it.c 

${${project_name}_CORE_SRCDIR}/stm32f2xx_hal_msp.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_cortex.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_dma.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_dma_ex.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_flash.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_flash_ex.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_gpio.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_pcd.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_pcd_ex.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_pwr.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_rcc.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_rcc_ex.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_tim.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_tim_ex.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_hal_uart.c 

${${project_name}_HAL_SRCDIR}/stm32f2xx_ll_usb.c 

) 

 

# Include directories for the project. 

set(${project_name}_INCDIR 

${${project_name}_CMSIS_INCDIR} 

${${project_name}_HAL_INCDIR} 

${${project_name}_CORE_INCDIR} 

${${project_name}_CANOPEN_INCDIRS} 

) 

 

# Linker script and startup file for the project. 

set(${project_name}_nucleo_f207zg_LINKER_SCRIPT 

${${project_name}_DIR}/STM32F207ZGTX_FLASH.ld) 

set(${project_name}_nucleo_f207zg_STARTUP_SRC 

${${project_name}_CORE_DIR}/Startup/startup_stm32f207zgtx.s) 

 

Fig. 3. CMake fragment for the project. 

We can now configure and build our program using 

cmake from inside the embedded-cross-framework 

folder (Fig. 4). 

 

 
cmake --preset arm-none-eabi-gcc-debug -DBOARDS = 

nucleo_f207zg -DPROJECTS = STM32GPIO 

 

cmake --build --preset arm-none-eabi-gcc-debug 

 

Fig. 4. Commands for building the project. 

 

 

These commands now create the same target, but 

use the original ARM GNU Toolchain instead of the 

CubeIDE. As we are now using a standard CMake 

structure, we can easily reconfigure our project to use 

a different compiler. For example, if we have a 

working installation of the clang compiler, we can now 

simply build our project by replacing gcc with clang 

as shown in Fig. 5. 

 

 
cmake --preset arm-none-eabi-clang-debug -DBOARDS = 

nucleo_f207zg -DPROJECTS = STM32GPIO 

 

cmake --build --preset arm-none-eabi-clang-debug 

 

Fig. 5. Commands for building the project. 

 

 

5. Discussion 

 
The flexibility we are gaining by utilising the 

embedded-cross framework now allows us to refactor 

the software and add additional modules by simply 

modifying the project.cmake file accordingly. 

For example, the code managed by the CubeIDE mixes 

generated code with code written by the user. This not 

only violates important Software Engineering 

principles such as separation of concerns, but also 

creates fragility, requiring extra vigilance when 

making modifications or re-generating code after 

hardware re-configuration. 

We have successfully used the embedded-cross-

framework for the design and implementation of  

high-level executable models [32] that utilise  

logic-labelled finite-state machines (LLFSMs) [33] 

that allow us to create verifiable and composable [34], 

executable models that are guaranteed to exhibit the 

same behaviour semantics at runtime as during system 

validation [35]. Moreover, our framework allows us to 

perform continuous integration, for example through 

GitHub workflows, enabling agile software 

development for embedded and robotic systems. 

Through hardware-in-the-loop integration, we can 

download artefacts to the embedded system as part of 

our continuous integration workflow and run 

automated integration tests in a similar fashion to  

unit tests. 

By factoring out low-level code, we can factor out 

hardware specifics and develop or utilise existing 

cross-platform hardware abstractions. This allows our 

code base to be much more reusable and be  
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re-targetable towards different hardware architectures 

or operating systems with minimal effort. This is 

particularly important in an age of chip shortages and 

supply chain instabilities. For complex, high-level 

code, this also significantly reduces the development 

overhead for different components in larger and more 

complex systems. 

 

 

6. Conclusion 

 
Our framework focuses on compatibility among 

the different stages of the deployment cycle. The 

framework can produce build artefacts for all viable 

hardware architectures, while integrating new software 

entities, allowing validation of reusable code for all 

supported architectures. The deployment to test 

hardware or engineering models is not separate from 

the deployment to models already deployed and 

functioning. This fact ensures that software differences 

between robotic hardware in the field and testing 

apparatus are drastically minimised if not removed 

entirely. This process also allows monitoring feedback 

from target hardware during test scenarios. Quantities 

such as power consumption, temperature, mechanical 

stress, and software status can be flagged and reported 

throughout the scenario, supporting requirements 

validation in real time. Such validation can also detect 

invalid software before deployment, creating a much 

more reliable codebase of validated software. 
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Summary: The purpose of this article is the simulation of energy efficiency performance using a mathematical model of a 

unit process. A dynamic model of the process is used for its control. As the process is used for different production quantities, 

energy efficiency is investigated. Specific Energy Consumption (SEC) is one of the key performance measures of a plant or 

equipment. It consists of calculating energy consumed for producing a unit product. To do so, the model is used together with 

an observer and a controller to iteratively compute the specific consumption. For different trajectory to track (product type) 

and for different capacity usage, the iteration permits to get the corresponding specific energy consumption curve versus 

capacity usage. This characterization can be used later when operating to diagnose overconsumption of energy in comparison 

to initial setup (equipment and control system). The simulations show the impact of control tuning on SEC. 

 

Keywords: Energy efficiency, Process model, Process control, Observer, Specific energy consumption, SEC. 

 

 

1. Introduction 
 

Energy efficiency has become a topic of 

importance nowadays due to global warming and the 

forecasted reduction of fossil fuel. Many humans made 

technologies have impact on global warming. Among 

this one can cite industrial activities. In this context, 

existing industrial plants and equipment have to be 

more efficient in using available energy (electricity, 

heat, and other energy forms.) and raw material. 

Recent industrial norms such as ISO 51000 are guiding 

both producers and equipment providers for 

monitoring and managing energy. However, there is 

still room for improvement for many processes in both 

process technology and process operation 

management. 

For new plants, a focus should be made in 

designing best available technologies (BAT) and 

developing better production management practices. 

Hence, recent researches have targeted this topic [1-9]. 

In [6], definitions of specific energy consumption 

are given. In [7] a comprehensive research on 

publications regarding the topic has been presented for 

the period of 2001 to 2020. It shows the increasing 

interest of the research community for the topic. 

Energy consumption in manufacturing plants is 

indeed related to production [2, 3, 9]. There are 

different levels for evaluating energy efficiency. The 

first one is at equipment level by using up-to-date 

technologies such as efficient motors, well-tuned 

regulatory control with calibrated instrumented. The 

second level is at process line or plant level. At this 

level, it required to better coordinate production and 

processes in order to reduce waste and optimally use 

energy. Also, maintenance and quality monitoring to 

keep performance is required. The third level is at 

supply chain level where all the components have to be 

coordinated with efficient energy usage. Also, 

operators need to be aware of energy efficiency 

measures to be able to apply such techniques. 

In some industries, there has been several research 

publications such as steel making [10], cement 

industries; cotton ginning. For the latter, one of the 

world’s oldest and largest industry, several studies 

have been undertaken [2]. It is shown in particular that 

power consumption is related to production rate. It is 

shown that energy consumption is linearly related to 

production quantities and production key performance 

indicators. 

While most papers are dealing with industrial data, 

using process models to simulate end predict energy 

consumption behaviour of a plant can help in 

predicting and characterizing future operations and 

also for planning energy consumption. 

The purpose of this article is to use process models 

for simulating specific energy consumption versus 

process utilization rate. Process behaviour is then 

simulated with a feedback control and specific energy 

consumption is computed. Given a production 

schedule of several quantities and types of products, 

the simulation computes iteratively the specific 

consumption so as to provide with an energy 

characterization of the process. For different products, 

a specific energy consumption characterization can  

be computed. 

The paper is organized as follows. The first section 

is dedicated to some recalls and definitions on energy 

efficiency. The second part of the article is dedicated 

to the problem statement and the methodology used to 

demonstrate the result. The third section describes the 

used case and the results of the simulations. Finally, 

discussions are undertaken as for the utilization of the 

results. Some concluding remarks are given. 
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2. Some Recalls and Definitions 

 
Specific energy consumption (SEC) has been a 

topic of interest in the last 10 years. This is due to 

recent concerns on global warming and the increase of 

energy prices. Specific energy consumption is an 

energy efficiency measure of a production process or 

equipment. It can be defined as total energy consumed 

for producing a unit product [1, 2, 3, 6]. The energy 

consumed includes all form of energy (electricity, heat 

or other fossil fuel or renewable energy usage etc.) All 

are converted in the same units namely kilowatt-hour 

(kWh) or ton equivalent petrol (tip). In this article 

energy unit considered is kWh. 

Energy efficiency is influenced by several other 

parameters including the quality of the raw material 

processed, the process technology and the 

effectiveness of the control system. Raw material is 

converted to product depending on its quality, and 

energy used as shown in the following figure. 

 

 
 

Fig. 1. Production process. 

 

Improved energy efficiency helps to reduce waste 

and increase production. As such, measuring energy 

efficiency can help diagnosing process problems. 

Process capacity utilisation is the ratio of actual 

production quantity versus theoretical capacity of the 

plant (machine). Il is shown that SEC depends on 

capacity utilisation in some plants [1]. Process capacity 

utilisation Cu can be linked to equipment performance 

by the following formula: 

 

 𝐶𝑢 =  
𝑃𝑟

𝑃𝑡ℎ
 =  

𝐶𝑝

𝐶𝑝𝑡ℎ
∗

𝐷

𝐷𝑡ℎ
∗ 𝜂, (1) 

 

Pr is the actual production quantity; Pth is the 

theoretical production; Cp is the actual production rate, 

Cpth is the theoretical production rate of the 

considered equipment, D is the effective production 

duration while Dth is the total duration; 𝜂 is a ratio for 

measuring good product over total products. In fact, Cu 

is known as Overall equipment effectiveness (OEE). 

Another important term is the power used to during 

operation. Power consumption is related to rate of 

production. The higher the rate, the higher is the power 

consumed. 

In [2], it is shown that power consumed is linearly 

depends on the production rate for cotton ginning. 

Given a process, the model can be related to the energy 

consumed using energy and mass balance. There are 

well known modelling techniques. 

The overall power and energy terms can be 

expressed as functions of the state variable x and the 

input variable u. 

 

 𝑃𝑒  =  𝑓(𝑥, 𝑢) and E =  ∫ 𝑃𝑒(𝑡)𝑑𝑡
𝑡𝑓

𝑡0
, (2) 

where the production takes place form to to tf. For a 

given weight of production M and assuming that there 

is no rework, specific energy consumption SEC is 

given by: 
 

 𝑆𝐸𝐶 =  
𝐸

𝑀
, (3) 

 

SEC is computed over a period on time. 
 

 

3. Problem Statement and Methodology 
 

In order to characterize the utilization of energy in 

a process, a simulation using process models can be 

used. In a unit operation defined by a recipe, several 

products can be made in the same vessel depending on 

the processing conditions of the recipe. One the  

well-known conditions are related to temperature 

control. 

Given a process model, a control strategy is 

implemented for the operation of the process 

depending on a recipe. It well known that state space 

control requires state estimation methods for the 

control to be realized. As such an observer is used to 

estimate the required states. This allows the estimation 

of the states used to compute power and energy 

variables and specific energy consumption. As batch 

processes can be operated for different batch sizes, 

given a product, production capacity is then varied. 

Each type of product is characterized by a different 

tracking profile. As such, for different types of 

products, it is necessary to iterate the computation 

which in turn gives an energy specific consumption 

profile. Therefore, for each different product, an 

energy consumption profile can be obtained by varying 

the capacity utilisation. For several products, a set of 

curves can be obtained versus capacity utilisation. 

Given a production schedule including several 

products, the resulting curve can be derived from the 

combination of the individual product curves plotted. 

These curves can be used later for the monitoring 

and diagnostic of the production. For instance, one can 

evaluate deviation from standard characteristic SEC 

and diagnose the underlying problems. 

The purpose of this article is to show the integration 

of all these concepts using process models and process 

control. It is shown how to obtain an energy specific 

consumption with simulations. Note that the same 

method can be used in a learning process of an artificial 

intelligence. 

The following figure present the computation 

iteration for obtaining SEC characteristic curve. 
 
 

4. Using Process Model and Control  

    for Energy Specific Consumption  

    Computation 
 

In this paper, we consider a batch process shown  

as follows. 
 

 {
�̇�  =  𝐴0𝑥 + 𝐵1𝑢 + 𝐷𝑑

𝑦 =  𝐶𝑥
, (4) 
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where x, u and y are respectively the state, the control 

and the output variables. The 𝐴𝑖  are matrices of 

dimension nxn. B and C are the input and output 

matrices. D is a disturbance matrix of a measured 

disturbance d. Such models can be obtained using 

Lagrange or Hamilton based formulations. 

 

 

 
 

Fig. 2. Energy Specific consumption computation. 

 

 

An example of used control strategy can be  

𝑢(𝑡)  =  −𝐾1𝑥(𝑡) − 𝐾2 ∫ (𝑟(𝑡) − 𝑦(𝑡))𝑑𝑡
𝑡

0
, where x is 

estimated using an observer. 𝑟(𝑡)  is a  

desired trajectory. 

The considered application is a pasteurization 

process used in many industries (e.g., beverages, 

pharmaceuticals, dyeing in textile industry). It can also 

be applied to other cooling systems. It has been used to 

demonstrate the computation of SEC. The following 

figure shows the basic configuration of the unit 

operation. It is supposed that there are three sources  

of energy: 

• Agitator electrical power, P𝑎𝑒; 

• Thermal heat and cooling power, 𝑃𝑡ℎ; 

• Electrical pumping power, 𝑃𝑒𝑝. 

Also, it is assumed that the mixture is not viscous. 

Therefore, there is not dissipation of heat provided by 

the agitator. 

The agitator electricity demand is constant 

throughout the mixing process. The pumping and 

thermal energy vary depending of the type of product. 

Operations such as filling and discharging the vessel 

with liquid or cleaning are not included for the sake  

of clarity. 

The model can be put in the form of (4). A control 

strategy is applied together with a state observer. Three 

products are considered and the iteration is applied in 

order to derive the specific consumption. 

The following figure shows the control strategy 

used for the iteration. The extended system for a single 

trajectory take the following form. 

 

 {
�̇�𝑒  =  �̅�𝑋𝑒 + �̅�𝑑 + 𝐼�̅�

𝑦 =  �̅�𝑋𝑒

 (5) 

 

 

 
 

Fig. 3. Industrial process. 

 

 

 
 

Fig. 4. Process control structure. 

 

 

5. Simulation Results 

 
For simulation, two different temperature profiles 

for two different products are presented in this paper. 

For each profile, a tracking control has been 

implemented. The volume to be processed in then 

varied so as to simulate capacity utilization variation. 

Therefore, the corresponding SEC curve is obtained. 

The first simulation shows tracking of temperature 

representing one product recipe. The temperature is 

gradually raised up to 63 °C (336K) during 30 min and 

cooled down. All energy consumption (heating, 

pumping, cooling) is then computed and the 

corresponding SEC curve is plotted versus capacity 

utilization. Capacity utilization is considered from  

50 % to 100 % for all simulations. The following 

figures present the corresponding tracking curve and 

the computed SEC curve versus capacity utilization. 

The corresponding SEC curve is given by the  

Fig. 6. 
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Fig. 5. Temperature profile 1. 

 

 

 
 

Fig. 6. SEC curve for the first profile. 

 

 

Il shows that the SEC starts at above 500 Wh/kg at 

50 % capacity utilization and reduces to below  

50 Wh/kg at 100 % capacity utilization. 

The second simulation deals with raising the 

temperature up to 73 °C during 5 min. The 

corresponding SEC is then computed. The 

corresponding SEC curve in as below (Fig. 8). 

 

 

 
 

Fig. 7. Temperature profile 2. 

 

 
 

Fig. 8. SEC curve versus capacity utilization. 

 

 

Note that the controller has been poorly tuned, thus 

resulting in picks in the SEC curve. The SEC values 

can go over 3000 Wh/kg. Indeed, control tuning has a 

consequence in the resulting specific  

consumption curve. 

As such a good control tuning results in a better 

SEC in this example. Badly tuned control system thus 

impacts on SEC. 

An aggregated curve over a schedule (relation 

between scheduling and control [5]) is also computed 

based on each production contribution. As such, the 

following resulting curve is derived. 

The aggregated SEC of a plant or equipment can be 

derived from collected data. 

 

 

6. Some Concluding Remarks 
 

Simulations permits to a priori compute specific 

energy consumption curves of a process plant. This can 

be used to characterize plants. It can also be used for 

diagnostic purpose. For instance, control tuning has an 

impact on SEC. Also, raw material quality which can 

be models as controlled process input can impact on 

SEC. Other factors can impact on SEC and simulations 

can help diagnose such causes. For new plants,  

model-based simulation approached can provide 

energy specific consumption curves for benchmarking 

operating behavior. Comparison of different control 

strategies should be simulated to show their impact on 

SEC. Future research work can be focused on 

theoretical formulation of energy efficiency concept, 

the influence of control strategies and applications in 

different types of equipment or plants. Also, the use of 

SEC curved for optimization taking into account other 

plant constraints. 

 

 

 
 

Fig. 9. Aggregated SEC. 
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Summary: Press equipment is not only utilized in industries such as automotive, home appliances, and industrial machinery 

but also plays a crucial role as a core production facility in future growth sectors like renewable energy, LED, electric batteries, 

hydrogen vehicles, among others. However, annual unnecessary operation leads to increased energy consumption and cost 

burdens. This study aims to contribute to cost reduction and energy efficiency improvement in renewable energy supply by 

efficiently managing the operating state of press equipment using big data and machine learning technologies. 

By comprehensively considering environmental variables and various press state parameters, we modeled the relationship 

between features influencing the prediction of renewable energy supply. Through this, it is anticipated that stabilizing energy 

supply for small and medium-sized manufacturing enterprises can be achieved by adjusting the supply of renewable energy. 

 

Keywords: Big data, Energy efficiency, Machine learning, Press equipment, Renewable energy. 

 

 

1. Introduction 

 
In contemporary society, sustainable energy 

consumption and efficient utilization of renewable 

energy have become crucial challenges. Particularly, 

the efficiency of energy usage in the industrial sector 

significantly influences overall energy policies. In this 

study, we aim to investigate a model for predicting 

renewable energy supply by combining big data and 

machine learning technologies, focusing on the 

operational status of press equipment [1]. 

Press equipment plays a pivotal role in various 

industrial sectors, and effective management can 

enhance energy efficiency. However, the increasing 

unnecessary operations lead to serious issues of energy 

consumption and cost burdens. Therefore, this research 

proposes a predictive model for renewable energy 

supply based on monitoring the operational status of 

press equipment using big data and machine learning. 

The objective is to contribute to the efficient 

utilization of energy and cost reduction, aligning with 

the broader goals of sustainable energy policies [2]. 

This paper explores the construction and applicability 

of a model centered around press condition data, 

anticipating its contribution to promoting energy 

efficiency and effective utilization of renewable 

energy in the industrial sector. 

 

 

2. Related Works 

 
To predict the demand for renewable energy, we 

applied the K-Means Clustering algorithm to model 

the AI analysis. We aim to use short-term demand 

predictions, such as one day before and one hour 

before, for small and medium-sized enterprises' 

transactions involving renewable energy. Furthermore, 

we modeled the relationship between features 

influencing the prediction of renewable energy 

demand by considering environmental variables and 

various press state parameters using the PCA 

algorithm. In Section 2 we explore algorithms related 

to the research. 

 

 

2.1. K-Means Clustering Algorithm 
 

The following is the analysis process of the  

K-means clustering algorithm [3, 4]. 

 

 
 

Fig. 1. K-means Clustering algorithm. 
 

 

① The K-means algorithm begins by randomly 

selecting K points as initial centroids from the 

training data, setting them as the initial cluster 

centroids; 

② The data points are classified by calculating the 

distance (Euclidean distance) to each cluster 

centroid, and the data points are assigned to the 

cluster with the nearest centroid; 
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③ In step ②, the centroids are recalculated based 

on the clusters assigned to the data points; 

④ Steps ② to ③ are repeated until the cluster 

assignments of the data points do not change. 

The K-Means Clustering algorithm has a linear 

complexity of O(n), which means it is faster compared 

to other algorithms. However, the algorithm requires 

users to have insight and manually determine the 

number of clusters, which is a notable aspect to 

consider. Additionally, the results may vary each time 

due to the randomness in selecting the initial centroids. 

 

 

2.2. Principal Component Analysis Algorithm 
 

The Principal Component Analysis (PCA) 

algorithm [5, 6] reduces the dimensions of a  

high-dimensional dataset composed of many features, 

eliminating unnecessary features to create a new 

dataset. Not all features are necessary for the learning 

process. PCA is used to prevent a decrease in 

prediction reliability or a higher risk of overfitting as 

the number of features increases. It aims to enhance the 

model's performance. PCA constructs a line in the 

region with the widest data variance between 

coordinates and projects all coordinates onto this line. 

Below, in the coordinate space, the line with the least 

data overlap is the one where the variance between data 

points is the greatest. 

 

 
 

Fig. 2. PCA Algorithm. 
 

At this point, the line is referred to as the Principal 

Component, and projecting coordinates onto it ensures 

the longest distance between points. PCA analysis 

involves examining dimensions and identifying 

principal components from these dimensions to create 

a new dataset. 

 

 

3. Renewable Energy Supply Prediction  

    Model 
 

The model proposed in this paper explains the 

research methodology through the following steps. 

Section 3.1 details the data collection methodology 

from the press equipment. In Section 3.2, the machine 

learning algorithms employed for model training are 

discussed. Section 3.3 delves into how the model 

utilizes press equipment condition data. 

 

 

3.1. Collection and Preprocessing of Press  

       Equipment Data 

 

Real-time monitoring of equipment in the press 

process was implemented through wireless network 

connectivity, enabling the real-time visualization of 

press operation data on the WEB. For the collection of 

press operation data, a sample press was selected, and 

real-time detection of the grid frequency was 

conducted to gather information on press  

condition data. 

 

 
 

Fig. 3. Gathering Data from Press Equipment. 

 

 
3.2. Selection of Machine Learning Algorithms 

 

The real-time facility data was collected 

exclusively from specific ports of the respective press 

using Cisco security equipment, and HPE Load 

Balancers were employed to distribute high-speed and 

high-volume data seamlessly without interruptions. 

As the volume of press data [7] to be retained 

grows exponentially over time, various workloads, 

including the generation of production KPI statistics, 

retrieval of raw data, BI reporting, big data analysis, 

and machine learning model training, need to be 

efficiently distributed. To address this, the researchers 

utilized the existing big data processing technologies, 

namely, HPE GreenLake Solution and  

Ezmeral Solution. 

The HPE Ezmeral Solution provides a press ML 

pipeline, allowing users to create machine learning 

models [8] for predictive maintenance of press 

equipment and providing an environment for 

continuous learning. 

In this study, the PCA algorithm and the K-means 

algorithm were employed to model the relationship 

between features influencing the prediction of 

renewable energy supply based on the analysis of press 

condition parameters. 
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Fig. 4. Model Construction. 

 

 

4. Experimental Environment and Results 
 

The K-means clustering algorithm applied in this 

research model is a representative technique in cluster 

analysis. It differentiates the entire dataset into K 

clusters, relatively similar, by predefining the number 

of clusters, denoted as K. In other words, it is an 

algorithm that clusters data by iteratively selecting a 

specific number (K) of points (centroids) and 

minimizing the distance of each observation based on 

changes in the centroids. In the analytical model of this 

study, the K-means clustering technique is utilized to 

predict the key factors influencing renewable energy 

supply among features for forecasting [9]. 

The following is the analysis process of the  

K-means clustering algorithm. 

Step 1: We examine the RAW data acquired from 

the press sensor and proceed with the preprocessing 

steps. We removed unnecessary features and deleted 

rows with missing data. 

 

 

 
 

Fig. 5. Data cleansing (preprocessing). 

 

 

Step 2: We used the 'corr' function to examine the 

inter-variable correlations in the press data, assessing 

the correlation among variables. 

Step 3: To understand the data for each variable, we 

set the number of bar graphs for each variable, 

assigning the count of each bar graph to the 

corresponding variable using index and value. We 

examined the data for each variable in the press dataset 

through histograms. 

 

 

 
 

Fig. 6. The correlation among variables. 

 

 

 
 

Fig. 7. Histograms for Variables in Press Data. 

 

The experiment on analyzing the characteristics 

and variable importance of a renewable energy 

prediction model utilizing press equipment's status 

data was conducted in the following sequence: 

1. Collecting waveform data from the press 

equipment; 

2. Using the collected job history data (item names, 

operation times, etc.), a dataset is built; 

3. with waveform data collected during the respective 

operation times; 

4. Preprocessing is performed on the collected raw 

data for the application of the AI model; 

5. Modeling the relationship between features using 

the collected dataset and PCA algorithm. 

The proposed model was developed and studied to 

regulate the supply of renewable energy, optimizing 

energy costs by examining the water level influenced 

by each independent variable in the data refinement 

process from state data collected by the press 

equipment sensors. 
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Fig. 8. The predicted results applying the proposed model. 

 

 

5. Conclusions 
 

The K-means clustering algorithm applied in this 

research model is a representative technique in cluster 

analysis. For the experiments in this study, we applied 

the PCA algorithm and K-means algorithm. It was 

confirmed that by extracting peak interval information 

based on the 'energy consumption time, which 

significantly influences the dependent variable, it is 

possible to attempt cost savings by adjusting the 

energy supply. 

In the industrial field, the sustainable consumption 

of energy and the efficient utilization sustainable 

consumption of energy and the efficient utilization of 

renewable energy are important challenges. Therefore, 

in this study, we aimed to research a model predicting 

the supply of renewable energy by combining big data 

and machine learning technologies, focusing on the 

condition data of press equipment. In this paper, we 

explored ways to effectively manage it, aiming to 

improve the efficiency of energy consumption. 

By leveraging big data and machine learning, we 

monitored the operational status of press equipment. 

Through a predictive model for renewable energy 

supply based on this information, we confirmed its 

potential contribution to the efficient use of energy and 

cost savings. This can be seen as a part of sustainable 

energy policy. 
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Summary: This paper presents the design and implementation of a torque wrench integrated with 5G technology. Reliable 

network connectivity is required in numerous smart manufacturing scenarios, that lead to increased effectiveness, for instance 

predictive maintenance, production data analysis or asset tracking. The implemented tool features an intuitive user interface 

for parameter setting and real-time usage statistics reporting over the 5G network. Our objective was to use affordable hardware 

and open-source software for the implementation. We chose the 5G technology for the network communication due to its 

advantages, such as low latency and high reliability, which are crucial for the stable operation of the system. In comparison to 

other wireless technologies, 5G offers additional features relevant for smart manufacturing deployments, for instance operation 

in dedicated spectrum or ability to create private networks. The system has been deployed and tested in the 5G private network 

at the Technology Campus in Freyung. 
 

Keywords: 5G, Smart manufacturing, IIoT, Industry 4.0, Torque wrench. 
 

 

1. Introduction 

 
Nowadays, manufacturing often relies on manual 

processes, which require superfluous action from 

workers, such as machine parameter setting or protocol 

recording. Traditional production chains possess 

potential for upgrade to smart manufacturing, which 

can improve their productivity thanks to means that 

were not feasible in the past. These include, amongst 

others, data analysis leading to process optimization or 

machinery condition monitoring for early malfunction 

detection. Such functions demand a fast and reliable 

network, which can be provided by the 5G technology. 

The Project “5G für Handwerk und Mittelstand” 

(5G for craft businesses and small and medium-sized 

enterprises) of the Deggendorf Institute of Technology 

aims to raise awareness of the 5G technology in small 

and middle-sized companies and to help them to stay 

competitive in their fields. The project also involves 

developing demonstrator applications utilizing 5G 

networks, that illustrate the potential of this technology 

in the companies. To support the demonstrators, we 

operate a standalone 5G private network at the 

Technology Campus in Freyung (TCF). 

This manuscript describes a demonstrator 

developed at TCF: a torque wrench connected to a 5G 

network. Network connectivity of the tool allows 

remote setting of its parameters as well as monitoring 

of its usage. The usefulness of such a tool lies in 

improving the effectiveness of semi-automatic 

manufacturing. We aim to show that 5G is a fitting 

technology for this endeavor. 

 

 

2. Related Work 

 
Attaran [1] summarizes the economic contributions 

that 5G networks can bring to companies in the 

manufacturing sector and emphasizes the need for the 

adoption of modern technologies. The adoption leads 

to improved efficiency, which can help the companies 

react to diminishing margins and increasing cost of the 

human workforce. 

Mogensen and Rodriguez [2] envision the 5G 

technology as a "wireless cable" – a wireless network 

providing performance and reliability of a cable 

network, thanks to operation in dedicated spectrum. At 

the same time, it has advantages of wireless networks, 

for instance the ease of installation and the  

device mobility. 

O’Connell et al. [3] discuss the benefits of 5G in 

manufacturing brought by the features like Massive 

Machine-Type Communication and integration with 

time sensitive networks. Additionally, their work 

mentions multitude of manufacturing scenarios, that 

can be implemented using 5G, such as remote 

operation and monitoring, or remote maintenance 

using Augmented Reality. 

Maldonado et al. [4] compare properties of 5G, 

both in licensed and unlicensed spectrum, with the  

Wi-Fi 6 technology in the context of Industrial Internet 

of Things and conclude, that 5G outperforms Wi-Fi in 

terms of spectral efficiency, especially in the  

licensed spectrum. 

 

 

3. Requirements 

 
Our goal was to implement a working demonstrator 

of a torque wrench, that allows adjusting its torque 

parameter over network. Additionally, the tool must 

report the real-time usage data over network for 

auditing purposes. We focused on reporting the actual 

torque value and the shaft rotation speed measured by 

the tool under load. Finally, the wrench should 

resemble a real-life tool used in production. 
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In general, connectivity through a mobile network 

lets the user operate the tool in the field thanks to the 

vast public coverage. Specifically, we chose 5G as the 

underlying network technology, since it offers low 

latency and high reliability, which fits our needs. 

Moreover, 5G allows implementing private (or 

“campus”) networks. These networks prove invaluable 

when full isolation from other networks, both public 

and private, is desired. Comparing 5G to Wi-Fi, 5G 

stands out in terms of spectral efficiency, especially in 

low-latency ranges [4]. Another advantage is the 

operation in dedicated spectrum assigned by 

authorities, leading to lower predisposition to 

interference by other networks running in the  

same area. 

Last, but not least, the implemented tool must 

operate flawlessly with the 5G private network 

implemented at TCF. 

 

 

4. Design 

 
The project consists of two parts: the wrench tool 

itself and the management server. This reflects a 

realistic scenario, in which a company runs a central 

server for data collection, processing and presentation 

and a multitude of tools operating in the field. 

The main role of the wrench tool is to rotate the 

shaft at the given torque and to report the actual torque 

and rotation speed values to the server. It must, 

therefore, be equipped with a motor and circuitry that 

supports setting and reading these values. The range of 

the adjustable torque shall correspond to values used 

by commercial tools. The same goes for the form of the 

device: its appearance and usage should resemble 

conventional devices. To ease the operation, the tool 

shall be equipped with a button for initiating the 

operation. Additionally, the tool shaft must be 

compatible with common torque wrench impact 

sockets allowing its usage with wide variety of screws. 

Finally, it must use a 5G-capable modem to access the 

5G network. 

The management server is responsible for 

collecting real-time usage data from the wrench and 

persisting it to a database. Furthermore, it provides a 

way to display this data and to set the current tool 

torque using a web interface. The server is directly 

connected to the core network of 5G campus network 

at TCF and is therefore accessible by the wrench. In 

this project, we aim to implement a physical server, but 

the design should not prevent deployment in 

virtualized environments or in the cloud. 

Last, but not least, it is crucial, that the underlying 

communication protocol does not undermine the 

advantages provided by the performance of the 5G 

network. Shi et al. [5] suggest, that the well-established 

protocol MQTT with its low overhead and latency is 

suitable for real-time communication in IoT, therefore, 

it fits our scenario. 

 

 
3 https://github.com/Solo-FL/SoloPy 

5. Implementation 

 
Implementing the torque wrench and the server 

involved selecting both affordable and extensible 

software and hardware. We preferred open-source 

software and hardware with open-source  

management libraries. 

 

 

5.1. Wrench Tool 

 

The motor is a vital part of the wrench tool. We 

chose the Nanotec DB56C036030-A brushless DC 

motor, that offers precise torque control and reports the 

actual torque and the shaft rotation speed using Hall 

sensors. The motor only supports the torque up to  

0.45 Nm, which does not suffice for our purposes. To 

overcome this, we employed the Nanotec gearbox 

GP56-S2-62-SR, that features the conversion ratio of 

62.33 and extends the torque to approximately 28 Nm. 

This value is comparable to common tools available on 

the market. To ensure the compatibility with 

conventional screws, we built an adapter allowing 

operation with common torque wrench impact sockets. 

We used a standard laboratory switching power supply 

as the power source, capable of providing voltage of 

36 V and supplying a current of up to 10 A. 

To control the motor torque and to read the actual 

torque and speed, we utilized the Solo Mini V2 

controller. The controller offers multiple modes of 

operation, making it possible for the user to control 

speed, torque, or shaft position. The best fit for our 

purposes is the torque mode, in which the motor tries 

to maintain a constant torque in the time of operation. 

Additionally, the controller allows reading the torque 

and shaft speed values using the motor Hall sensors. 

Finally, the controller is accompanied with a 

convenient open-source control library SoloPy 3 

implemented as a Python module providing a solid 

interface for programming. 

The network connectivity is ensured by the Quectel 

RM500N-GL 5G modem, that supports 5G networks 

in Standalone Mode. Additionally, the modem offers 

good compatibility with the GNU/Linux operating 

system as its supporting driver is already present in 

current kernels. Furthermore, current GNU/Linux 

distributions contain convenient user space 

applications for network management 

(ModemManager, NetworkManager) that are usable 

with this modem as well. Finally, the vital feature of 

the modem is its ability to connect to private networks, 

which ensures seamless interoperability with the 5G 

network at TCF. The network is based on the Open5GS 

open-source core and the RAN solution from the 

Airspan company. The network Radio Units 

AirVelocity provi0de coverage in the n78 band. 

Next, a device capable of handling both the motor 

controller and the network communication with the 

management server is needed. For this purpose, we 
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used the Raspberry Pi 4B, as it features the  

General-Purpose Input/Output (GPIO) bus needed for 

communication with the motor controller and allows 

connecting the 5G modem via the USB interface. 

Moreover, it has solid support of the GNU/Linux 

operating system, which makes it easy to write the 

application logic and to use supporting drivers and 

libraries (e.g., the MQTT client). 

We designed the wrench tool housing to resemble 

conventional tools and printed it using a 3D printer. To 

preserve small form factor, we placed the control 

boards (i.e., the Raspberry Pi, the Solo controller and 

the 5G modem) in a separate box made of transparent 

acrylate. To enhance usability, we built a button for 

initiating the operation directly in the case. Fig. 1 

shows the wrench tool together with the  

control circuitry. 

The software running on the wrench is responsible 

for controlling the motor according to the user settings 

and reporting the actual torque and shaft speed via the 

network using an MQTT client. For this purpose, we 

implemented a Python daemon, which utilizes the 

Paho MQTT client to connect to the MQTT broker on 

the management server and uses two MQTT topics: 

first, the topic /set serves for receiving the desired 

torque value from the server and setting the motor 

accordingly, and second, the topic /monitor sends 

the actual torque and speed values to the server every 

100 milliseconds, as long as the tool is in operation. 

The Python daemon lifecycle is managed by a Systemd 

service and the connection to the 5G network is 

controlled by the NetworkManager and the 

ModemManager software. The block diagram of the 

wrench components is shown on the left side of  

the Fig. 2. 

 

 
 

Fig. 1. Wrench tool and control boards. 

 

 

 
 

Fig. 2. System architecture and operation. 

 

 

5.2. Management Server 

 

The server is implemented as a Python daemon, 

that uses the Paho MQTT client to handle the 

communication with the wrench via an MQTT broker 

and the Django framework to realize the user interface 

via web. The interface exposes two web pages: one for 

setting the desired torque and the other one for 

displaying the record of the past torque and speed 

values stored in the database. To illustrate the 

advantages of the device positioning, the latter 

webpage also contains a map depicting the locations of 

the device usage. However, the location data and the 

area map are mocked for demonstration purposes. 

An MQTT broker is needed to arrange 

communication between the management server and 

the wrench. For this purpose, we host the Eclipse 

Mosquitto broker directly on the management server. 

As a backing storage, we chose the SQLite database, 

which can easily handle the deployment with a single 

wrench. The management server runs on the Raspberry 

Pi computer and is powered by the GNU/Linux 

operating system. This combination provides good 

support for hosting the Python daemon and the MQTT 
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broker. The components of the management server are 

depicted on the right side of the Fig. 2. 

 

 

5.3. Usage Procedure 

 

The Fig. 2 shows the whole usage procedure. The 

operation starts with the user setting the desired torque 

via the web user interface (1). The torque value gets 

published to the /set topic by the MQTT client on 

the management server (2). In reaction, the MQTT 

broker (for brevity omitted in the figure) conveys the 

message to all subscribed clients. The MQTT client on 

the wrench processes the message and stores the torque 

value in the memory. The actual wrench movement 

starts with the user pressing the button on the tool (3). 

The Python daemon reacts to this by instructing the 

controller to initiate the shaft rotation at constant speed 

with given torque and using the SoloPy library, which 

in turn causes the motor to operate. During the rotation, 

the controller reads the actual torque and rotation speed 

from the Hall sensors at a rate of 10 Hz. The values are 

published under the MQTT topic /monitor (4). Via 

the MQTT broker, they propagate further to the MQTT 

client on the management server. Subsequently, the 

Python daemon ensures the persistence of the value in 

the database. The user can review the recorded torque 

and speed via the web interface, which presents the 

data in both a table and a graph (5). 

 

 

6. Conclusion and Future Work 
 

In this project, we developed a working 

demonstrator of a 5G torque wrench, and we confirmed 

that 5G is a reliable network technology for its 

purposes. This shows the potential of 5G networks in 

the industry and highlights benefits of real-time 

monitoring and work auditing. 

The project can be further extended in the future. 

For instance, it can evolve into a semi-automatic 

assembly workplace by implementing additional 

features, such as step-by-step instructions for workers 

displayed on a screen or a remote assistance function 

(where a remote expert passes instructions using video 

and audio communication over 5G network). 

Moreover, Augmented Reality could be employed to 

improve communication between the expert and the 

worker. Another improvement could lie in utilizing the 

upcoming 5G localization technology to extend the 

auditing capabilities of the system. Nevertheless, the 

5G hardware with the localization capability is not yet 

available on the market. To improve the usability of 

the tool, a way to set the torque directly using the tool 

could be implemented. 
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Summary: Performance evaluation of the Medium Access Mechanisms of the B5G/6G system, called Adaptive Directional 

Antenna Protocol for THz networks is a hot research topic today. In this paper, we study the communication effect of the 

overlapping ratio sectors around the unique and fixed base station. We used Shannon entropy and entropy flux metrics to show 

the effect of the multiple consecutive communications executed by the mobile terminals. We analyzed the usability of these 

metrics and tried to interpret the properties of the ADAPT system based on them. Two disjunctive subsystems of the mobile 

terminals were considered based on the physical position of the overlapping and non-overlapping sector areas. We found that 

low population and low overlapping ratio show the stochastic character of the entropy and entropy flux. Meanwhile, both large 

population and large overlapping ratios lead strong correlation between the entropy and entropy flux. 

 

Keywords: Shannon entropy, Entropy flux, ADAPT, 6G, B5G, Terahertz. 

 

 

1. Introduction 

 
As we look ahead in wireless communication, 

we're moving beyond 5G to what's next, like 6G and 

beyond 5G. This shift is shaping how we connect and 

bringing advancements in technology. The anticipation 

for 6G and B5G is because we want even faster data 

speeds, very low delays in communication (low 

latency), and new applications that will redefine what 

wireless networks can achieve. It's an exciting journey 

toward a future where wireless communication is 

faster, more responsive, and opens up incredible 

possibilities. 

In wireless communication, there's this important 

idea called Shannon entropy, which comes from a field 

called information theory. This concept is super crucial 

[1-5] because it helps make things better in wireless 

communication. It helps with improving how signals 

are processed, making networks work more efficiently, 

and creating smart decision-making programs. So, in 

simple terms, Shannon entropy is like a big helper in 

making wireless communication work smoother and 

smarter. The highlights of this paper are as follows: 

• Entropy-based analysis of the medium access 

mechanism for the communication in the THz 

frequencies; 

• Introducing new metrics based on the ADAPT 

entropy ratios and exploring its behavior; 

• The use of the entropy ratios fluxes and exploring 

their properties; 

• Interpretation of the entropy flux for time series. 

In the rest of the paper, we highlight the main 

related research in the Second Section. In the Third 

Section, we analyze the use of entropy in case we have 

different subsystems within the MAC mechanism. As 

we explain in the Fourth Section the behavior of such 

entropy metrics. Finally, we show and conclude the 

obtained results in the Fifth Section. 

 

 

2. Related Work 
 

Entropy plays a pivotal role in wireless 

communication, as demonstrated by innovative 

clustering schemes and decision-making mechanisms. 

In [1], researchers proposed a clustering scheme for 

wireless sensor networks, where entropy serves as a 

crucial decision metric, resulting in superior 

performance in energy consumption, stability period, 

and network lifetime compared to baseline algorithms. 

Similarly, entropy is employed in multiband spectrum 

sensing for cognitive radios [2]. 

Another research group [3] proposed a mechanism 

that integrates mobility entropy into the CoRPL 

routing protocol for low-power and lossy networks, 

effectively reducing packet loss and delays in 

simulated mobile routing scenarios.  The optimization 

of data transmission frequency using entropy 

addresses the challenge of maximizing the lifetime of 

wireless sensor networks [4]. This approach, validated 

through experimental results, outperforms 

conventional strategies. 

Additionally, a related study [5] explores efficient 

feature selection for cognitive computing in wireless 

signal processing, emphasizing the significance of 

power spectrum entropy and singular spectrum 

entropy for optimal recognition performance. Also, the 

entropy can be used to analyze power sources for small 

electronics in the IoT era [6], emphasizing the growing 

importance of energy harvesting from the 

environment. The entropy was also used for 

exploration in different domains to contribute its 

insights into application and the significance of the 

respective area [7-8], using the deep learning models 

to derive information theoretic quantities [7]. 

Although, the application of the information theory 

and entropy was analyzed by different researchers  

[9, 10] in diverse scientific and technological domains, 

contributed to the understanding of the entropy 

dynamics and explored its paths [11, 12]. 
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3. ADAPT Entropy Aspects 

 
In our simulation, we employed the Adaptive 

Directional Antenna Protocol for THz networks 

(ADAPT) medium access control mechanism [13], 

operating in THz frequencies with a 3-way handshake 

rule where the Access Point (AP) turns into equally 

sized sectors for data exchange with Mobile Terminals 

(MT). The communication process begins with the AP 

sending a Call to Send (CTA) frame to the MT, 

inquiring whether it has data to transmit. If the MT 

indeed has data to send, it responds with a Request To 

Send (RTS) control frame. The AP acknowledges this 

by sending a Clear To Send (CTS) frame, permitting 

the MT to transmit its data at a specific time specified 

by the AP. Once the data transmission is complete, the 

AP sends acknowledgment and proceeds to the next 

sector (Fig. 1). 

 

 
 

Fig. 1. The MAC mechanism of the ADAPT protocol. 

 

The AP is placed in the center of a cell having 

radius 𝑟 =  18 𝑚, divided into 30 sectors, each having 

an angle 𝜑 =  12°, transmitting packets of size 65 kB 

at a transmission rate 𝑅𝑇𝑥  =  69.12 𝐺𝑏𝑝𝑠 (see Fig. 2). 

As an extension [14], we applied an overlapped ratio 

(m) between sectors to optimize MT data transmission 

opportunities.  

 

  
 

Fig. 2. The spatial distribution of the MTs. 

 

We varied values of the overlapping ratio  
parameter 𝑚 ∈ {0.1, 0.3, 0.5, 0.7, 0.9} , values of the 

population, 𝑛 ∈ {15, 30, 60, 120, 240, 480, 960}, and 

distribution topologies (d1 for centered distribution, d2 

for uniform distribution around the AP, see Fig. 2). 
 

 

3.1. Entropy of the Received Power 
 

We evaluated the entropy of the extracted received 

power by the AP from the MT in each sector, based on 

2 subsystems: the normal MTs (N) that belong to only 

one sector and the lucky MTs (L) are the ones that 

belong to 2 sectors based on the overlapped ratio 𝑚. In 

each complete rotation time 𝑒 =  1, 2, … , 95 , we 

calculated the entropy of the subsystems ( 𝑆𝑁 , 𝑆𝐿 ) 

which is given by the formulae (1, 2) and (3, 4) 

respectively. 

 

 𝑝𝑖
𝑁(𝑒)  =  

𝑃𝑖(𝑒)

∑ 𝑃𝑗(𝑒)𝐾
𝑗 = 1

, 𝑖 =  1,2, … , 𝐾, (1) 

 

 𝑆𝑁(𝑒)  =  −∑ 𝑝𝑖
𝑁(𝑒) ∙ log (𝑝𝑖

𝑁(𝑒))𝐾
𝑖 = 1 , (2) 

 

 
𝑝𝑖

𝐿(𝑒)  =  
𝑃𝑖(𝑒)

∑ 𝑃𝑗(𝑒)𝑁
𝑗 = 𝐾+1

, 𝑖 =  𝐾 + 1, 𝐾 +

+2… ,𝑁, 
(3) 

 

 𝑆𝐿(𝑒)  =  −∑ 𝑝𝑖
𝐿(𝑒) ∙ log (𝑝𝑖

𝐿(𝑒))𝑁
𝑖 = 𝐾+1   (4) 

 

The power entropy of the total (𝑁 ∪ 𝐿) system is 

given by the following formulae: 

 

 𝑝𝑖(𝑒)  =  
𝑃𝑖(𝑒)

∑ 𝑃𝑗(𝑒)𝑁
𝑗 = 1

, 𝑖 =  1,2, … ,𝑁, (5) 

 

 𝑆𝑇𝑜𝑡(𝑒)  =  −∑ 𝑝𝑖(𝑒) ∙ log (𝑝𝑖(𝑒))
𝑁
𝑖 = 1 , (6) 

 

where 𝑃𝑖(𝑒)  is the power of MT 𝑖  in a complete 

rotation 𝑒. 𝑆𝑁(𝑒), 𝑆𝐿(𝑒) and 𝑆𝑇𝑜𝑡(𝑒) are entropy of N, 

L and total (𝑁 ∪ 𝐿)  MTs, respectively. Because 

𝑝𝑖
𝑁, 𝑝𝑖

𝐿and 𝑝𝑖  in a complete rotation 𝑒 are probability 

variables, we have: 

 

 
∑ 𝑝𝑖

𝑁(𝑒)𝐾
𝑖 = 1  =  ∑ 𝑝𝑖

𝐿(𝑒)𝑁
𝑖 = 𝐾+1  =  

= ∑ 𝑝𝑖(𝑒)
𝑁
𝑖 = 1  =  1  

(7) 

 

The specified relation is valid only under the 

condition of independence between the two 

subsystems: 

 

 𝑆𝑇𝑜𝑡(𝑒)  =  𝑆𝑁(𝑒) + 𝑆𝐿(𝑒) (8) 

 

However, the more N and L are independent, the 

closer to zero is the difference of the entropies: 

 

 ∆𝑆(𝑒)  =  𝑆𝑁(𝑒) + 𝑆𝐿(𝑒) − 𝑆𝑇𝑜𝑡(𝑒) (9) 

 

The quantitative assessment of the inter-

dependence between two disjunctive subsystems and 

the entropy of the overall system is provided by 

examining their relational in-between (see Fig. 3). We 

approach these time series from different internal 

aspects: stationarity, randomness, or the presence of 

patterns. We found that entropies are not always 

stationary, some specific patterns can be identified 

during the 360° rotation of the ADAPT sectors. We 

noticed the stationarity aspect of the plotted time series 

determined with the Phillips-Perron test by a binary 

digit (0 – non-stationary, 1 – stationary) inside of 

rounded parentheses pair (e.g., Figs. 3-7). 
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(a)                                (b)                               (c)                             (d) 

 
Fig. 3. The dependence of entropies on time. 

 

          
 

(a)                                (b)                               (c)                             (d) 

 
Fig. 4. The dependence of entropy ratios on time. 

 

 

           
 

(a)                                (b)                               (c)                             (d) 

 
Fig. 5. The dependence of entropy ratios on time. 

 

 

           
 

(a)                                (b)                               (c)                             (d) 

 

Fig. 6. The scatter plot of M vs. R. 
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(a)                                (b)                               (c)                             (d) 

 

Fig. 7. The dependence of metrics JM and JR on time. 

 

 

We determined the entropy ratios 𝜂𝑁(𝑒) and 𝜂𝐿(𝑒) 

of N and L subsystems over the entropy of the total 

(𝑁 ∪ 𝐿) system (see Fig. 4), respectively: 

 

 𝜂𝑁(𝑒)  =  
𝑆𝑁(𝑒)

𝑆𝑇𝑜𝑡(𝑒)
, (10) 

 

 𝜂𝐿(𝑒)  =  
𝑆𝐿(𝑒)

𝑆𝑇𝑜𝑡(𝑒)
  (11) 

 

We used the metric Inter-Subsystem Mutual Effect 

(𝑀) of the AP’s received power with the following 

formulae: 

 𝑀(𝑒)  =  𝜂𝑁(𝑒) + 𝜂𝐿(𝑒) − 1 (12) 

 

The more the 𝑀  value approaches zero, the 

independence of the 𝑁 and 𝐿 subsystems increase (see 

Fig. 5). However, determining the significance of a 

nonzero metric requires in-depth analysis. 

The second metric that we introduce is the Relative 

Entropy Difference (R) of the AP’s received power: 
 

 𝑅(𝑒)  =  𝜂𝑁(𝑒) − 𝜂𝐿(𝑒) (13) 
 

Unlike the 𝑀, the more 𝑅 metric approaches the 0 

the more entropy ratios get equalized indicating the 

balance of the two subsystems (see Fig. 5). 
 

 

3.2. Behaviour of the Entropy Ratio Based Metrics 
 

The transformation between the entropy ratios and 

introduced metrics in the form of a matrix equation is 

the follows: 
 

 𝐷(𝑒)̅̅ ̅̅ ̅̅  =  �̅� ∙ 𝛨(𝑒)̅̅ ̅̅ ̅̅ ̅ + �̅�, (14) 
 

where �̅�  =  (
𝑅
𝑀

) and �̅�  =  (
𝜂𝑁

𝜂𝐿
) are time dependent, 

while �̅�  =  (
1 −1
1  1

) and �̅�  =  (
 0
−1

) are constant. It 

is obvious that this transformation is a rotation by 𝜋/4, 

then stretching with a √2  and shifting by one unit 

vertically toward −∞ . This effect magnifies the 

behavior of the entropy ratios and shows better the 

impact of the metric pair (𝑀, 𝑅). 

We notice that the dependence of metric 𝑀 on 𝑅 is 

linear in the majority of cases (Fig. 6). The slope 𝑎 of 

the fitted line is influenced by the overlapping ratio, 

population, and topology: 

 

 𝑀 =  𝑎 ∙ 𝑅 + 𝑏, (15) 
 

 𝑎 =  𝑎(𝑚, 𝑛, 𝑑) (16) 
 

For better fitting results we excluded the outliers 

represented with empty dark circles. Filled circles have 

good linear dependence of 𝑀 and 𝑅. 

Extrema of the metrics 𝑀  and 𝑅  are given in  

Table 1. Having 𝑀 always positive indicates a strong 

dependence between subsystems 𝑁  and 𝐿  in all 

simulation cases. This expresses heavy connectivity of 

the MTs belonging to these two groups because the 

higher the overlapping ratio the higher the probability 

of accessing the radio channel by certain MTs 

belonging to the lucky subset.  

 
Table 1. Extrema of metrics M and R. 

 

Extrema M R 

Min() 0.281 -0.717 

Max() 1.514 0.596 

 
However, 𝑅  gets positive and negative values 

designating the unbalanced status of the two 

subsystems, that influenced by the overlapping ratio 

𝑚 . The hypothesis that balanced status, 𝑅 =  0 

belongs to 𝑚 ≈ 0.5 is true but just for d2 (uniform) 

topology because for d1 (centered) topology needs 

𝑚 ≈ 0.75. 

 

 

3.3. Entropy Ratio Flux of the Received Power 
 

Entropy ratio flux reflects the subsystem 

dependency in the ADAPT dynamic systems. 

Therefore, we introduce new metrics called  

inter-subsystem mutual flux (𝐽𝑀) and relative entropy 

flux (𝐽𝑅 ), respectively, represented by the following 

formulae: 

 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

174 

 

 𝐽𝑀  =  ∆𝑀 =  ∆𝜂𝑁 + ∆𝜂𝐿, (17) 
 

 𝐽𝑅  =  ∆𝑅 =  ∆𝜂𝑁 − ∆𝜂𝐿, (18) 
 

where ∆𝜂𝑁 is the entropy ratio modification velocity of 

the N subsystem and ∆𝜂𝐿  is the entropy ratio 

modification velocity of the subsystem 𝐿  

(see Fig. 7).  

The relation between the metrics 𝐽𝑀 and 𝐽𝑅 is more 

or less linear, depending on the parameters 𝑚, 𝑛, and 

𝑑  of the simulation scenario. This reveals the linear 

behavior of the 𝑁 and 𝐿 subsystems (see Fig. 8). 
 

 

     
                                  (a)                         (b) 

 

     
                                  (c)                         (d) 

 

Fig. 8. The scatter plot of JM vs. JR. Mass point is 

represented with red color. 
 

The interdependence between the entropy ratio 

fluxes has the following relation: 
 

  𝐽𝑀  =  𝑎′ ∙ 𝐽𝑅 + 𝑏′ (19) 
 

It is obvious that formula (19) is a derivative of the 

formulae (15), which implies the following relations: 
 

 𝑎′  =  𝑎 and 𝑏′ ≈ 0 (20) 
 

In our evaluation variable 𝑏′ approaches zero just 

for specific conditions given by the overlapping ratio, 

population, and topology type. 
 

 

3.4. Entropy Based ADAPT Properties 
 

To reduce the time series and have a better 

comparison between, we determined the mean (𝜇) and 

the standard deviation (𝜎) of the entropy ratios. We 

notice that for 𝑚 ∈ {0.1, 0.3} (first 28 cases) the 𝜇(𝑀) 

is strongly correlated with 𝜇(𝜂𝑁), but for the rest of 

overlapping cases it correlates with 𝜇(𝜂𝐿)  (see  

Figs. 9-11). Similarly, for 𝑚 ∈ {0.1, 0.3} the 𝜇(𝑅) is 

strongly correlated with 𝜇(𝜂𝑁) , but for the rest of 

overlapping cases it negatively correlates with 𝜇(𝜂𝐿) 

(see Figs. 9-11). 

 

 
 

Fig. 9. The dependence of the mean of the entropy ratios, 𝑀 

and 𝑅 on the simulation case ID. 

 

 
 

Fig. 10. Comparison between the cross-correlation  

of the entropy ratios and the mean of M. 

 

 
 

Fig. 11. Comparison between the cross-correlation  

of the entropy ratios and the mean of R. 

 

Moreover, the calculated STD values for 𝜂𝑁, 𝜂𝐿, 𝑀 

and 𝑅 are all correlated (see Fig. 12). The coefficient 

of variance measures the scattering property. In the 

first 28 cases 𝐶𝑉(𝑀) behaves like 𝐶𝑉(𝜂𝑁), and for the 

rest of the scenarios acts like 𝐶𝑉(𝜂𝐿) (see Fig. 13). 

The scatter plot of STD vs. mean for both 

subsystems entropy ratios, where 𝜇(𝜂𝐿) is shifted to 

the left by 1 and 𝜇(𝜂𝑁) is unchanged (see Fig. 14). 

Both STDs are concentrated around 0. Similar 

dependencies were found between STD vs. mean of M 

and R metrics. These latter plots are more dispersed 
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because non-stationarity is more and more canceled 

(see Fig. 15). 

 

 
 

Fig. 12. The dependence of the standard deviation  

of the entropy ratios, 𝑀 and 𝑅 on the simulation case ID. 
 

 
 

Fig. 13. The dependence of the coefficient of variance  

of the entropy ratios, M and R on the simulation case. 
 

 
 

Fig. 14. The scatter plot of STD of L, N and mean of L, N, 

respectively. 

 

 
 

Fig. 15. The scatter plot of STD of M, R, and mean of M, 

R, respectively. 

A strong correlation between the mean of entropy 

ratio fluxes was found for the scenarios belonging to 

𝑚 ∈ {0.1, 0.3} and strong anti-correlation in the rest 

(see Fig. 16). STDs have a strong correlation in all the 

simulation cases (see Fig. 17). 

 

 

 
 

Fig. 16. The dependence of the mean of JM and J𝑅  
on the simulation case. 

 

 

 
 

Fig. 17. The dependence of the STD of J_M and J_R  

on the simulation case. 

 

 

We found that no extra information can be easily 

extracted from the CV metrics of the entropy ratio 

fluxes (see Fig. 18). Scatter plots of the STD vs. mean 

of the fluxes are dispersed more, showing the  

non-stationarity cancellation by the differentiation. 

 

 

 
 

Fig. 18. The cross-correlation of JM and J𝑅 . 
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Fig. 19. The scatter plot of STD of JM, J𝑅, and mean of JM, 

J𝑅, respectively. 

 

The slopes of the linear dependence between M and 

R and between 𝐽𝑀  and 𝐽𝑅  are quite similar (see  

Fig. 20).  

 

 

 
                       (a)                                     (b) 

 

Fig. 20. The slopes of the linear dependencies. 

 

The slope values mentioned in equations (15) and 

(19) are obviously dependent on the overlapping ratio 

𝑚 of the ADAPT cells. 

 

 

4. Conclusions 
 

The usability of the newly proposed entropy ratio 

metrics is discussed in the paper and their dependence 

on the overlapping ratio of the 6G MAC mechanism 

was demonstrated. Inter-subsystem mutual flux and 

relative entropy flux metrics based on the Shannon 

entropy and entropy flux provide usable metrics to 

characterize the communication power of the mobile 

terminals working in the ADAPT system. More 

investigations need to find the effect of non-

stationarity on the behavior of the received power. 

Decomposition of these time series into stationary 

intrinsic mode functions remains possible method. 

 

 

Acknowledgements 
 

This work has been supported by the QoS-HPC-

IoT Laboratory and project TKP2021-NKTA of the 

University of Debrecen, Hungary. Project no. 

TKP2021-NKTA-34 has been implemented with the 

support provided by the Ministry of Culture and 

Innovation of Hungary from the National Research, 

Development and Innovation Fund, financed under the 

TKP2021-NKTA funding scheme. 

 

 

References 
 

[1]. W. Osamy, et al. An information entropy  

based-clustering algorithm for heterogeneous wireless 

sensor networks, Wireless Network, Vol. 26, 2020,  

pp. 1869-1886. 

[2]. M. T. Yanqueleth, P. G. Alfonso, A. G. Rafael, 

Multiband Spectrum Sensing Based on the Sample 

Entropy, Entropy, Vol. 24, 2022, 411. 

[3]. C. Carvalho, E. Mota, E. Ferraz, et al., Entropy based 

routing for mobile, low power and lossy wireless 

sensors networks, International Journal of Distributed 

Sensor Networks, Vol. 15, Issue 7, 2019. 

[4]. J. Zhang, Z. Lin, P. W. Tsai, L. Xu, Entropy-driven data 

aggregation method for energy-efficient wireless 

sensor networks, Information Fusion, Vol. 56, 2020, pp. 

103-113. 

[5]. L. Li, J. Wang, Research on feature importance 

evaluation of wireless signal recognition based on 

decision tree algorithm in cognitive computing, 

Cognitive Systems Research, Vol. 52, 2018,  

pp. 882-890. 

[6]. Z. L. Wang, Entropy theory of distributed energy for 

internet of things, Nano Energy, Vol. 58, 2019,  

pp. 669-672. 

[7]. M. Gabrié1, A. Manoel, C. Luneau, et al., Entropy and 

mutual information in models of deep neural network, 

Journal of Statistical Mechanics: Theory and 

Experiment, Vol. 2019, December 2019, 124014. 

[8]. M. Ceci, R. Corizzo, et al., Spatial autocorrelation and 

entropy for renewable energy forecasting, Data Min. 

Knowl. Disc., Vol. 33, 2019, pp. 698-729.  

[9]. Y. M. Omar, P. Plapper, A Survey of Information 

Entropy Metrics for Complex Networks, Entropy,  

Vol. 22, 2020, 1417. 

[10]. A. Ghosal, S. Halder, S. Chessa, Secure key design 

approaches using entropy harvesting in wireless sensor 

network: A survey, Journal of Network and Computer 

Applications, Vol. 78, 2017, pp. 216-230. 

[11]. M. D. Vale Cunha, C. C. Riro Santos, M. A. Moret, et 

al., Shannon entropy in time-varying semantic 

networks of titles of scientific paper, App. Netw. Sci., 

Vol. 5, 2020, 53. 

[12]. C. G. S. Freitas, A. L. L. Aquino, H. S. Ramos, et al., 

A detailed characterization of complex networks using 

Information Theory, Sci. Rep., Vol. 9, 2019, 16689. 

[13]. D. Morales, J. M. Jornet, ADAPT: An Adaptive 

Directional Antenna Protocol for medium access 

control in Terahertz communication networks, Ad Hoc 

Networks, Vol. 119, May 2021, 102540. 

[14]. D. Talbi, Z. Gal, Impact of Multi-Layer Recurrent 

Neural Networks in the Congestion Analysis of 

TeraHertz B5G/6G MAC Mechanism, in Proceedings 

of the International Conference International 

Conference on Software, Telecommunications and 

Computer Networks (SoftCOM’22), 2022, pp. 1-6.

 

 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

177 

 

(043) 

 

Bench Marking of Industrial Object Pose Estimation Algorithm Based  

on Vision & Deep Learning 
 

C. Ruosch, M. Birem and A. Bey-Temsamani 
Gaston Geenslaan 8, 3001 Heverlee Belgium 

Tel.: +32 496 278257 

E-mail: merwan.birem@flandersmake.be 

 

 

Summary: This paper presents a benchmark for different algorithms that solve the problem of 6D pose estimation of industrial 

objects. 6D pose estimation involves determining the position and rotation of objects relative to a camera using either RGB or 

RGB-Depth images. The methods presented in this study are carefully chosen from the state-of-the-art in 6D pose estimation 

to ensure accuracy and speed in predicting the pose of industrial objects. Furthermore, a pipeline is provided for training a 

model that predicts the pose of industrial objects. Starting with the CAD file of an object, synthetic images can be generated 

to create a dataset for training a model capable of estimating the pose of industrial objects. 

 

Keywords: Object pose estimation, Synthetic data, Robotic, Efficient pose, EPOS. 

 

 

1. Introduction 

 
6D pose estimation algorithm aims to determine 

both the position and orientation of objects relative to 

a camera. This technique finds applications in various 

industrial and day-to-day scenarios such as assembly 

line robots, autonomous vehicles, augmented reality, 

and SLAM for mobile robots [1]. The accuracy of pose 

estimation is critical for these applications; assembly 

line robots require it for end product quality, 

autonomous vehicles rely on it for safety, and 

augmented reality and mobile robots benefit from it for 

enhanced accuracy. 

To estimate the pose of an object using neural 

network, a model must be trained using images 

annotated with the ground-truth 6D pose. However, 

annotating real images with ground-truth poses is 

laborious and time-consuming. To address this 

challenge, synthetic images can be generated using 

CAD files and texture information of objects, 

facilitating the training of 6D pose estimation models. 

In this paper a pipeline (see Fig. 1) for predicting 

the pose of industrial objects is introduced. To utilize 

this pipeline, one needs the CAD files of the objects of 

interest to generate synthetic images, subsequently 

used for training a 6D pose estimation model. Users 

can choose between two 6D pose estimation methods: 

“Efficient Pose”, an efficient, accurate, and scalable 

end-to-end approach [2], or “EPOS” (Estimating 6D 

Pose of Objects with Symmetries) [3]. The synthetic 

image generator used is BlenderProc2, a procedural 

Blender pipeline for photorealistic rendering [4]. 

The study workflow, as depicted in Fig. 1, can be 

summarized as follows: firstly, five methods were 

selected from the state of the art based on results stated 

in their respective papers: MaskedFusion [5], EPOS, 

EfficientPose, Pix2Pose [6], and CDPN [7]. 

Evaluation of the methods was conducted to have 

results for all methods on two different datasets: the 

LineMOD and YCBV datasets. Subsequently, 

BlenderProc2 was utilized to generate synthetic 

images for certain industrial objects. Then models 

were trained on synthetic images and evaluated on real 

annotated images of the same industrial objects. 

 

 
 

Fig. 1. Workflow of the study conducted. 

 

This paper starts by presenting the state of the art 

of 6D pose estimation and the different ways of 

estimating the pose of objects using vision (RGB or 

RGB-Depth sensor). Afterwards, the selected methods 

and the synthetic generator are introduced, an 

explanation of the way they work is given as well as 

the reasons why they were selected. Subsequently, the 

implementation of the pipeline is explained as well as 

the different modification brought to the 6D pose 

estimation methods and the dataset generator. Finally, 

the paper ends on a discussion on the results of the 

methods using the pipeline on some industrial objects. 

 

 

2. SOTA 

 
Pose estimation methods for objects can be 

categorized into two types: non-learning based and 

learning-based methods. Non-learning based 

methods, predating the advent of Convolutional Neural 

Networks (CNN) and Graphics Processing Units 

(GPU), include examples such as the Mean Shift 
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method [8] and the Lucas-Kanade Template Tracker 

[9]. However, the focus in this paper was set primarily 

on the learning-based methods due to their proven 

accuracy in contemporary applications. 

Learning-based methods can be further classified 

into two branches: key-points based and holistic 

methods. 
 

 

2.1. Key-points Based Methods 
 

These methods rely on 2D/3D correspondences of 

object key-points to determine rotation and translation 

matrices between the object's frame and the camera's 

frame. The framework of key-points based methods 

follow this idea; first, using the image as input, a CNN 

is trained to predict the projections on the image of the 

3D location of the object’s key-points. The input image 

to the network can be cropped on the object or 

unchanged. For example, CDPN [7] uses an object 

detector to crop the image on the object and BB8 [10] 

uses a segmentation network to get the object center 

that is used to crop the image. On the other hand,  

Pixel-wise Voting Network (PVNet) [11] and EPOS 

[3] take the entire image as input. 

 

 
 

Fig. 2. Projection of the 3D location of the key-points  

on the image. 

 

The key-points are arbitrary chosen and could be 

the eight corners of the 3D bounding box of the object 

as in BB8, defined on the surface of the object by an 

algorithm as in PVNet or the 3D position of all pixels 

that belong to the object as in EPOS and Pix2Pose. For 

training, the model needs the ground-truth location of 

the key-points on the image (pixel coordinates) which 

is obtained by transforming the 3D location of the  

key-points of the objects expressed in the world’s 

frame to their location in the camera’s frame using the 

extrinsic camera parameters first, then the intrinsic 

parameters using the pinhole camera model for 3D to 

2D projection. 

 

  
 

Fig. 3. Choices of key-points, 3D bounding box corners 

(left) and on the surface of the object (right) with its 2D 

projection (center). 

The CNN that estimates the 2D projection of the 

key-points is usually based on a decoder-encoder 

architecture which uses a backbone network as an 

encoder. Backbone networks are image classification 

networks without the last SoftMax layer and have the 

purpose of creating feature maps of the input image. 

These feature maps can be extracted after each 

convolutional layer of the backbone network and the 

further the feature maps are extracted the finer the 

features are. Coarse features are, for example, corners, 

edges or blobs. Note that, the finer the features are 

(semantic information) the less information we have 

on their location (spatial information). On the other 

hand, the decoder network is a CNN network that 

predicts the 2D projection of the key-points using the 

feature maps as input. To make use of the spatial and 

semantic information, the feature maps are either 

aggregated before the network by using a feature 

pyramid network or a variant of it [2] or transferred by 

using skip-layer connections [6, 11]. 

 

 

2.2. Holistic Methods 

 

These methods use a CNN trained to predict the 

pose of the object directly from an image, often along 

with predicting the object's label and position in the 

image. The input image to the network can be either 

the entire image (e.g., EfficientPose) or a cropped 

image with a mask (e.g., DeepIM [12] and 

DenseFusion [13]). 

In holistic methods, the network starts by 

transforming the images into feature maps that are 

either aggregated using a Feature Pyramidal Network 

(FPN) as in EfficientPose [2] or embedded as in 

PoseCNN [14]. Finally, the pose is directly predicted 

from the feature maps using a small CNN. Holistic 

methods tend to provide good translation pose 

estimation but may have a poorer rotation estimation 

compared to key-points based methods. 

Another category of methods found in the SOTA 

that also tackle the challenge of 6D object pose 

estimation is the “RGB-Depth methods” that are 

slower but more accurate. In this category the methods 

use depth information as an additional element to 

estimate the pose of an object by either taking it as a 

new feature to train a pose estimation network or as a 

module that refines the pose after the estimation using 

an algorithm such as the Iterative Closest Point (ICP) 

[15], which means that all methods can be converted 

to RGB-Depth methods by simply adding a pose 

refinement module. 

For example, DenseFusion [13] uses the depth 

image as a new feature by converting it to a point cloud 

using the 3D model of the object and the mask image. 

MaskedFusion [5] uses the same method but adds a 

pose refinement network after the estimation of the 

pose. PVN3D [16] fuses the depth and color features 

similarly to DenseFusion but the pose is estimated 

using some of the 3D key-points that are on the surface 

of the object and the 2D/3D correspondences are 

solved using a least-square method. PoseCNN [14] 
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uses depth information to refine the pose after the 

estimation using the point cloud created from the 3D 

model and the depth image. 

Note that, the above explanation given is based on 

some of the methods and does not represent all the 

techniques used in the state of the art. Moreover, the 

methods are synthesized and some information is 

omitted. For more information, please check the 

original paper of each method, which is given in the 

reference section. 

 

 

3. Approach 

 
The methods under consideration must accurately 

estimate the pose of industrial objects for example 

manipulated by a robot arm. Industrial objects in this 

context can exhibit symmetry, metallic surfaces 

reflecting light, and sometimes lack easily discernible 

texture. Additionally, these objects may be subject to 

occlusion by the robot arm or other items during 

manipulation. Therefore, the selected methods need to 

perform well under challenging conditions such as the 

absence of texture information, varying lighting 

conditions, object occlusion, and cluttered workspaces, 

all while computing (estimating) the pose of the object 

accurately and in a reasonable amount of time that will 

not impact the task in hand. 

To assess the suitability of the methods, their 

selection is based on their performance scores on 

datasets that incorporate these challenges, Fig. 4 shows 

examples from T-LESS and ITODD datasets. For 

instance, Pix2Pose, CDPN, and EPOS exhibit 

commendable performance on datasets like T-LESS 

and ITODD, as indicated by the BOP challenge [17], 

which is a public competition that aims to capture the 

state of the art in 6D pose estimation. Each year, it 

publishes a ranking of pose estimation methods. To be 

able to participate, the methods have to upload results 

obtained on seven datasets, which gives a solid idea of 

the performances of the methods. This comprehensive 

evaluation allows for a robust understanding of the 

performance of all methods. 

 

 

  
 

Fig. 4. Images of the T-LESS (left) and ITODD  

(right) datasets. 

 

 

In addition to Pix2Pose, CDPN, and EPOS, 

EfficientPose and MaskedFusion are included in the 

selection due to their promising results, even though 

they may not have as extensive results as the 

aforementioned three methods. EfficientPose and 

CDPN appear to be the two most promising methods. 

Indeed, EfficientPose has high results on the 

LineMOD dataset and it is based on EfficientNet and 

EfficientDet. Besides, EfficientPose can be scaled with 

a hyperparameter to balance speed and accuracy. 

EPOS is well suited for industrial objects thanks to its 

robustness to symmetries and texture-less objects, but 

its run-time is a drawback that could limit its usability 

in certain applications. CDPN is a fast and accurate 

method that have good results in several datasets. 

However, in the paper of EPOS and in the BOP 

Challenge, CDPN is reported to be slower and only a 

slightly faster than EPOS. Pix2Pose has good results, 

but it is outperformed by CDPN both in speed and 

accuracy in the BOP challenge. MaskedFusion has a 

separated pose refinement module that could be used 

in other methods. 

Therefore, EfficientPose, EPOS, CDPN and 

MaskedFusion were selected initially for 

implementation and evaluation. However, some issues 

with the implementation of CDPN were encountered 

for new custom object and this method was left aside. 

 

 

3.1. EfficientPose 

 

EfficientPose (Fig. 5) is a holistic method that uses 

RGB images as input and a backbone network, called 

EfficientNet [18], to extract the feature maps. It uses a 

variant of the feature pyramidal network (FPN), called 

weighted bi-directional feature pyramid network 

(BiFPN) [19], to efficiently aggregate the feature maps 

by keeping their semantic and spatial information. In 

addition to this, EfficientPose uses two small CNNs to 

estimate the rotation and translation matrices from the 

aggregated feature maps. Furthermore, EfficientPose 

uses an iterative refinement module to refine the 

rotation matrix. The size of the network of 

EfficientPose can be increased with a hyperparameter, 

called scale parameter, that can be tuned (from 0 to 7) 

to balance good results with fast predictions. 

EfficientPose is fast and run at 9 FPS with scale 

parameter 3 and at 27 FPS with scale parameter 0 on a 

i7-6700K CPU equipped with a 2080Ti GPU. 

 

 

3.2. EPOS 

 

Estimating 6D Pose of Objects with Symmetries 

(EPOS) is a key-points based method that predicts 

2D/3D correspondences for all pixels of the object. It 

has the particularity to predict several potential 3D 

locations for each pixel by predicting the probability 

for the pixel to belong to an object, to belong to a 

fragment on the surface of the object and its 3D 

location. The probabilities and locations are estimated 

using an encoder-decoder network, the pose is 

estimated using a variant of the PnP/RANSAC 

algorithm that can deal with one to multiple 

correspondences (each pixels have multiple potential 

3D positions). EPOS is robust to occlusion, 

symmetries, multiple-instances of the object and 
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truncation based on results on datasets that include 

these challenges. The downside of EPOS is its slow 

runtime of 1.33 FPS on a 6-core Intel i7-8700K CPU 

equipped with an NVIDIA P100 GPU but this 

disadvantage could be softened on multiple object pose 

estimation since it takes as input the whole image and 

the detection part is done once for all objects. 

 

 

 

 
 

Fig. 5. Schematic representation of EfficientPose architecture including the EfficientNet backbone, the bidirectional feature 

pyramid network (BiFPN) and the prediction subnetworks. 

 

 

3.3. MaskedFusion 

 

MaskedFusion is a modular holistic method that is 

divided into three modules: (1) image segmentation, 

(2) 6D pose estimation and (3) pose refinement. The 

method starts by segmenting the input image using 

Segnet [20], and then segments and crops the RGB and 

depth images using the segmentation mask. 

 

 

 
 

Fig. 6. Pipeline of EPOS. 

 

 

Afterwards, the mask, the segmented RGB and 

depth images are passed through feature extraction 

networks. More precisely, the depth information is 

converted, using PointNet [21], into geometric feature 

embeddings while the images are passed through an 

encoder-decoder network, based on ResNet-18, that 

outputs a colour space image that represents the 3D 

position of the pixels. The geometric features and the 

colour space image are fused pixel-wise before 

entering a pose estimation network that predicts the 

final pose. Finally, the pose is refined by a CNN using 

the depth information. Each one of the three modules 

is trained separately to get at the end three  

trained models. 
 

 

3.4. Synthetic Dataset Generator 
 

Synthetic images are used for training instead of 

real annotated images because it is faster to create, 

avoid annotation errors and required only the CAD 

files of the objects. Moreover, synthetic images help 

avoid over-fitting by easily changing the settings of the 

scenes and by extending the number of images to a 

large amount. Synthetic images can be created by 

using render and paste or physics-based rendering 

(PBR) methods. “render and paste” methods render the 

objects with an orientation and a size that define the 

pose and set a random real or synthetic image to be the 

background (see Fig. 8. images (a) and (b)). PBR 

images are created by numerically rendering a scene in 

which the objects are realistically placed (see Fig. 8. 

images (c) to (f)). ’render and paste’ images are faster 

to create but PBR images are better for training since 

the objects are in accordance with the environment. It 

was reported in the BOP Challenge 2020 that 50 K 

PBR images yield better results than 1 M “render and 

paste” images [17]. 

Examples of ’render and paste’ methods are 

AutoSynPose [22] that uses the game engine Unreal 

Engine 4 to generate the background and [23] that uses 

Blender to ’render and paste’ the objects on real 
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images. PBR images can also be created using game 

engines such as Unity with NVIDIA Isaac SDK 3D 

Object Pose Estimation [24] and Unreal Engine 4 with 

Falling Things [25]. However, game engines are 

designed to trick the human eye to look similar to real 

images and might not be the best option for training 

neural networks. Other methods generate images that 

are specifically designed to train neural networks by 

being similar to real images from the point of view of 

a network, for example, Stillleben [26] or BlenderProc. 
 

 

 
 

Fig. 7. Diagram of the MaskedFusion pipeline with the three sub-tasks: image segmentation,  

6D pose estimation and pose refinement. 
 

 

 
 

Fig. 8. Example of synthetic images: ’render and paste’ 

images (top), PBR images using game engine (middle)  

and PBR images for CNN (bottom). 
 

 

4. Implementation & Training 
 

The code of some of the methods needed to be 

modified in order train on synthetic dataset generated 

by BlenderProc. For example, EfficientPose and 

MaskedFusion were not able to load a dataset in the 

BOP format as they were coded for other dataset 

formats. Furthermore, some features were added to the 

methods such as ClearML to keep track of the training 

and log the results; and Docker to help deploy and 

reuse the methods in a much easy and fast way. To 

evaluate the methods, one dataset was created using 

BlenderProc with 50 k synthetic images for training 

(see some examples in Fig. 9), 1 k synthetic images for 

testing and one annotated object. 

 
 

Fig. 9. Examples of synthetic images generated  

with BlenderProc, red circles indicate the industrial objects 

of interest. 

 

 

5. Results 

 
To assess the performance of the methods, real 

images of an industrial object used to generate the 

BlenderProc dataset are captured. The ground-truth 

pose of the object is computed using the PickIt system 

[27] a high-end commercial solution that uses a high 

accurate depth sensor, this solution provides accurate 

poses without relying on deep learning. The real 

images depict the object in various challenging 

scenarios, such as being on the ground in a normal 

pose, on its side, leaning on another object, occluded, 

or placed in cluttered scenes (see Fig. 10). 

Additionally, the lighting conditions vary across 

images. The intention is to capture images where 

obtaining the pose is inherently difficult, showcasing 

the methods' performance under challenging 

conditions. The methods are compared by using the 

following metrics: Average Distance (ADD), Area 

under the ROC Curve of ADD (ADD AUC), 2D 

Projection and 5 cm 5° as well as the run time. The 

ADD metric is computed using the average distance 
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between the predicted 3D points and the ground-truth 

3D points. The ADD and ADD (AUC) metrics are 

better for evaluating the accuracy of the prediction of 

the position of the object in Cartesian’s coordinates. 

The 2D projection metric is defined by measuring the 

distance between the predicted 2D projection of the 3D 

points of the object and the ground-truth 2D projection. 

A pose is considered correct if the distance is less than 

5 px. The 5 cm 5° metric considers a pose correct if the 

predicted pose is less than 5 cm and 5° from the 

ground-truth pose. These metrics are better for 

evaluating the accuracy of the prediction of the 

rotation. 
 

 

 
 

Fig. 10. (left) Some examples of images used for validation 

(right) Setup used for data and ground truth collection. 

 

 

The results of the methods on the validation images 

are outlined in Table 1. Analysis of the predictions 

reveals that poses less represented in the dataset are 

challenging for all methods to estimate accurately. 

While predicting poses unseen during training is 

inherently difficult for all methods, comparing their 

performance provides insights into their strengths and 

weaknesses. 

In addition to this, EfficientPose demonstrates 

significantly higher speed at 9.50 fps, making it 

suitable for real-time applications. Both methods have 

exhibited low ADD, with EPOS showing marginally 

better joint deviation. However, EPOS has a slightly 

higher AUC for ADD, compared to EfficientPose that 

excels in 2D projection accuracy and 5 px 5° precision. 

The choice between the methods hinges on the 

application's need for speed or nuanced joint accuracy. 
 

 

Table 1. Score table of results obtained on industrial object 

on real images. 

 

Method Efficient-Pose EPOS 

Speed (fps) 9.50 0.68 

ADD 0.29 0.24 

ADD (AUC) 42.22 44.22 

2D Projection 0.43 0.62 

5 px 5° 0.05 0.14 

 

 

6. Conclusions 
 

This paper introduces a versatile pipeline for 6D 

pose estimation, offering the flexibility to choose 

between two methods: EfficientPose and EPOS. To 

employ the pipeline, users need the CAD files of the 

relevant objects. EPOS excels in predicting poses with 

superior accuracy, particularly in rotation estimation. 

In contrast, EfficientPose demonstrates faster pose 

predictions with respectable accuracy. Consequently, 

EPOS is better suited for applications prioritizing 

accuracy, while EfficientPose is more fitting for 

scenarios requiring speed. It's worth noting that 

adjusting the scale parameter of EfficientPose may 

enhance accuracy at the expense of speed. 
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Summary: This paper discusses a design problem of adaptive gain robust controllers based on Piecewise Lyapunov functions 

(PLFs) which can achieve consensus for multi-agent systems (MASs) with unknown parameters. In this approach, the relative 

positions between the leader and followers are considered explicitly. The adaptive gain robust controller is designed by using 

the concept of Piecewise Lyapunov functions, and consists of state feedback laws with a stabilizing feedback gain and a 

consensus one, and a compensation input. Additionally, there are two advantages in our approach: the dimension of the 

necessary linear matrix inequalities (LMIs) for the proposed design is smaller than that in conventional results, and chattering 

phenomena in control inputs can be avoided. In this paper, we show that sufficient conditions for the existence of the proposed 

controller is given in terms of LMIs. 

 

Keywords: Multi-agent system, Consensus, Formation control, Piecewise Lyapunov function, Linear matrix inequality. 

 

 

1. Introduction 
 

The consensus problem for multi-agent systems 

(MASs) has recently attracted much attention because 

of its potential applications for various fields, and a lot 

of design methods for robust formation controller have 

been proposed [1-3]. Rong et al. [1] have been shown 

the robust consensus control for linear multi-agent 

systems with parameter uncertainties. In [2], the 

consensus problem has been investigated for a class of 

MASs in the presence of time-varying uncertainties. 

Moreover, in the work of Ito et al. [3], a design method 

for an adaptive gain controller for uncertain  

multi-agent system with leader-follower structure has 

been proposed. The design method presented in [3] has 

dealt with the target relative values explicitly, and the 

sufficient conditions for the existence of the controller 

have been reduced to the solvability of linear matrix 

inequalities (LMIs). Most of the existing results for 

robust consensus controllers are designed by using 

fixed Lyapunov functions. 

One the other hand, for robust stability analysis 

and/or robust controller design, piecewise Lyapunov 

functions (PLFs) and parameter dependent Lyapunov 

functions instead of a fixed quadratic Lyapunov 

function have been discussed [4-6]. From these results, 

it is shown that the resultant controller based on PLFs 

or parameter dependent Lyapunov functions (PDLFs) 

is less conserve comparing with one based on a fixed 

Lyapunov function. Veselý [4] have been shown 

sufficient conditions for affine quadratic stability 

based on PDLFs for polytopic uncertain systems. By 

introducing two-terms piecewise Lyapunov functions, 

robust stability analysis for uncertain systems has been 

proposed [5]. In addition, Oya et al. [6] have represent 

an adaptive gain controller for a class of uncertain 

linear systems via piecewise Lyapunov functions. 

However, these studies [4-6] are concerned with 

centralized control for linear systems, and there is no 

design method for formation control systems using 

piecewise Lyapunov functions for uncertain MASs has 

been presented as far as we know. 

From the above background, on the basis of 

existing results of [3] and [6], we have proposed a 

design method of adaptive gain robust controller based 

on PLFs which achieves consensus with target relative 

values for MASs with unknown parameters [7]. 

Although, since dimensions of LMIs to be solved are 

very large, the result are required high computational 

amounts. In addition, the chattering phenomenon may 

occur in the control inputs. 

In this paper, a new design method of an adaptive 

gain robust formation controller based on PLFs for 

MASs with unknown parameters is shown. The crucial 

difference between own new result and existing result 

[7] is the use of matrix diagonalization and uniform 

continuous functions. The former aims to reduce the 

dimensional of the resultant LMI and the latter is 

intended to suppress the chattering phenomenon [8]. 

The proposed control law for each agent consists of 

state feedback laws with a stabilizing feedback gain 

and a consensus one which are designed by using the 

nominal system, and compensation inputs. We show 

that a sufficient condition for the existence of the 

proposed adaptive gain robust controller is given in 

terms of linear matrix inequalities (LMIs). 
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2. Preliminaries 
 

We use the following notation and terms in this 

paper. For a matrix 𝐴 , 𝐻𝑒{𝐴}  represents  

𝐻𝑒{𝐴}  =  𝐴 + 𝐴𝑇. For a vector 𝑎 ∈ ℝ𝑛, ‖𝑎‖ denotes 

standard Euclidean norm and for a matrix 𝐴 , ‖𝐴‖ 

means its induced norm. The symbol “⋆” represents 

symmetric blocks in matrix inequalities. Besides, for a 

symmetric matrix 𝑃 ∈ ℝ𝑛×𝑛 , Λ𝑚𝑖𝑛{𝑃}  (resp. 
Λ𝑚𝑎𝑥{𝑃} ) means the minimum eigenvalue (resp. 

maximum one). 

The communication topology between 𝑁 agents is 

expressed by an undirected graph 𝒢 =  (𝒱,𝒲), with 

node set 𝒱 =  {1,… , 𝑁} and edge set 𝒲 ⊆  𝒱 ×  𝒱 . 

The adjacency matrix is defined as 𝒜 =  [𝑎𝑖𝑗], where 

𝑎𝑖𝑗  =  1  if and only if (𝑖, 𝑗) ∈ 𝒲  and 𝑎𝑖𝑗  =  0 

otherwise. The Laplacian matrix is represented as  

ℒ =  [𝑙𝑖𝑗] with 𝑙𝑖𝑖  =  ∑ 𝑎𝑖𝑗𝑗≠𝑖 , 𝑙𝑖𝑗  =  −𝑎𝑖𝑗  for 𝑖 ≠ 𝑗 . 

Clearly, matrix ℒ  is symmetric because the graph is 

undirected. Moreover, we assume that the graph 

contains a spanning tree with the leader as the  

root node. 

 

 

3. Problem Formulation 
 

Consider the uncertain MAS with a leader (𝑖 =  1) 

and 𝑁 − 1  identical followers (𝑖 =  2,3… ,𝑁) . The 

dynamics of the system is given by 

 

 
𝑑

𝑑𝑡
�̅�𝑖(𝑡)  =  (𝐴 + 𝒟Δ(𝑡)ℰ)�̅�𝑖(𝑡) + 𝐵𝑢𝑖(𝑡), (1) 

 

 �̅�𝑖(𝑡)  =  𝑥𝑖(𝑡) − 𝑑𝑖, (2) 

 

where 𝑥𝑖(𝑡) ∈ ℝ𝑛 and 𝑢𝑖(𝑡) ∈ ℝ𝑚 are the vectors of 

the state and the control input for the 𝑖 -th agent 

respectively. In (1), the matrices 𝐴 ∈ ℝ𝑛×𝑛  and  

𝐵 ∈ ℝ𝑛×𝑚 denote the nominal values of the system 

parameters, and the matrices 𝒟 ∈ ℝ𝑛×𝑛 and ℰ ∈ ℝ𝑛×𝑛 

represent the structure of uncertainties with 

appropriate dimensions. In addition, Δ(𝑡)  is the 

unknown parameter which satisfied ‖Δ(𝑡)‖ ≤ 1.0 . 

Moreover, the state variable �̅�𝑖(𝑡) ∈ ℝ𝑛  means the 

difference between the state vector 𝑥𝑖(𝑡) and the target 

relative value 𝑑𝑖 ∈ ℝ𝑛  from the leader to the 𝑖 -th 

follower. Note that we assume that the information 

about the relative values between leader and other 

followers cannot be obtained by the 𝑖-th follower, but 

it can be obtained the upper bound of the relative 

values 𝑑𝑖
⋆ satisfying ‖𝑑𝑖‖ ≤ 𝑑𝑖

⋆. 

On the basis of the existing result [6], we assume 

that there exist symmetric positive definite matrices 

𝒮𝑘 ∈ ℝ𝑛×𝑛(𝑘 =  1,2) which satisfy 

 

 Ω𝒮1
∩ Ω𝒮2

 =  {0}, (3) 

 

where the subspaces Ω𝒮𝑘
 are defined as 

 

 Ω𝒮𝑘
≜ {�̅�𝑖 ∈ ℝ𝑛|𝐵𝑇𝒮𝑘�̅�𝑖  =  0} (4) 

In this paper, the number of subspecies Ω𝒮𝑘
 is 

assumed to be two (𝑘 =  1,2) for simplicity. In the 

case of 𝑘 > 2 , the proposed method can easily  

be extended. 

For uncertain MAS of (1), we consider the control 

input defined as 
 

 
𝑢𝑖(𝑡) ≜ 𝐾�̅�𝑖(𝑡) + 𝐹 ∑ (𝑥𝑖(𝑡) −𝑗∈𝒩𝑖

−𝑥𝑗(𝑡)) + 𝜑𝑖(𝑡), 
(5) 

 

where 𝐾 ∈ ℝ𝑚×𝑛  is the feedback gain matrix which 

stabilizes the matrix 𝐴𝐾 ≜ 𝐴 + 𝐵𝐾 and 𝐹 ∈ ℝ𝑚×𝑛 is a 

consensus gain matrix which achieves consensus for 

MAS, respectively. In addition, 𝜑𝑖(𝑡) ∈ ℝ𝑚  is a 

compensation input for reducing the effects of relative 

values and uncertainties. Note that these matrices  

𝐾 ∈ ℝ𝑚×𝑛  and 𝐹 ∈ ℝ𝑚×𝑛  are designed for the 

nominal system which is obtained by ignoring the 

relative values and uncertainties in (1). By introducing 

the augmented vectors  

�̅�(𝑡)  =  (�̅�1
𝑇(𝑡), �̅�2

𝑇(𝑡),⋯ , �̅�𝑁
𝑇(𝑡))𝑇 ,  

𝜑(𝑡)  =  (𝜑1
𝑇(𝑡), 𝜑2

𝑇(𝑡),⋯ , 𝜑𝑁
𝑇(𝑡))𝑇 ,  

𝑑 =  (0, 𝑑2
𝑇 , ⋯,  𝑑𝑁

𝑇 )𝑇 , we find that the closed-loop 

system can be written as 
 

𝑑

𝑑𝑡
�̅�(𝑡)  =  (𝐼𝑁 ⊗ 𝐴𝐾 + ℒ ⊗ 𝐵𝐹)�̅�(𝑡) +  

+(𝐼𝑁 ⊗ 𝒟Δ(𝑡)ℰ)�̅�(𝑡) + (ℒ ⊗ 𝐵𝐹)𝑑 + 
+(𝐼𝑁 ⊗ 𝐵)𝜑(𝑡) 

(6) 

 

To exploit the structure of matrix ℒ, we introduce 

the following state transformation: 
 

 𝑧(𝑡)  =  (ℋ𝑇 ⊗ 𝐼𝑛)�̅�(𝑡), (7) 
 

where ℋ  is the orthogonal matrix such that  

ℋ𝑇ℒℋ =  ℒ̅  with ℒ̅  being a diagonal matrix where 

the eigenvalues of ℒ on diagonal and the first row of 

ℋ is ℋ(1)  =  [1,… ,1]/√𝑁 [9]. One can see from (7) 

that the closed-loop system of (6) can represent as 
 

 

𝑑

𝑑𝑡
𝑧(𝑡)  =  (𝐼𝑁 ⊗ 𝐴𝐾 + ℒ̅  ⊗ 𝐵𝐹)𝑧(𝑡) +  

+(𝐼𝑁 ⊗ 𝒟Δ(𝑡)ℰ)𝑧(𝑡) + 
+(ℋ𝑇 ⊗ 𝐼𝑛)(ℒ ⊗ 𝐵𝐹) + 
+(ℋ𝑇 ⊗ 𝐼𝑛)(𝐼𝑁 ⊗ 𝐵)𝜑(𝑡) 

(8) 

 

From the above, our control object in this paper is 

to design the compensation inputs 𝜑𝑖(𝑡) ∈ ℝ𝑚  such 

that the MAS of (1) achieves consensus with target 

relative positions. 

 

 

4. Main Results 
 

The following theorem gives a design method of 

the proposed adaptive gain robust controller: 
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Theorem 1: Consider the closed-loop system of (8). 

Suppose that for the matrices 𝒫𝑘𝑖
 are symmetric 

positive definite matrices, the matrices  

𝒮𝑘𝑖
≜ 𝒫1 + 𝒫2 + 𝒫𝑘𝑖

𝐵𝐵𝑇𝒫𝑘𝑖
(𝑘𝑖  =  1,2)  satisfying 

the relation of (3). If there exist solutions of the 

following LMI: 
 

[𝐻𝑒[{𝐼𝑁 ⊗ (𝒫1 + 𝒫2)}(𝐼𝑁 ⊗ 𝐴𝐾 + ℒ̅  ⊗ 𝐵𝐹)] + 𝒬𝑘

⋆
 

 
𝐼𝑁 ⊗ 𝒫𝑘𝐵

−(𝐼𝑁 ⊗ 𝜉𝑘𝐼𝑚)
] < 0, 

(9) 

 

where 𝒬𝑘 ∈ ℝ𝑛×𝑛 are the symmetric positive definite 

matrices. By using the matrices 𝒮𝑘𝑖
, the compensation 

inputs 𝜑𝑖(𝑡) are designed as 
 

 

𝜑𝑖(𝑡)  =  −𝑙𝑖𝑖𝐹𝑑𝑖 −

−
𝜓𝑑𝑖

(𝑑,𝑡)+𝜓𝒟(𝒟,𝑡)

‖𝐵𝑇𝒮𝑘𝑖
�̅�𝑖(𝑡)‖

2
+𝜇(𝑡)

𝐵𝑇𝒮𝑘𝑖
�̅�𝑖(𝑡), 

for 𝑘𝑖  =  𝑎𝑟𝑔𝑚𝑎𝑥𝑘𝑖
{�̅�𝑖

𝑇(𝑡)𝒫𝑘𝑖
𝐵𝐵𝑇𝒫𝑘𝑖

�̅�𝑖(𝑡)}, 

(10) 

 

where 𝜓𝑑(𝑑, 𝑡) and 𝜓𝒟(𝒟, 𝑡) are 
 

 𝜓𝑑𝑖
(𝑑, 𝑡)  =  ∑ 𝑑𝑗

⋆‖𝐹𝑇𝐵𝑇𝒮𝑘𝑖
�̅�𝑖(𝑡)‖

𝑁
𝑗 = 1,𝑗≠𝑖 , (11) 

 

 𝜓𝒟𝑖
(𝒟, 𝑡)  =  ‖𝒟𝑇𝒮𝑘𝑖

�̅�𝑖(𝑡)‖‖ℰ�̅�𝑖(𝑡)‖, (12) 
 

and 𝜇(𝑡) ∈ ℝ1  is any positive uniformly continuous 

function which satisfies 
 

 ∫ 𝜇(𝜏)𝑑𝜏 ≤ 𝜇∗ < ∞
𝑡

𝑡0
  (13) 

 

In (13), 𝑡0  is an initial time and 𝜇∗  is a positive 

constant. Note that the numerator of the compensation 

input for leader 𝜑1(𝑡) is only 𝜓𝒟1
(𝒟, 𝑡) because it is 

unnecessary to consider the relative position. Then, the 

asymptotic stability of the closed-loop system of (8) 

can be guaranteed, i.e., consensus for MAS of (1) can 

be achieved. 

Proof: By using the positive definite matrices 𝒮𝑘𝑖
 

and 𝒫𝑘𝑖
, we define the following piecewise quadratic 

function: 
 

 

𝒱(�̅�, 𝑡)  =  �̅�𝑇(𝑡)(ℋ𝑇ℋ ⊗ 𝒮𝑘𝑖
)�̅�(𝑡) =  

= 𝑧𝑇(𝑡)(𝐼𝑁 ⊗ 𝒮𝑘𝑖
)𝑧(𝑡) for 𝑘𝑖 = 

= 𝑎𝑟𝑔𝑚𝑎𝑥𝑘𝑖
{�̅�𝑖

𝑇(𝑡)𝒫𝑘𝑖
𝐵𝐵𝑇𝒫𝑘𝑖

�̅�𝑖(𝑡)} 
(14) 

 

Note that the positive definite matrix 𝒮𝑘𝑖
 is chosen 

for each agent. We find that the time derivative of (14) 

along the trajectory of the closed-loop system (8) can 

be obtained as 

 
𝑑

𝑑𝑡
𝒱(�̅�, 𝑡) =  

= 𝑧𝑇(𝑡) [𝐻𝑒 {(
𝐼𝑁 ⊗ 𝒮𝑘𝑖

𝐴𝐾 + ℒ̅  ⊗

⊗ 𝒮𝑘𝑖
𝐵𝐹

)}] 𝑧(𝑡) +  

+𝑧𝑇(𝑡)[𝐻𝑒{(𝐼𝑁 ⊗ 𝒮𝑘𝑖
)(𝐼𝑁 ⊗ 𝒟Δ(𝑡)ℰ)}]𝑧(𝑡) + 

+𝐻𝑒{𝑧
𝑇(𝑡)(ℋ𝑇 ⊗ 𝒮𝑘𝑖

)(ℒ ⊗ 𝐵𝐹)𝑑} + 

+𝐻𝑒{𝑧
𝑇(𝑡)(ℋ𝑇 ⊗ 𝒮𝑘𝑖

)(𝐼𝑁 ⊗ 𝐵)𝜑(𝑡)} 

for 𝑘𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑘𝑖
{�̅�𝑖

𝑇(𝑡)𝒫𝑘𝑖
𝐵𝐵𝑇𝒫𝑘𝑖

�̅�𝑖(𝑡)} 

(15) 

 

Converting the state variable from 𝑧(𝑡) to �̅�(𝑡) for 

the second term and beyond in the right-hand side of 

(15), we obtain 

 
𝑑

𝑑𝑡
𝒱(�̅�, 𝑡) =  

= 𝑧𝑇(𝑡)[𝐻𝑒{(𝐼𝑁 ⊗ 𝒮𝑘𝑖
𝐴𝐾 + ℒ̅  ⊗ 𝒮𝑘𝑖

𝐵𝐹)}]𝑧(𝑡) + 

+�̅�𝑇(𝑡)[𝐻𝑒{(𝐼𝑁 ⊗ 𝒮𝑘𝑖
)(𝐼𝑁 ⊗ 𝒟Δ(𝑡)ℰ)}]�̅�(𝑡) + 

+𝐻𝑒{�̅�
𝑇(𝑡)(𝐼𝑁 ⊗ 𝒮𝑘𝑖

)(ℒ ⊗ 𝐵𝐹)𝑑} + 

+𝐻𝑒{�̅�
𝑇(𝑡)(𝐼𝑁 ⊗ 𝒮𝑘𝑖

)(𝐼𝑁 ⊗ 𝐵)𝜑(𝑡)} 

for 𝑘𝑖  =  𝑎𝑟𝑔𝑚𝑎𝑥𝑘𝑖
{�̅�𝑖

𝑇(𝑡)𝒫𝑘𝑖
𝐵𝐵𝑇𝒫𝑘𝑖

�̅�𝑖(𝑡)} 

(16) 

 

By using the compensation inputs of (10) and the 

well-known inequality 

 

 0 <
𝑎𝑏

𝑎+𝑏
< 𝑎, ∀𝑎, 𝑏 > 0, (17) 

 

some trivial manipulations give 

 
𝑑

𝑑𝑡
𝒱(�̅�, 𝑡) ≤  

≤ 𝑧𝑇(𝑡) [𝐻𝑒 {(
𝐼𝑁 ⊗ 𝒮𝑘𝑖

𝐴𝐾 + ℒ̅  ⊗

⊗ 𝒮𝑘𝑖
𝐵𝐹

)}] 𝑧(𝑡) + 

+2𝑁𝜇(𝑡)for 𝑘𝑖 = 

 =  𝑎𝑟𝑔𝑚𝑎𝑥𝑘𝑖
{�̅�𝑖

𝑇(𝑡)𝒫𝑘𝑖
𝐵𝐵𝑇𝒫𝑘𝑖

�̅�𝑖(𝑡)} 

(18) 

 

Here we consider the following inequality: 

 

𝑧𝑇(𝑡)[𝐻𝑒{(𝐼𝑁 ⊗ 𝒮𝑘𝑖
𝐴𝐾 + ℒ̅  ⊗ 𝒮𝑘𝑖

𝐵𝐹)}]𝑧(𝑡) <

< 0 for 𝑘𝑖  =  𝑎𝑟𝑔𝑚𝑎𝑥𝑘𝑖
{�̅�𝑖

𝑇(𝑡)𝒫𝑘𝑖
𝐵𝐵𝑇𝒫𝑘𝑖

�̅�𝑖(𝑡)} 
(19) 

 

From the relationship between 𝑧(𝑡) and �̅�(𝑡) of (7), 

if the asymptotic stability of 𝑧(𝑡) is guaranteed, we 

find that �̅�(𝑡) → 0, 𝑡 → ∞ is satisfied, i.e., consensus 

for the MAS of (1) with target relative positions can be 

achieved. Therefore, we will discuss the asymptotical 

stability of 𝑧(𝑡) hereafter. 

If the LMI of (9) is satisfied, the condition of (19) 

is also satisfied because the condition of (9) is a 

sufficient condition for the inequality condition of (19) 

[6]. Therefore, we can consider the following relation 

instead of (18): 
 

𝑑

𝑑𝑡
𝒱(�̅�, 𝑡) < −𝑧𝑇(𝑡)(𝐼𝑁 ⊗ 𝒬𝑘)𝑧(𝑡) + 2𝜌(𝑡)  

for 𝑘𝑖  =  𝑎𝑟𝑔𝑚𝑎𝑥𝑘𝑖
{�̅�𝑖

𝑇(𝑡)𝒫𝑘𝑖
𝐵𝐵𝑇𝒫𝑘𝑖

�̅�𝑖(𝑡)}, 
(20) 

 

where 𝜌(𝑡)  =  𝑁𝜇(𝑡). By introducing  

𝜂𝑘
∗ ≜ 𝑚𝑖𝑛𝑘{Λ𝑚𝑖𝑛{𝒬𝑘}}, (20) can represent as 

 

𝑑

𝑑𝑡
𝒱(�̅�, 𝑡) ≤ −𝜂𝑘

∗‖𝑧(𝑡)‖2 + 2𝜌(𝑡) 

for 𝑘𝑖  =  𝑎𝑟𝑔𝑚𝑎𝑥𝑘𝑖
{�̅�𝑖

𝑇(𝑡)𝒫𝑘𝑖
𝐵𝐵𝑇𝒫𝑘𝑖

�̅�𝑖(𝑡)} 

(21) 

 

Additionally, one can see from the definition of 

piecewise Lyapunov functions that there always exist 

two constants 휀𝑚𝑖𝑛 and 휀𝑚𝑎𝑥 satisfying 
 

 𝛼−(𝑡) ≤ 𝒱(�̅�, 𝑡) ≤ 𝛼+(𝑡), (22) 
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𝛼−(𝑡) ≜ 휀𝑚𝑖𝑛‖𝑧(𝑡)‖2, 
𝛼+(𝑡) ≜ 휀𝑚𝑎𝑥‖𝑧(𝑡)‖2  

(23) 

 

From (21) and (22), we find that the following 

relation for 𝑡 ≥ 𝑡0 holds: 

 

 

0 ≤ 𝛼−(𝑡) ≤ 𝒱(�̅�, 𝑡) =  𝒱(�̅�, 𝑡0) +

+∫ 𝒱(�̅�, 𝜏)𝑑𝜏
𝑡

𝑡0
≤ 𝛼+(𝑡0) −

−∫ 𝜂𝑘
∗‖𝑧(𝜏)‖2𝑑𝜏

𝑡

𝑡0
+ 2∫ 𝜌(𝜏)𝑑𝜏

𝑡

𝑡0
  

(24) 

 

Furthermore, taking the limit on both side of the 

inequality of (24), we have 

 

0 ≤ 𝛼+(𝑡0) − lim
𝑡→∞

∫ 𝜂𝑘
∗‖𝑧(𝜏)‖2𝑑𝜏

𝑡

𝑡0
+

+2lim
𝑡→∞

∫ 𝜌(𝜏)𝑑𝜏
𝑡

𝑡0

  (25) 

 

Therefore, from (13) and (25), the following 

inequality is satisfied: 

 

 lim
𝑡→∞

∫ 𝜂𝑘
∗‖𝑧(𝜏)‖2𝑑𝜏

𝑡

𝑡0
≤ 𝛼+(𝑡0) + 2𝜌∗, (26) 

 

where 𝜌∗  =  𝑁𝜇∗. In addition, it is obvious that the 

following relation satisfied from (13) and (24): 

 

 0 ≤ 𝛼−(𝑡) ≤ 𝛼+(𝑡0) + 2𝜌∗ (27) 

 

The relation of (27) means that the state 𝑧(𝑡) is 

uniformly bounded. Since 𝑧(𝑡) has been shown to be 

continuous, it follows that 𝑧(𝑡)  is uniformly 

continuous. Thus, one can see that the 𝜂𝑘
∗‖𝑧(𝑡)‖2  is 

also uniformly continuous. As a result, by applying 

Barbalat’s Lemma [10], we obtain 

 

 lim
𝑡→∞

𝜂𝑘
∗‖𝑧(𝑡)‖2  =  0 (28) 

 

From the above, asymptotic stability of the  

closed-loop system of (8) is guaranteed. Therefore, the 

proof of this theorem is accomplished. 

■ 

Remark 1: In order to obtain the proposed 

adaptive gain robust controller, symmetric positive 

definite matrices 𝒮𝑘𝑖
 satisfying the assumption of (3) 

should be derived. The assumption of (3) is reduced to 

the following the rank condition [6]: 

 

 𝑟𝑎𝑛𝑘{𝒮1𝐵 𝒮2𝐵}  =  𝑛 (29) 

 

Therefore, we solve the LMI of (9) firstly, and next 

the rank condition of (29) is verified. If the rank 

condition of (29) is not satisfied, we reset the design 

parameters 𝒬𝑘 in (9) and then, resolve LMI of (9). 

Remark 2: The dimension of LMI presented in the 

existing result of [7] equals to (2𝑛𝑁 + 𝑚𝑁) ×
(2𝑛𝑁 + 𝑚𝑁). On the other hand, the dimension of the 

LMI of (9) is of (𝑛𝑁 + 𝑚𝑁) × (𝑛𝑁 + 𝑚𝑁). Namely, 

the proposed design approach can reduce the 

computational amount comparing with the 

conventional study [7]. 

 

 

5. Conclusions 
 

In this paper, by using the concept of PLFs, we 

have presented a new adaptive gain robust formation 

controller for a class of uncertain MASs which can 

achieve consensus with target relative values. The 

dimension of the resultant LMIs in this paper can be 

reduced comparing with the conventional result [7]. 

Moreover, the proposed adaptive gain robust controller 

with uniform continuous functions can avoid the 

chattering phenomenon [8]. Thus, one can easily see 

that the result of this paper is a natural extension of the 

existing result [7]. 

The future research subjects are evaluation of the 

assumption for subspaces and development of the 

design methodology when using a directed graph. 

Additionally, the formation control with guaranteed 

disturbance attenuation performance is one of our 

future research subjects. 
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Abstract: During Printed Circuit Board (PCB) production, the curing represents a main crucial process to ensure the specified 

quality of the PCBs. A recently introduced new technique of a modular magazine convection oven not only allows to decouple 

the main PCB production process from the curing process, it also ensures relatively precise control of the PCBs temperatures 

during curing. An essential element of this innovative control system is the mathematical modeling of the thermal conditions 

within the oven chamber and, specifically, of the temperature behavior of the individual PCBs. This article describes the 

physical-mathematical basics, the principal computational implementation and simulation results of this model, together with 

an indication of its specific function. The heat transfer and control via the convection of the heated airflow, together with the 

thermal conduction within the PCBs, determine the temperature behavior of the PCBs, whereas heat transfer by thermal 

radiation provides a minor contribution only. 

 

Keywords: Modular magazine convection oven, PCB curing, mathematical modeling of PCBs temperatures and convection 

air conditions, computational model implementation, artificial-intelligence- (machine-learning-) based curing control. 

 

 

1. Problem Description 

The issue and objective are to improve the curing 

process of Printed Circuit Boards (PCBs) within the 

manufacturing line of PCBs.  

Thermal curing of PCBs, having been introduced 

in the 1960s, has got the standard method applied, 

using a temperature-controlled oven, cf. reference [1]. 

The basic physicochemical polymerizing process is 

detailed in reference [2]. Current thermal curing 

techniques comprise the inline thermal-based 

horizontal and vertical curing ovens, and, as latest 

technology, the magazine-based curing oven; refe-

rence [3] provides an overview of these oven types. 

The performance of the curing decides on the 

quality of the PCBs: over-heating, over-curing have to 

be avoided, the required temperature profile, the 

duration of the curing, and the heat-up and cool-down 

gradients need to be adhered to.  

In addition, the curing should be decoupled from 

the manufacturing of the PCBs, so that both processes 

can proceed independently. 

The previously mentioned curing oven techniques 

have limitations in fulfilling those requirements noted, 

cf. reference [3]. An improvement in thermal curing 

technology, focusing on curing quality and precision, 

production process decoupling and several economic 

advantages, is achieved with the innovative Modular 

Magazine Convection Oven concept, that has recently 

been introduced by the authors, cf. reference [3].  

A schematic view of this modular magazine 

convection oven concept is depicted in Fig. 1. 

 

 

 
 

Fig. 1. Schematic view of the Modular Magazine Convection Oven concept, (adapted from Figure 6 of reference [3]).  
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This new oven type is characterized by its modular 

design with individual heating chambers, separated by 

shutters to each other. This offers the capability to be 

used in the production of many different PCB products 

with low quantity each, as well as of few different PCB 

products with high quantity each.  

The PCB curing is achieved via convection of 

heated airflow along the PCBs stacked in the heating 

chambers, and heat conduction into the PCBs, 

perpendicular to the airflow direction.  

For each PCB, a prescribed temperature profile 

needs to be followed, consisting of a heat-up, a longer 

steady-state, and a cool-down phase. The control of the 

profile depends on temperature sensor readings. 

Temperature sensors are available at the airflow inputs 

and outputs of the heating elements and on the heating 

chamber frame above and below the PCBs. 

The challenge consists in the circumstance that 

there are no temperature readings available from the 

PCBs themselves: installation of temperature sensors 

on the boards is out of the question. This is the point 

where the mathematical model comes into operation. 

This article describes the mathematical model. The 

work provides an evolutionary improvement towards a 

safer and more efficient PCB curing, pushing PCB 

production to a higher economic level. 

The article introduces the specific curing control 

concept (Section 2), followed by the description of the 

mathematical model and its various aspects  

(Section 3). Additionally, simulation results are 

presented (Section 4). 

 

 

2. Curing Control Concept 
 

The PCB curing in the modular magazine con-

vection oven is a highly non-linear dynamic process in 

a complex system environment.  

The convection air's temperature difference 

between inlet (warmer) and outlet (colder) corres-

ponds to heat energy absorbed by the PCBs and the 

heating chamber frame. This, in turn, leads to PCB 

temperature changes. The relationship between inlet, 

outlet and frame temperature sensor readings and the 

PCB temperatures can be described with a rudimen-

tary signal-based model. 

A more complex and detailed mathematical model 

of the convection oven and the curing process has the 

ability to simulate the thermal behavior of the PCB in 

the heating chamber, e.g. to determine the PCB's 

temperature change depending on the convection air's 

temperature, heat energy contents and flow velocity. 

In order to continuously control the curing and the 

temperatures of the PCBs, an advanced artificial-

intelligence- (AI-) based (machine-learning, ML, 

neuro-fuzzy) controller unit is applied. The controller 

utilizes inputs from the mathematical model, from the 

signal-based model, and an associated temperature 

prediction software method, i.e. concretely the pre-

dicted or estimated PCB temperatures, the airflow 

characteristics (temperature, heat energy, airflow 

velocity) to derive the parameters to control the curing 

and the PCBs' temperatures. The mathematical model 

and the signal-based model both have, due to the 

complexity of the dynamic system, their perfor-mance 

limitations. But their combination, together with the 

AI-based controller technique, serves to minimize any 

uncertainties in the temperature predictions and in the 

control process. 

 

 

3. Mathematical Model Description 
 

The mathematical model of the curing process in 

the oven and of the PCBs' thermal behavior is the core 

algorithm that ensures quality and safety of the PCBs' 

curing. Thermal modeling of a PCB has been used not 

only in curing process control, cf. e.g. reference [1], 

but also in other contexts, e.g. for thermal analyses, cf. 

reference [4], or with the reflow soldering process, cf. 

reference [5]. Those established concepts are typically 

based on finite volume methods or finite element 

models, respectively. In contrast to this, the model 

dedicated for the application in the modular magazine 

convection oven applies an innovative mathematical-

analytical approach, as described in the subsequent 

subsections. 

 

 
3.1. Step 1: Definition of a PCB Model Section 

 
The development of the mathematical thermal 

model starts with the definition of a small section of 

the board (PCB). This is accompanied by the definition 

of the coordinate system used in the model. 

Subsequent Fig. 2 provides a schematic view of the 

board representation (orange frame, green surface), the 

board model section (yellow), and the coordinate 

system definition. 

 

 

 
 

Fig. 2. Definition of coordinate system and schematic 

view of the PCB model section. 

 

 

The coordinate system is defined as follows: 

x-axis:   along the board surface in the direction of 

                     convection airflow; 

y-axis:   along the board surface, perpendicular to  

                     the x-direction; 

z-axis:    perpendicular to the board surface. 

The board model section has the extension of 

length ∆x and width ∆y. The board's thickness is SB. 

The convection airflow is oriented towards the x-

direction (red arrow in Fig. 2) and has the velocity 𝑣𝑥. 
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3.2. Step 2: Discretized One-Dimensional Model  

 
The next task is to determine the temperature 

distribution in the board section defined in subsection 

3.1, above. For that purpose, and for the initial 

modeling approach, the following assumptions are 

introduced: 

(a) the board model section shall be thermally 

isolated in x- and y-directions, i.e., heat 

conduction in these directions shall be 

neglected; 

(b) heating will occur in z-direction only; 

(c) heat source is the convection airflow, with 

flow velocity 𝑣𝑥 and temperature Tair; 

(d) the board shall consist of homogeneous 

material, i.e.: thermal conductivity (heat 

conductivity) λ and specific heat capacity cp 

shall be constant each; 

(e) there shall be identical thermal and convection 

airflow conditions above and below the board. 

For the modeling of the temperature distribution, a 

partitioning of the board section into discrete elements 

of height ∆z, as depicted in Fig. 3, is used. This 

partitioning needs to consider a height of half the board 

thickness only, ½ SB, as the board reaches its minimum 

temperature at its middle, where no heat exchange 

takes place, due to assumption (e), above. 

 

 

 
 

Fig. 3. Partitioning of the board section into discrete 

modeling elements. 
 

 

The parameters introduced with Fig. 3 are defined 

as follows: 

- index n represents the consecutive numbering 

of the nth model element of the board section, 

n = 1 is the element at the board surface,      nB 

(or nB) is the maximum; 

- TBn is the temperature of board section element 

n; 

- �̇�𝑖𝑛,𝑛 is the heat flux into element n, measured 

in Watt [W]; 

- �̇�𝑜𝑢𝑡,𝑛  is the heat flux out of element n, 

measured in Watt [W]. 

 

This modeling, now, allows to determine the heat 

conduction and the resulting temperature profile in z-

direction. For the curing control task, the following 

situation is of primary interest: the (prescribed) value 

of the board surface temperature TB1 is given, and the 

required convection air temperature Tair shall be 

determined. 

Given a linear curing temperature profile, with cT 

as the time constant, e.g. a temperature rise rate, and T0 

an initial temperature: 

 

𝑇𝐵1 = 𝑇0 + 𝑐𝑇𝑡 (1) 

 

Applying the respective thermal physics, leads to 

the following equations, with Ṫ denoting the change 

with time, dT/dt: 

 

𝑇𝑎𝑖𝑟 = (1 + 𝑘𝐴𝑖𝑟1)𝑇𝐵1 − 𝑘𝐴𝑖𝑟1𝑇𝐵2

+ 𝑘𝐴𝑖𝑟2�̇�𝐵1 
(2) 

 

�̇�𝐵𝑛 = (𝑇𝐵𝑛−1 − 2𝑇𝐵𝑛 + 𝑇𝐵𝑛+1)𝑘𝑇 (3) 

 

�̇�𝐵𝑛𝐵 = (𝑇𝐵𝑛𝐵−1 − 𝑇𝐵𝑛𝐵)𝑘𝑇 (4) 

 

The coefficients appearing in the equations above, 

are defined as follows: 

 

𝑘𝐴𝑖𝑟1 =
𝜆

𝛼∆𝑧
 (5) 

 

𝑘𝐴𝑖𝑟2 = ∆𝑧
𝜌𝑐𝑝

𝛼
 (6) 

 

𝑘𝑇 =
𝜆

𝜌𝑐𝑝(∆𝑧)2
 (7) 

 

with: 

λ:   thermal conductivity (heat conductivity) of the 

      board material, in W/(m K); 

α:   heat transfer coefficient, in W/(m² K),  

            describing the convective heat transfer from  

       the flowing convection air to the board and  

       vice versa; 

ρ:   density of the board material, in kg/m3; 

cp:  specific heat capacity of the board material, in  

       Ws/(kg K). 

 

The implementation of this model setup in a 

computerized simulation results in two iteration loops 

that are being processed: 

- Iteration over time t with time step Δt, 

calculating Tair and the temperatures of the 

board section elements TBn at time t; 

- Iteration of the temperature gradients ṪBn for 

the section elements n for every point of time 

t. 

 

In order to achieve and ensure the stability of this 

numerical simulation, the time step Δt applied needs to 

fulfill the following condition, according to reference 

[6]: 

  

∆𝑡 <
1

2𝑘𝑇
 (8) 
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This means that with increasing thermal 

conductivity of the board material, the chosen time step 

value Δt needs to be smaller. Similar considerations 

have to be regarded for density and specific heat 

capacity of the material. 

Values of the thermophysical properties and of 

corresponding material properties are taken from VDI 

Heat Atlas, reference [7]. 

 

 

3.3. Step 3: Heat Balance of the Convection Air 

 
In the next modeling step, the heat balance of the 

convection airflow above and below the PCB has to be 

determined. A schematic view of the airflow element, 

together with an indication of the relevant physical 

parameters, is depicted in Fig. 4. 

 

 

    
 

Fig. 4. Convection air element above the board section. 
 

 

The variables introduced with Fig. 4 are: 

- dm:       mass of air element; 

- dx:        depth of air element; 

- Aair:      entry area of the air element; 

- Tin,air:    temperature of air element at entry; 

- Tout,air:   temperature of air element at exit; 

- Tm,air:    average temperature of flowing air,  

             arithmetic mean of Tin,air and Tout,air. 

 

The following basic relationships apply: 

 

𝑑𝑚 = 𝜌𝑎𝑖𝑟𝐴𝑎𝑖𝑟𝑑𝑥 (9) 

 

𝑣𝑥 = 𝑑𝑥/𝑑𝑡 (10) 

 

with: 

- ρair:    density of the air element; 

- 𝑣𝑥:     velocity of the air element. 

 

When analyzing the heat balance of the convection 

airflow, it can be shown that another assumption may 

be added to those noted in subsection 3.2, above: 

(f) heat capacity of the air element is negligible. 

 

Based on these definitions and preconditions, the 

heat flux budget of the convection air can be 

determined, from which the following relationship for 

the temperatures is to be derived: 

𝑇𝑚,𝑎𝑖𝑟 =
1

1 + 𝑐𝑎𝑖𝑟
𝑇𝑖𝑛,𝑎𝑖𝑟 +

𝑐𝑎𝑖𝑟

1 + 𝑐𝑎𝑖𝑟
𝑇𝐵1 (11) 

 

with: 

 

𝑇𝑜𝑢𝑡,𝑎𝑖𝑟 = 2𝑇𝑚,𝑎𝑖𝑟 − 𝑇𝑖𝑛,𝑎𝑖𝑟 (12) 

 

𝑐𝑎𝑖𝑟 = 𝑘𝑎𝑖𝑟 ∙ 𝑇𝑖𝑛,𝑎𝑖𝑟 (13) 

 

𝑘𝑎𝑖𝑟 =
𝛼∆𝐴

2𝑣𝑥𝜌𝑎𝑖𝑟0𝑇0𝐴𝑎𝑖𝑟𝑐𝑝,𝑎𝑖𝑟
 (14) 

 

where ΔA is the area of the board section surface 

element, Δx · Δy, (cf. Fig. 2, above), ρair0 is the air 

density at an initial reference temperature T0, cp,air is 

the specific heat capacity of the convection air. 

As ρair is temperature-dependent, cair depends on 

the temperature Tm,air, which makes the model and 

simulation more complex. 

Equations (11) and (12), together with the 

equations (3) and (4), derived above, and a 

corresponding relationship for ṪB1, constitute the next 

set of iteration equations for the thermal model 

simulation, this time comprising the board section 

together with the convection airflow. 

  

 

3.4. Step 4: Heat Transfer Coefficient α 

 
The calculation of the (mean) convection air 

temperature Tm,air requires the knowledge of the heat 

transfer coefficient α, cf. equations (11), (13), (14), 

above. However, α, in turn, itself depends on Tm,air. A 

solution to this recursiveness problem can be 

approached by two measures to be applied in the model 

and in the program-technical implementation: 

(i)   Determination of α via the Nußelt number Nu; 

(ii)  Replacement of the actual current temperature  

             value by an approximation. 

Regarding (i): The Nußelt number Nu is a 

dimensionless coefficient describing the heat transfer 

between a flowing medium (in this case the convection 

air) and a solid substance (the PCB). α is related to Nu 

as follows: 

 

𝛼 = 𝑁𝑢 ·
𝜆𝑎𝑖𝑟

𝑑ℎ
 (15) 

 

with λair being the thermal conductivity of air; and dh 

is the characteristic length of the body immersed in the 

airflow, for a rectangular cross-section this is the so-

called "hydraulic diameter" of the gap formed by two 

parallel PCBs in the heating chamber magazine. 

On the other hand, Nu can be determined 

independently as a function of other coefficients and 

the temperatures, according to reference [6]: 

 

𝑁𝑢 = 𝑓(𝑅𝑒, 𝑃𝑟, 𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑦, 𝑇𝑎𝑖𝑟/𝑇𝐵1) (16) 

 

with Re being the Reynolds number and Pr the 

Prandtl number.  
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Regarding (ii): Nu requires the current value Tair, 

which is yet to be determined with the current model 

iteration time step. But, the temperature value of the 

previous time step in the iteration can be applied (with 

a special treatment of the first time step), as this leads 

to a negligible error only. 

Thus, the determination of α, being variable 

depending on air temperature, and, additionally, being 

variable in time, can properly be realized in the model 

programming and in its iteration sequence. 

 

 

3.5. Step 5: Air Velocity as Control Variable 

 

With the formalism of the preceding model 

development steps, it is now possible to focus on the 

determination of the control variable to be used in 

practice: the convection airflow velocity. A board 

temperature rise may be achieved by reducing the air 

velocity 𝑣𝑥 , taking in mind, however, that the heat 

transfer coefficient α gets smaller with lower 𝑣𝑥, i.e. 

two counteracting effects. 

Rearranging equation (11), cf. subsection 3.3, 

above, for Tin,air, which will now be denoted as the 

targeted, "destination", air temperature (index "des"), 

leads to: 

 

𝑇𝑖𝑛,𝑎𝑖𝑟𝑑𝑒𝑠 = (1 + 𝑐𝑎𝑖𝑟)𝑇𝑚,𝑎𝑖𝑟 − 𝑐𝑎𝑖𝑟𝑇𝐵1 (17) 

 

with Tm,air being calculated via equation (2), cf. 

subsection 3.2, setting Tair now identical to the average 

temperature of the flowing air, Tm,air, and with the 

formulas defined via equations (13), (14) and (5), (6) 

for the coefficients appearing in equations (17) and (2), 

respectively. 

This approach, when implemented and rearranged 

in the computerized model algorithm developed with 

the previous steps, allows to determine Tin,airdes, the 

time-courses of the inflow air temperature, Tin,air, and 

of the targeted air velocity, 𝑣𝑥,𝑑𝑒𝑠 , together with the 

corresponding temperature change rates and tempera-

tures of the board section elements, iterated in time. 

 

 

3.6. Step 6: Three-Dimensional System Model 

 

The final step of the model setup extends the 

modeling in x-direction, alongside the board, parallel 

to the convection airflow direction, and over time; i.e., 

together with the z-direction modeling, perpendicular 

through the board, the system model gets 3-

dimensional. A heat conduction along the y-direction 

is disregarded due to a negligible temperature gradient. 

The schematic view of the board, with a 

concatenation of sections in x-direction, forming a 

stripe, is depicted in subsequent Fig. 5. The parame-

ters' denotations, symbols and their meanings remain 

as defined in previous modeling steps, just an 

additional index, i (ranging from 1 to nx, or written as 

nx or nX), is introduced to identify the board model 

section number. 

 
 

Fig. 5. Concatenation of board sections to constitute a 

modeling stripe in x-direction. 
 

The temperatures of the board model, the index k 

indicating the time step, can be combined in a matrix: 
 

𝑇𝐵𝑚𝑎𝑡,𝑘

=

[
 
 
 
 
𝑇𝐵1,1 …

⋮ ⋱

𝑇𝐵1,𝑖 ⋯

⋮ ⋱

𝑇𝐵1,𝑛𝑥

⋮
𝑇𝐵𝑛,1 ⋯

⋮ ⋱

𝑇𝐵𝑛,𝑖 ⋯

⋮ ⋱

𝑇𝐵𝑛,𝑛𝑥

⋮
𝑇𝐵𝑛𝐵,1 ⋯ 𝑇𝐵𝑛𝐵,𝑖 ⋯ 𝑇𝐵𝑛𝐵,𝑛𝑥]

 
 
 
 

𝑘

 
(18) 

 

A column i of this matrix represents a vector �⃗� 𝐵,𝑖. 

The following obvious condition applies for the 

airflow temperatures: 
 

𝑇𝑖𝑛,𝑎𝑖𝑟,𝑖+1 = 𝑇𝑜𝑢𝑡,𝑎𝑖𝑟,𝑖 (19) 
 

These relationships, combined with the modeling 

equations developed in the preceding steps, complete 

the model of the curing oven system with the PCB for 

the convective heat transfer (between air flow and 

PCB) plus heat conduction (within the PCB in z-

direction), yet excluding any thermal radiation heat 

transfer. The model essentially is an iteration process 

in time with time step Δt, obeying the condition of 

equation (8), cf. subsection 3.2. It is implemented 

according to the program flowchart depicted in Fig. 6. 
 

 
 

Fig. 6. Program flowchart of the complete model system,  

(index i: section number in x-direction,  

index k: iteration time step). 
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3.7. Estimation of Thermal Radiation Effects 

 

In order to assess the quantitative effect of thermal 

radiation on the PCB temperature, an estimate 

calculation, which (i) assumes thermal equilibrium 

conditions, and (ii) applies the Stefan-Boltzmann law 

for a representative pattern of two parallel plates 

(heating chamber frame wall and PCB), has been 

performed. Applying typical emissivities ε of the 

chamber frame (ε = 0.2 for strongly oxidized 

aluminum, cf. reference [7], section K1, Table 2, page 

974) and of a PCB (ε = 1 as worst case), with curing 

temperature conditions, i.e. the relevant chamber 

frame plates at 125°C, the PCB at 160°C, and 40°C 

difference between convection air and PCB 

temperatures, results in: 

- Heat flux density via thermal radiation: 

approximately –114 W/m² (negative value 

indicates a net cooling effect), as compared to  

- Heat flux density via convection: 1600 W/m². 

This indicates that the radiation heat transfer effect 

is small, but not negligible (7 %), and will be 

investigated further with respect to an impact on the 

thermal model. 

 

  

3.8. Model Verification & Validation 

 

A verification and validation of the mathematical 

model is envisaged. 

The test setup uses representative PCB samples 

being equipped with temperature sensors to measure 

the temperatures in-situ. The measurement data 

acquired during curing operation with representative 

standard and extreme curing temperature profiles 

would be compared with the corresponding 

mathematical model simulation results. 

 

 

4. Mathematical Model Performance Results 
 

Fig. 7 shows an example of the mathematical 

model performance. 

 

   
 

Fig. 7. Simulation results for board surface temperature TB1 

in response to the course of air inflow temperature Tair,in. 

The diagram depicts the curves of the simulation 

results for the targeted board surface temperature TB1des 

(yellow) and the achieved course of TB1 (blue) in 

response to the air inflow temperature Tair,in (red), for 

a period of 160 s. Up to the point when Tair,in is bended 

to the target cap, required and achieved board 

temperatures are well aligned. After the bending point, 

TB1 follows a period of asymptotic approxi-mation. 

The deviation between TB1 and TB1des during the 

asymptotic transition period is due to the operational 

circumstance that the temperature Tair,in of the 

inflowing air is not lowered in the heating-up and 

steady-state curing phases. 

 

 

5. Conclusion 
 

A mathematical model simulating the thermal 

behavior of PCBs in a modular magazine convection 

curing oven has been developed, based on an 

innovative analytical approach. The model is an 

integral part of the AI- (ML-) based curing control 

system to ensure a safe and efficient curing process. 
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Summary: In this paper, we propose a prediction system for the effect of electrical defibrillation. In order to develop the 

proposed system, feature parameters are firstly extracted by using Poincare plot analysis from the wavelet transform with 

pseudo-differential operators. Next, effective feature parameters which are independent between each class are selected based 

on 𝜒2 test (independence test). Finally, “Effective” and “Ineffective” for electrical defibrillation are classified by using SVM 

(Support Vector Machine) with a non-linear kernel function and regularization. In this way, we verify the new feature 

extraction method and the effectiveness of the proposed prediction system. 

 

Keywords: Prediction of the effect of defibrillation, NSI (Normalized Spectrum Index), Poincare plot analysis, Wavelet 

transform with pseudo-differential operators, Shockable arrhythmias. 

 

 
1. Introduction 

 
Electrical defibrillation (here in after defibrillation, 

simplicity) is useful for resuscitating patients suffering 

from sudden cardiac arrest. However, a recent study 

shows that some prolonged cardiac arrests are 

ineffective for defibrillation [1]. Therefore, if the 

accurate prediction of the effect of defibrillation is 

realized, it is expected to contribute to raising the  

life-saving rate for patients suffering from sudden 

cardiac arrest. For this reason, some methods that 

predict the effect of defibrillation by analyzing  

pre-shock ECGs (ElectroCardioGrams) have been 

proposed. Concretely, future parameters are extracted 

from the Power Spectrum Density (PSD) with Fourier 

transform and classified for the effectiveness of 

defibrillation by using the logistic regression [2]. 

Moreover, we have proposed a prediction method 

based on the continuous wavelet transform and 

Support Vector Machine (SVM), and its accuracy is 

93.10 % [3]. However, more accurate prediction 

methods are required in dealing with human life. 

In this paper, we propose a prediction system with 

new feature extraction method for the effect of 

defibrillation. In order to develop the proposed 

prediction system, feature parameters are firstly 

extracted by using Poincare plot analysis from the 

result of wavelet transform with pseudo-differential 

operators. Next, feature parameters which are 

independent between each class are selected based on 

the 𝜒2  test (independence test). Furthermore, for the 

purpose of classification between “Effective” and 

“Ineffective” for defibrillation, we utilize the SVM 

with non-linear kernel functions and generalization. In 

this paper, we show the effectiveness of the new 

feature extraction method and the proposed  

prediction system. 

 

 

2. ECGs 

 
The target ECG waveform is pre-shock VF 

(Ventricular Fibrillation) which is one of the serious 

cardiac arrests. Here, an example of the VF waveform 

is shown in Fig. 1. Note that, the ECG waveform of 

this study takes time on the horizontal axis and voltage 

on the vertical axis. Moreover, we consider the 2 states 

for after-shock conditions such as “Effective” and 

“Ineffective” for defibrillation. The “Effective” is 

defined as successful defibrillation and return to 

spontaneous circulation, and the “Ineffective” is failed 

defibrillation (i.e., couldn’t be resuscitated). Moreover, 

the database is the “Creighton University Ventricular 

Tachyarrhythmia Database” [4]. The sampling rate of 

this ECG data is 250 [Hz], and we cut out for 10 [sec] 

before defibrillation. 
 

 
 

Fig. 1. VF waveform. 
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3. Feature Parameter 
 

3.1. Feature Extraction Method 
 

In this section, we present the feature extraction 

method. First of all, we explain the Continuous 

Wavelet Transform (CWT), which is one of the  

time-frequency analysis methods. The CWT can 

obtain the energy for the time-frequency domain, and 

it’s called “scalogram”. Note that, in this paper, the 

Gabor wavelet is adopted as mother wavelet, and this 

function has the characteristic of minimizing the 

uncertainty principle [3]. 

Next, we introduce the pseudo-differential 

operators. The pseudo-differential operators can be 

calculated as 

 

 (𝐹𝑓′)(𝑡) ≜ −𝑗𝜔𝑓(𝜔), (1) 

 

 

where, 𝐹 means the operator for the Fourier transform, 

𝑓′(𝑡) is the 
𝑑

𝑑𝑡
𝑓(𝑡), 𝜔 denotes the angular frequency, 

𝑓(𝜔)  is Fourier transform of 𝑓(𝑡) , and 𝑗 ≜ √−1 . 

From the equation (1), the Fourier transform of 

differentiation signal 𝑓′(𝑡) is composed of the −𝑗 and 

𝜔 multiplied by 𝑓(𝜔). Expanding from this one, we 

consider the wavelet transform with  

pseudo-differential operators. When the result of CWT 

is 𝑊𝜓(𝑎, 𝑏) , the wavelet transform with  

pseudo-differential operators 𝐸𝑝𝑑𝑜(𝑎, 𝑏) is defined as 

 

 𝐸𝑝𝑑𝑜(𝑎, 𝑏) ≜ 𝐻{𝐿(𝑎) ∙ 𝑊𝜓(𝑎, 𝑏)} (2) 

 

In (2), 𝑎  is the scale-parameter, 𝑏  means the  

shift-parameter, 𝐿(𝑎)  denotes the pseudo-differential 

operators, and 𝐻(𝑦)  is the non-linear function [5]. 

Since the scale-parameter depends on frequency, the 

wavelet transform with pseudo-differential operators 

can be calculated by multiplying the function 𝐿(𝑎) by 

𝑊𝜓(𝑎, 𝑏). Furthermore, the non-linear function 𝐻(𝑦) 

can adjust the degree of energy. In this study, these 

functions are set as 𝐿(𝑎)  =  
1

𝑎
 and 𝐻(𝑦)  =  |𝑦| , 

respectively, and these are experimentally determined. 

As an example, the scalogram with pseudo-differential 

operators 𝐸𝑝𝑑𝑜(𝑎, 𝑏) is shown in Fig. 2 for Fig. 1. Note 

that, 𝐸𝑝𝑑𝑜(𝑎, 𝑏)  takes time on the horizontal axis, 

frequency on the vertical one, and color bar denotes the 

energy. Furthermore, from the result of 𝐸𝑝𝑑𝑜(𝑎, 𝑏) , 

𝑁𝑆𝐼𝑝𝑑𝑜  (Normalized Spectrum Index) can be 

calculated. The 𝑁𝑆𝐼𝑝𝑑𝑜 reflects the energy transition, 

and it can be obtained as 

 

 𝑁𝑆𝐼𝑝𝑑𝑜(𝑏)  =  
∑ 𝐸𝑝𝑑𝑜(𝑎,𝑏)𝑓𝑟(𝑎)𝑁

𝑎 = 1

∑ 𝐸𝑝𝑑𝑜(𝑎,𝑏)𝑁
𝑎 = 1

  (3) 

 

In (3), 𝑓𝑟(𝑎)  denotes the 𝑎 -th sample frequency 

components, and the 𝑁  is the total samples of 

frequency components, and we set 𝑁 =  200. Fig. 3 

shows 𝑁𝑆𝐼𝑝𝑑𝑜 for Fig. 2. From Fig. 3, one can easily 

see that the 𝑁𝑆𝐼𝑝𝑑𝑜 sensitively reflects the energy of 

high-frequency components (i.e., 10-20 [Hz]) in  

Fig. 2. Thus, in new feature parameter, we examine the 

characteristics of the transition of the high-frequency 

components. 

 

 

 
 

Fig. 2. 𝐸𝑝𝑑𝑜(𝑎, 𝑏) for Fig. 1. 

 

 

 
 

Fig. 3. 𝑁𝑆𝐼𝑝𝑑𝑜 for Fig. 2. 

 

 

For the above, we adopt the Poincare plot analysis 

and can estimate the self-similarity and complexity of 

the time-series signal. The Poincare plot is drawn from 

𝑃𝑖  =  (𝑥𝑖 , 𝑥𝑖+1) , and the 𝑥𝑖  means 𝑖 -th sample of 

𝑁𝑆𝐼𝑝𝑑𝑜 and 𝑥𝑖+1 denotes (𝑖 + 1)-th one. Fig. 4 shows 

the 𝑃𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 for Fig. 3. Moreover, to capture the 

transition of 𝑃𝑖, we calculate the Euclidean distance 𝑙𝑖 
between 𝑃𝑖 and 𝑃𝑖+1, and the 𝑙𝑖 of Fig. 4 is shown in 

Fig. 5. From Fig. 5, the 𝑙𝑖 is too complicated, and thus 

the intrinsic characteristic of 𝑙𝑖 may not be captured. 

Therefore, we attempt to 𝑙𝑖 is simplified by taking the 

envelope. The calculation method of the envelope is 

computed by taking the local maximum of 𝑛 samples 

and connecting them by spline interpolation. In this 

paper, the parameter 𝑛  is selected as 25 , and the 

enveloped 𝑙𝑖 for Fig. 5 is represented in Fig. 6. From 

the enveloped 𝑙𝑖, 12 feature parameters based on basic 

statistics (e.g., means, variance, and so on) are 

extracted. The new extracted 12 feature parameters 

and their symbols are summarized in Table 1. In 

addition to 64 feature parameters in [6], a total of  

76 feature parameters are extracted. 
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Fig. 4. Poincare plot 𝑃𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 for Fig. 3. 

 

 
 

Fig. 5. 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 for Fig. 4. 

 

 
 

Fig. 6. Enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 for Fig. 5. 

 

 

Table 1. New extracted 12 feature parameters. 

 
No Feature parameters Symbol 

1 Mean of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

2 Variance of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑉𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

3 Standard deviation of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑆𝐷𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

4 Accumulation for slope of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝐴𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

5 Kurtosis of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝐾𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

6 Skewness of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑆𝑄𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

7 Energy of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝐸𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

8 Entropy-based index of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝐸𝐵𝐼𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

9 Mode of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑀𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

10 Median of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑄𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

11 Variance of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 histogram 𝑀𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

12 
Accumulation for slope of enveloped 𝑙𝑖  
of 𝑁𝑆𝐼𝑝𝑑𝑜 histogram 

𝑄𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

 

 

3.2. Feature Selection 
 

One can easily see that, it’s impractical to verify all 

of the combinations for the extracted 76 feature 

parameters. Therefore, effective feature parameters 

should be selected, and thus, we utilize the 𝜒2  test 

(independence test). The 𝑝-value is set at 0.05, and we 

calculate the 𝑆𝑐𝑜𝑟𝑒 as −𝑙𝑜𝑔 (𝑝-value). In this study, 

we select the feature parameters surpassing the  

𝑆𝑐𝑜𝑟𝑒 = 2.99 (i.e., 𝑝-value ≤ 0.05). For the result, we 

select 33 feature parameters can be selected, and these 

are summarized in Table 2. 
 

 

Table 2. Selected 33 feature parameters. 
 

No Feature parameters Symbol 

2 Variance of ECG 𝐸𝐶𝐺̅̅ ̅̅ ̅̅  

4 Standard deviation of ECG 𝑆𝐷𝐸𝐶𝐺  

7 Energy of ECG 𝐸𝐸𝐶𝐺 

8 Entropy-based index of ECG 𝐸𝐵𝐼𝐸𝐶𝐺 

9 Mode of ECG 𝑀𝐸𝐶𝐺 

13 Variance of 𝑁𝑆𝐼 𝑉𝑁𝑆𝐼 

14 Accumulation for slope of 𝑁𝑆𝐼 𝐴𝑁𝑆𝐼 

15 Standard deviation of 𝑁𝑆𝐼 𝑆𝐷𝑁𝑆𝐼 

39 Total power of scalogram 𝑃𝑁𝑁𝑆 

46 Skewness of the Poincare plot 𝑆𝑄𝑙𝑖 

49 Mode of the Poincare plot 𝑀𝑙𝑖 

53 Mean of the 𝑁𝑆𝐼𝑝𝑑𝑜  𝑁𝑆𝐼𝑝𝑑𝑜
̅̅ ̅̅ ̅̅ ̅̅ ̅ 

56 Standard deviation of the 𝑁𝑆𝐼𝑝𝑑𝑜 𝑆𝐷𝑁𝑆𝐼𝑝𝑑𝑜
 

57 Kurtosis of the 𝑁𝑆𝐼𝑝𝑑𝑜 𝐾𝑁𝑆𝐼𝑝𝑑𝑜
 

59 Energy of the 𝑁𝑆𝐼𝑝𝑑𝑜  𝐸𝑁𝑆𝐼𝑝𝑑𝑜
 

60 Accumulation for slope of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝐴𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

61 Kurtosis of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝐾𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

62 Skewness of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑆𝑄𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

63 Energy of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝐸𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

64 Entropy-based index of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝐸𝐵𝐼𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

65 Mode of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑀𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

66 Median of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑄𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

67 Variance of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 histogram 𝑀𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

68 
Accumulation for slope of enveloped 𝑙𝑖  
of 𝑁𝑆𝐼𝑝𝑑𝑜 histogram 

𝑄𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

70 Mean of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

71 Variance of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑉𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

72 Standard deviation of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝑆𝐷𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

74 Accumulation for slope of enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 𝐴𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

 

 

4. Prediction System 
 

In order to classify the “Effective” and “Ineffective” 

in defibrillation, we adopt the SVM. The characteristic 

of SVM, it’s less likely to overfit for small data, and 

the discrimination hyperplane can be non-linearized 

with kernel method. Moreover, the data within margins 

can be adjusted by using the generalization parameter. 

In this study, the kernel function and the generalization 

parameter (𝐶)  adopt the best result in [3] (i.e., the 

kernel function utilizes the quadratic polynomial, and 

the 𝐶 is set as 100). 

For the validation pattern, we verified the 

combinations for 1-6 feature parameters (more than 7 

feature parameters couldn’t obtain a good result in [3]). 

Furthermore, for the validation method, we adopt the 

Leave-One-Out Cross-Validation (LOOCV), and the 

advantage of this method more data can be used in the 

training phase. Additionally, the proposed system is 

evaluated by three indices Sensitivity (𝑆𝑒), Specificity 

(𝑆𝑝), and Accuracy (𝐴𝑐), and these are calculated from 
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the confusion matrix in Table 3. Note that, we set 

positive as “Effective” and negative as “Ineffective”, 

respectively. Here, the calculation method for each 

evaluation indices is shown in equation (4)-(6). 
 

 

Table 3. Confusion matrix. 
 

 Prediction 

Result Positive Negative 

Positive 𝑇𝑃 (True-Positive) 𝐹𝑁 (False-Negative) 

Negative 𝐹𝑃 (False-Positive) 𝑇𝑁 (True-Negative) 

 

 

 𝑆𝑒  =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
, (4) 

 

 𝑆𝑝  =  
𝑇𝑁

𝐹𝑃+𝑇𝑁
, (5) 

 

 𝐴𝑐  =  
𝑇𝑁+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
  (6) 

 

 

5. Results and Discussion 
 

In this way, we verify the 1,107,568 patterns for the 

combination of 6 feature parameters of the selected  

33 feature parameters (i.e., 𝐶633  patterns). Here, we 

summarize the top 5 evaluation results (sorted by 𝐴𝑐) 

and the adopted feature parameters in Table 4. From 

the Table. 4, the feature parameter from the Poincare 

plot from enveloped 𝑙𝑖  of 𝑁𝑆𝐼𝑝𝑑𝑜  (e.g., 𝐾𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
, 

𝐸𝐵𝐼𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
, and so on) are included in top 5 results. 

Furthermore, the best result, “94.83 %” for 𝐴𝑐with the 

feature parameter based on enveloped 𝑙𝑖 of 𝑁𝑆𝐼𝑝𝑑𝑜 is 

achieved, and this result exceeded 93.10 % in [3]. 
 

 

Table 4. Top 5 results and feature parameters. 
 

No Feature parameters 𝑺𝒆 𝑺𝒑 𝑨𝒄 

1 
𝑆𝐷𝐸𝐶𝐺 𝐸𝐵𝐼𝐸𝐶𝐺 𝑆𝐷𝑁𝑆𝐼 

96.55 93.10 94.83 
𝐾𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜

 𝐸𝐵𝐼𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 𝐴𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜

 

2 
𝐸𝐶𝐺̅̅ ̅̅ ̅̅  𝐸𝐸𝐶𝐺 𝑀𝐸𝐶𝐺 

96.55 89.66 93.10 
𝐾𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜

 𝑄𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 𝑀𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜

 

3 
𝐸𝐶𝐺̅̅ ̅̅ ̅̅  𝑀𝐸𝐶𝐺 𝐸𝑁𝑆𝐼𝑝𝑑𝑜

 
96.55 89.66 93.10 

𝐾𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 𝑀𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜

 𝐴𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

4 
𝐸𝐸𝐶𝐺 𝑀𝐸𝐶𝐺 𝐸𝑁𝑆𝐼𝑝𝑑𝑜

 
96.55 89.66 93.10 

𝐾𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 𝑀𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜

 𝐴𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

5 
𝐸𝐵𝐼𝐸𝐶𝐺 𝑀𝐸𝐶𝐺 𝐸𝑁𝑆𝐼𝑝𝑑𝑜

 
96.55 89.66 93.10 

𝐾𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 𝑀𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜

 𝐴𝑙𝑖𝑁𝑆𝐼𝑝𝑑𝑜
 

 

 

6. Conclusion 
 

In this paper, we consider the new feature 

parameters based on the Poincare plot analysis with 

𝑁𝑆𝐼𝑝𝑑𝑜. For the result, 94.83 % of 𝐴𝑐 can be achieved, 

and thus we consider that feature parameters based on 

Poincare plot from wavelet transform with  

pseudo-differential operators are effective for this task. 

For future work, we will tackle to a more effective 

prediction methods for the effect of defibrillation, and 

we will verify the accuracy of the proposed system via 

a large number of ECG data. 
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Summary: In this paper, we analyze body surface temperature data so as to develop detection systems for calving phase of 

cows. First of all, the waveforms to be analyzed is extracted from body surface temperature data, and outlier in the extracted 

waveform is removed. Next, the bias (slow upward trend) is reduced by using MaMeMi (Max-Mean-Min) filter. Additionally, 

approximate waveforms based on Fourier series expansion are generated. Finally, reconstructed waveforms which doesn’t 

correspond to calving phase are derived, and the proposed system discriminate the normal phase which does not related to 

calving. In this paper, we show the effectiveness of the proposed system focusing on variations of the normal phase. 

 

Keywords: Prediction of calving phase, Approximated/Reconstructed waveforms, The normal phase. 

 

 

1. Introduction 

 
Recently, Japan’s Food self-sufficiency rate is 

around 40 %, and it is the only one below 50 % among 

developed countries [1]. Furthermore, the same trend 

is seen for major food products such as vegetables, 

fruits and meat. Especially, for food self-sufficiency 

rate among meat products, beef has declined at a 

greater rate than other meat products [2]. The main 

reasons of this problem are the decreasing and aging 

number of farmers, rising feed prices, and difficult to 

detect the reproductive behaviors of cows. In this paper, 

we focus on calving among the reproductive behavior 

of cows. Although, cows can calve without human 

supports, farmers or specialists need to support cows at 

the calving time because of the possibility of calving 

accidents [3]. However, there are individual variations 

in calving time, and calving often occur at night. 

Therefore, detection of calving by visual inspection is 

not realistic, and development of automatic detection 

method of calving time is preferred. Thus, in this 

paper, we focus on  

calving of cows. 

For prediction of reproductive behavior, some studies 

have been reported on reproductive behaviors [4-7]. 

Hirako et al. [4] have shown a method for reproductive 

performance of cows through advanced nutritional 

management based on functional supplement. 

Moreover, the system for prediction of reproductive 

behavior based on changes in vaginal electrical 

resistance and vaginal temperature of cows have been 

shown [5]. However, vaginal thermometers are highly 

invasive and cause excessive stress of cows. Therefore, 

the body surface temperature sensors that are less 

invasive stress of cows have been developed. In the 

work of Higaki et al. [6], continuous measurement of 

ventral tail body surface temperature (ST) data could 

be predicted calving within 24 [hour] with the 

supervised machine learning [6]. Moreover, the system 

that predict the time 6 [hour] before calving based on 

ST data is proposed [7]. However, there is no result for 

discrimination “the normal phase” which does not 

correspond on calving phase or ovulation one, as far as 

we know. 

From the above, the purpose of our study is to 

analyze ST data, and to develop a detection system for 

approaching calving phase by focusing on the normal 

phase (i.e., the phase without sign of calving). In this 

paper, by utilizing a MaMeMi filter [4], the upward 

trend in ST data is removed, and improvement of 

detection accuracy in the normal phase is expected. 

 

 

2. Body Surface Temperature Data  

    and Preprocessing Method 
 

2.1. Body Surface Temperature Data 

 

Fig. 1 shows an example of ST data. In Fig. 1, the 

vertical axis is ST of cows [℃], and the horizontal one 

is the days to calving [Day]. Note that days to calving 

(horizontal axis) is indicated the time of calving as  

0 [Day], and the sampling rate of ST data is 120 [s]. 

Furthermore, in order to analyze the ST data in  

real-time, the waveforms are cut out by 3 days (reading 

new 1-hour data and removing old 1 hour data). Fig. 2 

shows an example of extracted waveform. 

 

 

2.2. Correction of Outlier 

 

The extracted waveforms may contain the outliers. 

In this paper, we adopt two methods for correction of 

outliers. Firstly, outliers are detected by setting a 

threshold on the amount of change. If variations 

between adjacent points exceed the threshold  
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“0.3 [℃]”, the data is considered as an outlier, and it is 

complemented by larger data before or after it. Next, 

we consider the following condition: 
 

 |𝑡𝑘 − μ| ≥ 1.5σ, (1) 

 

where 𝑡𝑘 is the ST data at time 𝑘, and the constants μ 

and σ are the mean value and the standard deviation of 

ST data in the period of 0.1 [Day], respectively. If the 

data satisfies the condition of (1), then it is replaced to 

the 1.5σ, because the data is treated as outliers. Fig. 3 

shows the outlier correction waveform obtained by 

applying the two above correction methods to Fig. 2. 

One can see that the outlier in about -6.5 [Day] is 

corrected by the above two methods. 

 

 
 

Fig. 1. ST data (No. 1233). 

 

 
 

Fig. 2. Extracted waveform (No. 1233). 

 

 
 

Fig. 3. Outlier correction waveform (No. 1233). 
 

 

3. Analysis of Body Surface Temperature Data 

 
3.1. MaMeMi Filter [3] 

 

We adopt MaMeMi (Max-Mean-Min) filter so as 

to remove the upward trend which causes less 

identification accuracy. The MaMeMi filter is  

defined as 

 ℎ(𝑘)  =  𝑥(𝑘) −
max∗(𝑘)+min∗(𝑘)

2
, (2) 

 

where max∗(𝑘) and min∗(𝑘) are given as 

 

 

max∗(𝑘)= 

= {
𝑥(𝑘)

max∗(𝑘 − 1) + 𝜎 ∙ ∆
max∗(𝑘 − 1) − ∆

 
(𝑘 = 0)

(𝑥(𝑘)>max∗(𝑘−1))

(𝑥(𝑘)≤max∗(𝑘−1))

, 
(3) 

 

 

min∗(𝑘)= 

= {
𝑥(𝑘)

min∗(𝑘 − 1) − 𝜎 ∙ ∆
min∗(𝑘 − 1) + ∆

 
(𝑘 = 0)

(𝑥(𝑘)<min∗(𝑘−1))

(𝑥(𝑘)≥min∗(𝑘−1))

, 
(4) 

 

where 𝑥(𝑘)  is ST data after correction of outliers. 

Moreover, σ and ∆ are the design parameters. In this 

paper, these parameters are selecting as suitable values 

which are determined by exhaustive verification. 

Specifically, for the extracted waveform for each  

3 [Day], we search for combinations of parameters that 

minimize the difference between maximum and 

minimum values of ℎ(𝑘)  in the ranges  

σ =  0.0001~0.1 and ∆ =  0.0001~0.1. An example 

of the resulting waveform for MaMeMi filter shown in 

Fig. 4. Note that the vertical axis of Fig. 4 is MaMeMi 

filter output ℎ(𝑘) . In addition, bias correction was 

conducted by subtracting from the average value of the 

MaMeMi filter output, and the vertical axis in the 

resultant waveforms thereafter are considered as the 

“temperature variation”. 

 

 
 

Fig. 4. MaMeMi filter output (No. 1233). 

 

 

3.2. Fundamental Waveform Synthesis 

 

In this paper, the fundamental waveform synthesis 

based on Fourier series expansion presented in [8] is 

utilized, and it can generate the approximated 

waveform. It is well known that Fourier series 

expansion is given by 
 

 
𝑓(𝑡)  =  

𝑎0

2
+ ∑ 𝑎𝑘cos (

2𝜋𝑘∆𝑡

𝑇
) +∞

𝑘 = 1

+𝑏𝑘sin (
2𝜋𝑘∆𝑡

𝑇
), 

(5) 

 

where  𝑎0, 𝑎𝑘 𝑎𝑛𝑑 𝑏𝑘  are the Fourier coefficients. 

Furthermore, 𝑇 is the fundamental period. In this paper, 

we assume that the waveform in Fig. 4 can be 
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expressed as (5), and the approximated waveforms can 

be described as: 

In (6), 𝛼0, 𝛼𝑘 𝑎𝑛𝑑 𝛽𝑘  are the Fourier coefficients 

and are determined so as to minimize the least squares 

error in (5) and (6). Moreover, 𝑀 is a parameter which 

represents the order of the harmonics. In this paper, the 

parameter 𝑀  is selected as 𝑀 =  500 . The 

approximated waveform (red line), and the MaMeMi 

filter output (blue one) are presented in Fig. 5. 

 

 
 

Fig. 5. Approximate waveform (No. 1233). 

 

 

3.3. Reconstruction Approximate Waveform 

 

In order to capture the characteristics for the normal 

phase, approximated waveform is reconstructed by 

using the frequency components that is corresponding 

the normal phase (we defined it as up to 2.5 [Day]). In 

this paper, we set the parameter 𝑀 as 𝑀 =  20, and 

the approximated waveform is reconstructed. Figs 6 

and 7 show the approximated waveforms and the 

reconstructed ones for the normal phase and the 

calving phase. From Fig. 7, we find decreasing trend in 

body surface temperature before calving phase. 

Whereas Fig. 6 shows that the temperature data 

remains almost constant value. Based on these 

differences, suitable feature parameters for 

identification can be extracted from the reconstructed 

waveforms. 

 

 
 

Fig. 6. Approximated/Reconstructed waveforms  

(No. 1233). 

 

 

4. Discussion 

 
In this paper, we focus on the minimum value 

which use as a feature parameter in previous study [9]. 

Fig. 8 shows the variation of minimum value in [9], 

and Fig. 9 shows the one of this paper. Note that these 

results are only for some individuals. 
 

 
 

Fig. 7. Approximated/Reconstructed waveforms  

(No. 1233). 

 

 
 

Fig. 8. Variation of minimum value [9]. 

 

 
 

Fig. 9. Variation of minimum value (proposed method). 

 

Comparing with these results, Fig. 8 has a smaller 

variation in the normal phase and more clearly 

differences from calving phase than Fig. 9. One can see 

for Fig. 8 and 9 that individual differences in the 

normal phase are suppressed comparing with existing 

result [9]. Additionally, for No.1233, the minimum 

value in Fig.8 is quite different to one in Fig. 9, and 

this difference is thought to be due to the adoption of 

the MaMeMi filter, which removed the upward trend 

in ST data. Therefore, the proposed method is more 

effective for identification in the normal phase than the 

existing result [9]. 

 

 

5. Conclusion 
 

In this paper, we have presented a detection system 

which discriminate the normal phase. In the proposed 
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system, removal of outliers and MaMeMi filter are 

executed as preprocessing. Furthermore, approximated 

waveforms and reconstructed ones are generated. 

Finally, we show the effectiveness of the proposed 

method. 

Future works include increasing number of ST data 

and investigation of feature parameters and 

identification methods that are more effective for 

identification in normal phase. Moreover, linking the 

proposed method which identify in normal phase to a 

system which is focused on the timing of calving phase 

is also future works. 
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Summary: Dense plasma as a surface coating for toroidal-shaped propellers holds the promise of achieving unparalleled 

efficiency in propulsion systems-the extraordinary efficiency gains associated with plasma blade technology across various 

modes of transportation. In terrestrial applications, employing a plasma blade in the air not only reduces noise pollution but 

also significantly boosts thrust while minimizing drag. This combination of benefits contributes to enhanced overall efficiency, 

making it a game-changer in aviation. Furthermore, the integration of a plasma blade propeller with a scramjet engine results 

in the development of the most efficient hypersonic aircraft, marking a significant advancement in rapid transit. For maritime 

use, this technology proves invaluable by reducing both cavitation and drag, leading to smoother and more efficient for 

Unmanned aerial vehicles. 

 

Keywords: Plasma actuator, Toroidal propeller, Unmanned aerial vehicles, Aerospace and propulsion. 
 

 

1. Introduction 

 
In the quest for more efficient and maneuverable 

aerospace, aeronautical, and marine systems, attention 

has turned to groundbreaking technology known as 

plasma actuators. Here, the emphasis is on producing 

plasma actuators. They are used on the surfaces of 

toroidal-shaped propellers, where the plasma actuator 

will be positioned on the surface to reduce cavitation 

and increase the efficiency of the thruster. This 

technology plays a crucial role in three main sectors: 

air, marine, and space. As we delve into the exciting 

world of plasma actuators, they increase efficiency in 

hypersonic planes, atmospheric reentry, and marine 

operations by using a plasma blade propeller. The 

plasma blade propeller employs either dense plasma or 

low-density plasma as needed in mediums like air and 

water. The plasma actuator, when placed on the 

propeller's surface, controls the flow of air and water, 

enhancing its efficiency. It represents one of the most 

advanced propulsion technologies. 
 

 

1.1. Objectives 

 

Improved Efficiency: Plasma actuators can be used 

to manipulate the flow of air or water around the 

toroidal-shaped propeller. This can lead to increased 

propulsive efficiency in marine vessels. By controlling 

the boundary layer separation and reducing drag, the 

plasma actuator can enhance fuel efficiency and reduce 

operational costs. 

Reduced Noise and Vibration: Plasma actuators 

can help reduce the noise generated by the propeller's 

operation. In both marine and aeronautical 

applications, noise reduction is critical for minimizing 

environmental impact and improving passenger 

comfort. The ability to control flow separation and 

turbulence can also reduce vibration, which can extend 

the lifespan of the propeller. 

Enhanced Maneuverability: Toroidal-shaped 

propellers are known for their maneuverability. When 

coupled with plasma actuators, these propellers can 

achieve even greater control and agility. This is 

especially beneficial for hydrosonic planes that require 

precise control for underwater maneuvering or space 

planes that need improved control during atmospheric 

entry and exit. 

Maintenance and Durability: Plasma actuators can 

potentially reduce wear and tear on the propeller blades 

by mitigating the effects of cavitation or high-speed 

flow erosion in marine applications. In space planes, 

they can help manage the intense heat and 

aerodynamic forces experienced during re-entry, 

contributing to increased durability and safety. 

Versatility: Plasma actuators are highly adaptable 

and can be fine-tuned for various conditions and 

applications. This versatility makes them suitable for 

use in a wide range of scenarios, including marine 

vessels, hydrosonic planes, and space planes. They can 

be customized to optimize performance based on 

specific operational requirements. 

Integration with Scramjet Technology: Combining 

plasma actuators with scramjet technology can create 

a seamless transition between subsonic, supersonic, 

and hypersonic flight regimes. This integration can 

optimize propulsion efficiency across various flight 

phases, making the aircraft more versatile and capable 

of achieving higher speeds. 

Atmospheric entry: Reduced heat, drag, as well as 

propulsion due to the surrounding atmospheric 

environment. A toroidal-shaped propeller, along with 

a plasma dense with plasma actuators, will control the 

airflow during reentry. However, it requires a specific 

density of plasma, which depends on its design, to 

provide the most efficient propulsion ever. 
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2. Literature Review 

 
The toroidal-shaped propeller, a marvel of 

engineering, represents a revolutionary advancement 

in the world of propulsion technology. This unique 

design departs from the traditional linear blades we 

commonly associate with propellers, instead adopting 

a circular form reminiscent of a donut. Its distinctive 

toroidal shape provides numerous advantages that have 

captivated the imagination of scientists, engineers, and 

dreamers alike. As shown in (Fig. 1), one of the most 

remarkable features of the toroidal propeller is its 

exceptional efficiency. Unlike conventional propellers 

that generate significant drag as they rotate, the 

toroidal propeller minimizes turbulence and energy 

loss due to its streamlined, circular design. This leads 

to a higher thrust-to-power ratio, making it an ideal 

choice for a wide range of applications, from marine 

vessels to aircraft and even spacecraft. Furthermore, 

the toroidal-shaped propeller exhibits enhanced 

maneuverability and stability. Its symmetrical form 

ensures a balanced distribution of forces, reducing 

vibrations and improving control. This characteristic 

has made it indispensable in scenarios where precision 

and responsiveness are paramount, such as underwater 

exploration or aerial acrobatics. In the realm of 

sustainability, the toroidal propeller shines as well. Its 

efficient design results in reduced fuel consumption 

and lower emissions, aligning with the global shift 

toward environmentally friendly technologies. 

Whether propelling cargo ships across vast oceans or 

enabling drones to soar through the skies. 

 

 
 

Fig. 1. Toroidal shape propeller. 

 

The efficiency of a toroidal propeller depends on 

its design. A toroidal propeller is a type of propeller 

that is ring-shaped. It consists of a hub that supports a 

number of blades that are connected to each other at 

their tips to form a closed loop. [1] They are claimed 

to be more efficient than traditional propellers and are 

slightly quieter than traditional designs, with reduced 

noise levels in the 1-5 kHz range. [2] The design 

distributes vortices generated by the propeller along 

the entire shape of the propeller, which means that 

noise is distributed and damped more quickly. The 

benefits of lower fuel consumption (higher efficiency) 

and reduced noise are even greater in water The 

closed-form structure minimizes the drag effects of 

swirling air tunnels created at the tips of blades and 

strengthens the overall stiffness of the propeller & [3] 

These strangely-shaped twisted-toroid propellers look 

like a revolutionary advance for the aviation and 

marine sectors. Radically quieter than traditional 

propellers in both air and water, they're also showing 

some huge efficiency gains. The toroidal design 

features a ring-shaped blade that encircles the 

propeller, helping to suppress the noise generated by 

the rotating blades, making it particularly useful in 

areas where noise pollution is a concern, such as urban 

environments or near residential areas. In the future, 

Toroidal shaft propellers will likely become the normal 

in the market as manufacturing levels increase. 

 

 

3. Methods 

 
The research analysis of this is done by designing 

a new type of propeller which is used on plasma 

actuator surfaces of a toroidal shape propeller. Here, 

the plasma density depends on the design of the plasma 

actuator. Additionally, for the explanation of the 

concept, work has been done by referencing websites 

as well as peer-reviewed journals. Graphical 

representations have also been created to explain the 

work. So, when plasma discharges at the surface of the 

propeller, the energy in the plasma is manipulated to 

affect the flow of air by making it electrically 

conductive. In short, ions are produced for propulsion. 

For this purpose, the surrounding atmosphere is used 

mostly. For water, the same design of plasma actuator 

is used, but its structural format is adjusted. The 

plasma actuator is used as a shield when cavitation 

forms due to it, significantly increasing the propeller's 

lifespan. Overall, the plasma blade propeller is mainly 

used in space, marine, and aeronautical sectors. 

 

 

4. Research Overview 

 
The system will use a toroidal propeller. From a 

diagram perspective Figs. 2 & 3, it is taken as an 

example of a toroidal-shaped propeller. At the surface 

of it, there is a plasma actuator, which will reduce noise 

and increase thrust. If it is used in water, then it can 

reduce cavitation, allowing for longer operation in 

marine environments. Ionic wind is produced when a 

toroidal-shaped propeller has a plasma actuator, which 

helps reduce drag, noise, and increase thrust. [4] 

plasma actuators operating at the atmospheric 

conditions are promising for flow control, mainly for 

their physical properties, such as the induced body 

force by a strong electric field and the generation of 

heat during an electric arc, and the simplicity of their 

constructions and placements, also when the drone is 

fly or is under ocean, for have a plasma actuator to 

have to power plasma it needed it to be with ball 

bearing which will connect the wire, will give 
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continuous amount of energy with no energy loss in it 

and spin free this system which be produce by rotating 

have been taken from power supply. When ball 

bearings rotate, they continuously supply energy to a 

plasma actuator, enabling it to discharge and 

manipulate airflow. Plasma actuators are a type of 

actuator currently being developed for aerodynamic 

flow control as per the (Fig. 4). Plasma virtual 

actuators are electric devices with no moving parts, 

consisting of electrodes and a dielectric sheet. When 

AC voltage is applied, they create a wall jet by ionizing 

air, useful for controlling flow in vehicles and 

machinery. Surface Dielectric Barrier Discharge 

(SDBD) technology is efficient for aerodynamic 

control, particularly preferred over DC corona 

discharge. Plasma flow control finds applications in 

boundary layers, airfoils, forebodies, turbine blades, 

compressors, heat transfer, and high-speed jetsPlasma 

actuators impart force in a similar way to ionocraft. 

Plasma flows control has drawn considerable attention 

and been used in boundary layer acceleration, airfoil 

separation control, forebody separation control, 

turbine blade separation control, axial compressor 

stability extension, heat transfer and high-speed jet 

control. The working of these actuators is based on the 

formation of a low-temperature plasma between a pair 

of asymmetric electrodes by application of a  

high-voltage AC signal across the electrodes. 

Consequently, air molecules from the air surrounding 

the electrodes are ionized, and are accelerated through 

the electric field, [5] Plasma virtual actuators for flow 

control are all-electric devices with no moving parts. 

They consist of a pair of electrodes sandwiching a 

dielectric sheet. When AC voltage is applied, air 

surrounding the upper electrode is ionized, which is 

attracted towards the charged dielectric surface to form 

a wall jet, 6) Plasma actuators using dielectric barrier 

discharge (DBD) are preferred over actuators using 

DC corona discharge. Plasma actuators are also used 

in boundary layer control, flow separation control, and 

drag reduction, making them versatile tools in 

aerospace, automotive, and energy industries. 

 

 
 

Fig. 2. Plasma Blade propeller with Plasma Ring. 

 

Using plasma actuators on the surface of a toroidal 

shape, such as a toroidal propeller or a wingtip device, 

can have various aerodynamic and flow control 

applications. Here's an overview of how plasma 

actuators work and their potential benefits in  

this context: 

 

1. Plasma Actuators: 

Plasma actuators are devices that generate and 

manipulate ionized gas (plasma) to induce airflow 

changes or alter the aerodynamic characteristics of  

an object. 

They consist of two electrodes with a dielectric 

material in between. When a high voltage is applied 

across the electrodes, it creates an electric field, 

ionizing the surrounding air and forming a plasma 

sheet or jet. 

 

 
 

Fig. 3. Plasma Blade propeller. 
 

 

 

 
Fig. 4. Plasma Actuator. 

 
2. Flow Control on Toroidal Shapes: 

Toroidal shapes, such as toroidal propellers or ring 

wings, can pose unique aerodynamic challenges, 

including increased drag, tip vortex generation, and 

complex flow patterns. 

Plasma actuators can be strategically placed on the 

surface of these toroidal shapes to address these 

challenges and improve their performance. 

 

3. Potential Applications: 

Drag Reduction: Plasma actuators can be used to 

reduce drag on toroidal shapes by modifying the flow 

separation and boundary layer control. 

Vortex Control: Managing tip vortex formation is 

crucial for toroidal propellers and ring wings. Plasma 

actuators can help control vortex strength and location. 

Flow Reattachment: Toroidal shapes often 

experience flow detachment at their trailing edges. 

Plasma actuators can assist in reattaching the flow, 

improving lift and stability. 

Noise Reduction: Plasma actuators can mitigate 

aerodynamic noise generated by toroidal shapes, 

making them quieter. 
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4. Advantages: 

Non-Mechanical: Plasma actuators are  

non-mechanical devices, which means they have no 

moving parts, reducing maintenance and wear issues. 

Rapid Response: They can provide rapid and precise 

control of airflow, making them suitable for real-time 

adjustments. 

Efficiency: Plasma actuators consume relatively 

low power compared to traditional mechanical  

control surfaces. 

In summary, plasma actuators offer a promising 

approach to address aerodynamic challenges 

associated with toroidal shapes, including drag 

reduction, vortex control, and noise reduction. 

However, their practical implementation and 

optimization require ongoing research and 

development efforts to unlock their full potential in 

toroidal propulsion and aerodynamics 

 

 

5. Experimental Dependencies 
 

As of now, the project is under construction. Also, 

the project needs examination by a plasma actuator at 

the surface of a toroidal-shaped propeller. 

Below are the dependencies for creating a plasma 

actuator at the surface of the propeller: 

Geometry and Design: How well the plasma 

actuator works depends on how the toroidal propeller 

is designed – its size, shape, and where the plasma 

actuator is positioned. Getting this right is essential for 

top performance. 

Plasma Actuator Technology: The type of plasma 

actuator you choose matters. Different types have 

different efficiencies, power needs, and control 

abilities, all affecting how well the system works. 

Power Supply: Plasma actuators need power to 

function. The availability and capacity of the power 

supply determine how strong the actuator is. Having 

enough power is vital for generating the  

necessary forces. 

Control System: Designing as per the Drone & 

Robotic: How the plasma actuator affects the toroidal 

propeller's airflow, which will boost lift, cut drag, or 

control airflow. It needs computer simulations (CFD) 

to fine-tune performance. 

Building As per the operation: The effectiveness of 

a plasma actuator in controlling the flow over a 

propeller blade depends on the local airflow and Mach 

number conditions and the design of the  

plasma discharge. 

Aerodynamics and Flow Control: Design about on 

Drone & Robotic how the plasma actuator affects the 

toroidal propeller's airflow. It could boost lift, cut drag, 

or control airflow. It needs computer simulations 

(CFD) to fine-tune performance. 

Ball Bearing: Ball bearing is needed to connect the 

electrode of the plasma actuator so that the electricity 

will pass through the ball bearing, then goes to the 

plasma actuator, after which plasma discharge will be 

given to them. 

Material Compatibility: Ensure that the materials 

used in the propeller and actuator can handle tough 

conditions, like high temperatures and  

electrical discharges. 

 

 

6. Results and Discussion 

 
When a plasma actuator is employed on the surface 

of a toroidal-shaped propeller, it exhibits the 

remarkable ability to manipulate the airflow. This 

manipulation of airflow is primarily attributed to the 

discharge of plasma from the actuator itself. The 

significance of this technology extends across various 

sectors, including aviation noise reduction, marine 

cavitation mitigation, and most notably, space 

exploration. In the aviation industry, the utilization of 

plasma actuators in propellers holds immense promise 

for reducing noise pollution. By actively controlling 

the airflow around the propeller blades, these actuators 

contribute to quieter flight operations. Furthermore, in 

marine applications, they play a pivotal role in 

minimizing cavitation, which enhances the efficiency 

and longevity of marine propulsion systems. Perhaps 

the most groundbreaking application lies in space 

exploration. Spaceplanes equipped with  

toroidal-shaped plasma blade propellers can harness 

atmospheric airflow for propulsion. Once beyond the 

reach of Earth's atmosphere, they transition to rocket 

propulsion, conserving fuel and increasing mission 

efficiency. Additionally, during atmospheric entry, 

plasma blade propellers enable precise control of 

airflow, ensuring a safe landing. In summary, plasma 

actuators on toroidal-shaped propellers offer 

transformative benefits across multiple industries, 

from noise reduction in aviation to enhanced marine 

propulsion and revolutionary advancements in space. 
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Summary: The processing of surfaces, such as sanding, and the corresponding quality control is still often a manual work step 

today. In the sanitary ware industry in particular, quality processes are carried out by experienced workers using visual and 

haptic inspections. The automation of such processes is very challenging due to the requirements. However, by using  

high-precision sensor technology and machine learning algorithms, manual processes can be evaluated automatically. This 

paper deals with the automated assessment of a sanding process in the ceramics industry using the Deep Learning Algorithm 

PointNet. In addition to that a conventional approach will be presented to contrast the two strategies. 
 

Keywords: Artificial intelligence, Machine learning, Quality control, Sanding ceramics. 

 

 

1. Introduction 
 

When processing surfaces, such as sanding, 

polishing or deburring, quality control is executed 

manually by the relevant employee. The decision on 

quality is made on the basis of a simple visual 

inspection (optical inspection) and the surface finish 

(haptic evaluation). This procedure is a subjective 

decision-making process that is not quantified and 

assessed on the basis of objectively collected data. As 

a result, the outcome varies greatly depending on the 

personal skills and experience of the employees. An 

example of such a process is the manufacturing process 

in the sanitary ceramics industry [1-3]. 

Artificial intelligence (AI) and machine learning 

(ML) open up promising application possibilities in 

industrial production. Deep learning methods offer 

great advantages, particularly in the area of quality 

control. Popular examples of this are camera systems 

and corresponding image processing software that are 

able to recognize and classify objects or features [4]. 

During the production of sanitary ceramics, defects 

such as material residues, imperfections like breakouts 

and holes as well as excess material (burr) occur as a 

result of the process. The latter inevitably occurs 

during the casting process, where excess material 

forms at the joints between two mold matrices. These 

defects must be removed through a surface treatment 

so that the product is prepared for the subsequent 

processes [1-3]. 

By using high-precision sensor technology and 

corresponding algorithms (ML), it is possible to assess 

the described process and thus replace the error-prone 

visual inspection. In the context of this paper, quality 

control is limited to the assessment of the burr and 

surface, which is the main feature of the  

sanding process. 
 

2. State of the Art 
 

2.1. Deep Learning on Point Clouds 
 

Point clouds have become one of the most 

significant data formats for 3D representation. 

Especially the increased availability of acquisition 

devices, such as 3D Cameras or laser sensors has led 

to increased applications in areas such as robotic and 

manufacturing. For tasks such as classification, 

segmentation, and detection Deep Learning is now the 

most powerful tool in computer vision [5, 6]. 

One of the most popular Deep learning algorithms 

on raw (unstructured) point clouds is PointNet [7]. 

PointNet is able to classify and to segment, which 

builds the base of automatization of manual visual 

inspection in the industrial environment. Further 

information according to PointNet can be found in [7]. 
 

 

2.2. Ceramic Industry 
 

Sanitary ceramics are manufactured in a primary 

molding process (casting) [8]. A sanding process is 

often necessary to maintain dimensional tolerances 

and prepare for the glazing process, as any surface 

defects lead to rejects. Due to the high complexity and 

fragility of the components, this process is still carried 

out manually. A worker processes the component by 

hand using appropriate tools and aids to remove 

defects such as excess material caused by the shaping 

process. In addition to the health risks associated with 

the sanding of white parts, manual activities have the 

problem of low reproducibility and the resulting 

quality fluctuations [9-11]. 
 

 

3. AI based Quality Control of Sanding  

    Process 
 

Certain requirements apply to the surface 

properties of the free-form surface. In Contrast to other 

industries the compliance with absolute tolerances and 

dimensional accuracy is not as important as the 

aesthetics with regard to flowing (continuous) shape 

transitions. This means that the surface must be free of 

defects and especially the burr caused by the 

production process must be completely removed. 

Fig. 1 shows a representative comparison of two 

surfaces of an unmachined (upper right) and a 
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machined (bottom right) surface. The measuring 

system used provides 2-dimensional data of the 

surface. The orange graph shows a continuous and 

smooth transition and therefore represents the 

machined part. The blue graph shows a clear 

discontinuity due to the burr, that is characteristic for 

an unmachined part. It can be clearly seen that an 

assessment and evaluation of the machining process is 

possible based on the data from the measuring system. 

 

 
 

Fig. 1. Representative comparison of two surfaces  

for an unmachined and machined component. 

 
Consequently, an approach based on artificial 

intelligence is therefore being pursued. A classification 

is carried out using the PointNet deep neural network 

[7]. The classes are burr / no burr. 

The following subsections first describe the 

experimental Setup, training and validation of the AI. 

In addition, a conventional approach is presented and 

compared with the AI-based approach. 

 

 

3.1. Experimental Setup and Data Preparation 

 
The data acquisition is done with a high-precision 

"Gocator 2330" laser line sensor from LMI 

Technologies, which generates the point clouds (2D) 

for the neural network. The resolution in X-direction is 

44 μm and in Z-direction it is 6 μm. [12] For this 

purpose, the sensor was attached to a robot and moved 

linearly along the surface of a vanity (see Fig. 2). This 

allowed the surface data to be collected and, in 

particular, the feature burr to be recorded. By using a 

robot, the flexibility of the data acquisition increases. 

In order to consider production variation, the 

orientation and distance of the laser line sensor in 

relation to the burr edge was changed during each scan. 

The scanning rate was set to 25 Hz, which results in 

approximately 500 2D-lines per movement. In 

conjunction with the cartesian robot speed, a 

sufficiently high resolution could thus be achieved so 

that the surface and the feature burr could be 

completely captured. 

Each series of measurements was assigned to the 

corresponding class and labeled accordingly. The 

labeling was carried out subjectively, analogous to the 

current industrial process, by haptic and visual 

inspection of the surface by a process expert. 

Measurements were taken on various components with 

different burr characteristics in order to take process 

variations into account. 

 
 

Fig. 2. Schematic representation of robot-assisted  

data acquisition. 

 

 

3.2. Training 

 

Before the training data is fed to the neural 

network, it must be processed. The preparation of the 

data serves to increase the robustness of the AI with 

regard to changes in orientation and distance. For this 

purpose, each laser line is processed by normalizing, 

rotation and noise. 

Fig. 3 shows the raw data from the sensor and the 

normalized data. When recording data with the laser 

line sensor, the distance between the sensor and the 

burr should have no influence on the burr assessment. 

If the distance between the sensor and the component 

changes, the Z values change accordingly, but the burr 

remains the same. Normalization sets the value range 

of the X values to ±1. The Z values are also scaled 

accordingly. 

 

 
 

Fig. 3. Example of normalizing a laser line. 

 
To make the burr assessment independent of the 

orientation of the sensor, the lines are rotated by a 

random angle between ±180° during the training 

process. This means that all sensor orientations are 

simulated during training (see Fig. 4). 

 

 
 

Fig. 4. Example of rotating a laser line. 
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Adding noise to the training data (see Fig. 5) aims 

to increase the generality of the training data and thus 

make it transferable to new measurement data. It 

counteracts the "memorization" of the training data and 

promotes the recognition of general features. A 

Gaussian noise with an amplitude significantly smaller 

than the burr was used here [13]. 

 

 

 
 

Fig. 5. Example of noise in a laser line. 

 

 

A data set consisting of 2503 lines with the label 

burr and 2223 lines with the label no burr was used to 

train the AI. It was ensured that all lines with the burr 

label have a burr that is completely present. The parts 

were therefore not processed. Analogous to this, for all 

lines with the label no burr, it was ensured that the burr 

was completely removed. During training, the AI went 

through a total of 1000 episodes. 

 

 

3.3. Validation 

 

Another data set was created to validate the AI. The 

data set contains 5076 lines with the label burr and 

1264 lines with the label no burr. In order to guarantee 

the comparability of the training data with the 

validation data, the sensor data is normalized as in the 

training process. As with the training data, it was 

ensured that the burr was either completely present or 

completely removed. The data was recorded on new 

components that were previously unknown to the AI. 

Fig. 6 illustrates the accuracy with which the AI 

correctly predicts the validation data. 

The true labels of the data are plotted on the 

ordinate and the predicted labels of the AI are plotted 

on the abscissa. As can be seen in the confusion matrix, 

the AI classifies the validation data used here with a 

precision of >99 %. 

However, the aim of the AI is to check components 

after the sanding process. It can be assumed that some 

components have a minimal burr. In order to test the 

AI for this case, a further test was carried out. The burr 

was removed from a component step by step. After 

each step, the component was measured and manually 

labeled as burr or no burr. The AI analyzes each step. 

This resulted in a total of four steps (0-3). The first 

three were labeled as burr and the last as no burr. 

As can be seen in Fig. 7, the AI correctly classifies 

the lines without burr. For the lines with burr, however, 

only 81 % of all lines were classified correctly. In order 

to understand the low reliability, the classifications for 

each individual laser line are examined in more  

detail below. 
 

 

 
 

Fig. 6. Learning success with validation data. 
 

 

 
 

Fig. 7. Learning success with burr removed step by step. 
 

 

Fig. 8 shows the prediction of the neural network 

over the measured laser lines. Approximately 500 lines 

were measured per step. Columns marked in blue 

represent the prediction for the label burr. Columns 

marked in orange represent a prediction for the no burr 

label. For better visualization, the orange columns 

were plotted in negative axis. 
 

 

 
 

Fig. 8. Detailed classification with gradually removed burr. 
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As can be seen in Fig. 8, the AI classifies the steps 

0x sanding, 1x sanding and 3x sanding with very high 

precision. Almost all lines were classified correctly for 

these steps. Only for the 2x sanding step do the 

predictions sometimes not match the given label. This 

is probably not due to the unreliability of the AI, but to 

the irregularity of the sanding pattern. In Fig. 9 line no. 

1000 and 1375 from Fig. 8 are shown as examples. As 

the AI already predicted, no burr can be seen on line 

no. 1000. However, a burr is clearly visible on line no. 

1375 (compare Fig. 1). 

 

 

 
 

Fig. 9. Representative comparison of two lines  

with gradually removed burr. 

 

 

This suggests that with 2x sanding, some areas of 

the component actually have a burr and others do not. 

In order to clearly determine the reliability of the AI, 

this limit case would have to be examined more 

closely. To do this, it would make sense to sand several 

components up to this case and have each line 

manually labeled by experts, to increase the true 

positive rate (recall). 

 

 

3.4. Conventional Approach 
 

As an alternative to the AI-based solution, a 

conventional approach was also pursued. The 

approach is to scan a good part and a part to be 

inspected, form the difference between the two point 

clouds in the Z direction and use the difference profile 

to determine the characteristics of the burr and evaluate 

it accordingly. 

The Gocator 2330 laser line sensor is able to align 

the profiles of components as described using its 

software. The good part is measured first and saved as 

a "master". The component to be inspected is then 

measured, shifted and rotated using a matching 

algorithm so that it matches the master as closely as 

possible. The difference profile from both is formed 

and the integrated software automatically determines 

characteristic values that provide information about the 

difference between the profiles (see Table 1). 

Similar to the procedure in Section 3.3, an 

unmachined part was sanded step by step until the burr 

was completely removed. After each step, the 

component was measured at three defined points. This 

resulted in a total of five steps (0-4), whereby in step 

zero the component was not sanded and in step four no 

burr was detected. Each step was then compared with 

the master and the parameters determined. Fig. 10 

shows an example of the matching with regard to 

measuring point one for step 0,2,4. 

 

 
Table 1. Characteristic values of the difference profile  

in the Gocator software. 

 

Measurement 

method  
Description 

Difference of 

the mean 

values 

Mean value of the differences between 

the profile and master with regard to 

the Z-axis. 

Sum of the 

differences 

Sum of the Z-axis differences between 

profile and master. 

Standard 

deviation 

Standard deviation between profile and 

master. 

Matching 

score 

Represents the percentage of the 

standard deviation of the difference 

profile with respect to a tolerance. 

Maximum 

height 

difference 

Maximum height difference (Z) 

between profile and master 

 

 
The profile of the master is displayed in white, the 

currently measured profile in red and the aligned 

profile in blue. The "maximum height difference" 

parameter is displayed in yellow. Some conclusions 

can already be drawn from this graphical comparison. 

It can be clearly seen that the burr is gradually 

decreasing. Profile matching works very well in this 

case, as the master and the measured profile overlap at 

the points without burr and do not overlap at the points 

with burrs. Similarly, the "maximum height 

difference" feature was only determined at the points 

where the burr is located, which also indicates good 

matching quality. 

The following figures show the progression of 

selected characteristic values from Table 1 of the three 

measuring points (referred to as Px in the following) 

over the number of sanding processes. Blue represents 

the measuring point P1, orange the measuring point P2 

and green the measuring point P3. 

The difference in the mean values (see Fig. 11) 

does not show a clear trend. However, P1 confirms that 

the difference in the mean values decreases as the 

sanding process increases. However, this cannot be 

observed for P2 and P3. It is not possible to define a 

threshold value to assess the burr, as the levels at the 

fourth sanding process are different and, in some cases, 

even higher than at the zero-sanding process. The same 

can be observed for the sum of the differences. 

A trend can be seen in the matching score (see  

Fig. 12). The higher the number of sanding attempts, 

the higher the matching score. However, it is also not 

possible to define a threshold value here, as the levels 

in the fourth sanding attempt are too different. As 

expected, the standard deviation decreases as the 

number of sanding attempts increases. However, it is 

also not possible to define a threshold value here. 
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The maximum height difference (see Fig. 13) 

shows a slight trend. At P3, however, an outlier can be 

seen in the first sanding process. This can be explained 

by the fact that the maximum height difference 

depends heavily on the matching. Small changes in the 

matching (e.g., due to changes in the range or 

variations in the measurement profile) result in large 

changes in the determined value. For this reason, the 

maximum height difference is not suitable as a 

measurement method and it is also not possible to 

define a threshold value. 

 

 

 
 

Fig. 10. Profile matching for step-by-step sanding. 

 

 

In this test, all measurements including the master 

were carried out on the same part. As a result, all 

profiles (apart from the machined area around the burr) 

are identical. This simplifies matching and therefore 

achieves better results. In reality, this is not the case, as 

there can only be one master for all components of one 

type. For this reason, a further test was done in which 

the master was compared with different components. 

Four components were sanded for this purpose. All 

components were then measured and one of them was 

defined as the master and compared with the other 

components and evaluated. 

Fig. 14 shows the comparison of the master (white) 

with another part (red). It can be clearly seen that the 

aligned profile (blue) does not match the profile of the 

master. This is due to the fact that the profiles do not 

have exactly the same contour and therefore cannot 

completely overlap. The different contours of the 

profiles result in an error in the differential profile, 

which has a greater influence on the parameters than 

the burr itself. 

This test has shown that the contour is not identical 

across all parts. It is therefore not useful to compare all 

contours with one master contour. 
 

 

 
 

Fig. 11. Difference of the mean values. 

 

 

 
 

Fig. 12. Matching store. 

 

 

 
 

Fig. 13. Maximum height difference. 

 

 

 
 

Fig. 14. Comparison of two components (deburred). 
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4. Conclusion 
 

The tests on automated burr assessment have 

shown that it is not trivial to detect the burr using 

conventional methods. In particular, the varying 

contours of the components pose a major challenge to 

the evaluation criteria. Within the scope of this work, 

it was not possible to achieve a robust burr assessment 

using conventional methods. One of the reasons is that 

the determined parameters differ too much due to the 

varying contours of the parts. It therefore does not 

make sense to compare all components with the same 

master contour. Furthermore, the conventional method 

is not robust against changes in the orientation of the 

laser line sensor or the component, as this also 

represents a contour deviation from the master contour, 

which significantly increases the demands on  

the process. 

In contrast, AI-supported burr detection delivered 

promising results. Tests have shown that the neural 

network can distinguish fully machined parts from 

fully unmachined parts with a very high success rate 

and is robust against orientation changes with regard to 

the laser line sensor and part, which significantly 

improves industrial usability. Optimization potential 

was identified in the transition area between burr / no 

burr. This could be compensated by extending the 

classification with additional classes such as 

"insufficiently processed" or by dedicated retraining of 

the AI in the limit range. 

It is also conceivable to take other defect features 

such as chipping or dents into account, which would 

enable an entirely automated assessment of the sanding 

process (not just burrs). 
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Summary: In recent years, as global diabetes rates have increased, a growing number of individuals have been experiencing 

pain and infections due to the invasive nature of conventional commercial glucose meters. Non-invasive blood glucose 

monitoring technology has emerged as a prominent international research subject and is a potential solution that could alleviate 

the suffering of numerous patients. 

One of the many solutions for non-invasive glucose measurement, namely near-infrared reflectance spectroscopy (NIRS), 

is used by the sensor unit for which a housing is designed in this paper. 

The housing design is done with the CAD software Autodesk Inventor Professional (Autodesk, Inc., San Rafael, CA). 

The finished prototype is ready to print and should enable better and more convenient measurements for one thing and, 

secondly have a smooth look as a standalone device. 

Various non-invasive technologies can be customized to meet the requirements of diabetic patients depending on the 

specific body target used for detection. Further research may be necessary to improve the precision and sensitivity of selected 

technologies. 

 

Keywords: Non-invasive glucose measurement, 3D modelling, Medical device design, Rapid prototyping, CAD. 

 

 

1. Introduction 

 
Diabetes is a widespread and persistent medical 

condition with global implications due to its potential 

to cause heart attacks, strokes, vision loss, kidney 

failure, and lower extremity amputation. Managing 

diabetes and its associated complications involves 

regular monitoring of blood glucose levels. 

However, the self-measurement of blood glucose 

through finger pricks is uncomfortable, painful, and 

involves the potential for infection. Moreover, 

repetitive finger pricking can lead to substantial 

scarring and the formation of calluses, culminating in 

diminished sensitivity or impaired perception [1]. 

The prevalence of diabetes is rising, as in 2009, 

there were estimated 290 million people affected by 

diabetes, and this number is projected to increase to 

690 million by 2045 [2]. 

Therefore, the demand for non-invasive glucose 

measurement rises. Such a non-invasive measurement 

could be performed with near-infrared reflectance 

spectroscopy (NIRS), which is the sensor technique 

used in this work, provided by the company  

Siatlab, GmbH. 

With the help of CAD, a housing for this sensor 

should be designed. 

Technological advancements drive the need for 

customized products, and 3D printing addresses the 

complexity of medical device shapes, allowing  

cost-effective adjustments [3]. While 3D printing has 

limitations, such as resolution and speed, its 

advantages include simplicity, low cost, and minimal 

material waste [4]. 

International competition pressures companies to 

reduce time-to-market and adapt quickly. Additive 

Manufacturing (AM) can decrease product 

development costs by building models layer by layer, 

offering advantages over traditional methods [5]. 
 

 

2. Methods 
 

In this work, a housing for a non-invasive glucose 

sensor should be modeled using CAD software. The 

sensor unit is provided by a company named Siatlab 

GmbH and consists of four LEDs in different 

wavelengths, a photodiode, and a belt, which exerts 

pressure on the index finger placed on the sensor. The 

signal of the photodiode, with various pressure on the 

index finger applied by the belt, gives, along with a 

regression model, a blood sugar value. The aim of 

redesigning the housing was to fit the existing sensor 

unit but have a more convenient palm-fitting form and 

allow relaxed finger during measurement. 

This should allow for more convenient and more 

accurate measurements as the pressure on the sensor is 

solely applied by the belt. The design should be for a 

standalone device supplementary to the already 

existing portable device housing. 

For modeling, the Autodesk Inventor Professional 

software (Autodesk, Inc., San Rafael, CA), which is a 

very user-friendly sketch-based interface for modeling 
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(SBIM), is used with a student license. The sensor unit 

part from the company is imported from an STL file. 

Here, a 2D sketch of an ellipse should be the 

bottom plate and beginning of the housing. With the 

revolve tool a half ellipse is then built and hollowed 

out afterwards. 

After a lot of editing, the finished model is printed 

with a Creality Ender 3 printer (Shenzhen Creality 3D 

Technology Co, Ltd) and for simplicity, PLA is  

the material. 

The finished model will consist of three parts: A 

removable bottom plate, the housing of the sensor and 

a removable cover that is magnetically attached. 

 

 

3. Results 

 
The finished model is shown in Fig. 1 and Fig. 2. 

Fig. 1 without the cover and a rendered version with 

the attached cover in Fig. 2. The three parts, namely 

the bottom plate, the housing, and the cover, can be 

exported from Autodesk Inventor Professional 

(Autodesk Inc., San Rafael, CA) separately as STL 

files which are then ready to be sliced and printed. 

The model fulfills all requirements as it fits the 

sensor unit, has enough space inside the housing for the 

battery, the motor, the communication module (BLE) 

and the PCB, and enables a relaxed position of the 

finger on the sensor. The circular recesses in Fig. 1 are 

for the magnets to hold the cover in place. 

 

 
 

Fig. 1. Finished model without cover. 

 

 
 

Fig. 2. Rendered model with cover attached. 

 

 

4. Discussion 

 
Rapid prototyping or 3D printing offers numerous 

benefits over traditional manufacturing methods, like 

lower costs and reduced prototyping time. As every 

piece is printed layer by layer, changes in the design do 

not produce as high costs as they would in mass 

production. Additionally, there is not as much material 

waste as in traditional methods. Although mass 

production has obvious benefits over rapid prototyping 

for larger amounts of devices, for prototyping new 

devices with possible minor design changes is the 

better option [6]. 

The modelling in this paper is done with the 

Autodesk Inventor Professional software (Autodesk 

Inc., San Rafael, CA), which has a very user-friendly 

interface and a lot of tools. 

In this thesis, two methods are used to hollow out a 

body, and it was found that the Shell tool has the 

advantage over subtracting a smaller profile in that a 

minimum thickness can be set. 

The finished model housing that is produced in this 

work is still a prototype; therefore, minor changes may 

occur. Especially on tolerances should be a focus, as 

3D printers have a finite resolution, and some parts 

may not be correct dimensioned. It does not yet meet 

the standards of a medical device, which would require 

it, according to EU Directive 2017/745 class IIa 

medical device, to consist of a biocompatible material, 

for example. 

The various non-invasive glucose monitoring 

technologies that are either in development or even 

already on the market are facing numerous challenges, 

with the ability to achieve the level of specificity and 

sensitivity of invasive blood glucose monitors being 

the most common challenge [7]. 

 

 

5. Conclusions 
 

This paper provides insights into rapid prototyping 

and non-invasive glucose measurement, showcasing 

the design of a sensor housing. Rapid prototyping 

proves economical for prototypes, and user-friendly 

CAD software interfaces contribute to ease of 

modeling. A housing for a working non-invasive 

sensor unit can be modelled and printed using rapid 

prototyping. 

The future holds promising opportunities for 

medical device design, leveraging innovations like 

improved 3D scanning and personalized rapid 

prototyping. Also, it is hoped that non-invasive 

glucose measuring devices will replace minimal 

invasive solutions, primarily to relieve the many 

patients with diabetes and to facilitate early detection 

of diabetes. 
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Summary: Electronic circuit design concerns the process of finding the most suitable circuit topology according to predefined 

specification with circuit parameters and characteristics. Currently, the designer is supported through CAD (Computer-Aided 

Design) software that proposes automation of a wide variety of engineering tasks. Anyway, such software could be improved 

with adoption of machine and deep learning algorithms. In this work, a method for assisting the designer is proposed. It consists 

of applying the ResNet50 algorithm for recognition and classification of hand-drawn graphics with amplitude-frequency 

response. Such an approach allows to reduce the time and effort of the designer, narrowing down the possible design variants, 

guiding the designer and getting him/her closer to the most suitable option. The method is verified through supporting the 

design of active filters. Created deep learning models are evaluated and it is proved their suitability at conductance of 

classification tasks. 

 

Keywords: Automation, Hand-drawn graphics, Deep learning, ResNet50, Circuit design, Active filters, Amplitude-frequency 

response. 

 

 

1. Introduction 
 

Design process of electronic circuits requires 

availability of different knowledge regarding models, 

modeling practice and possible solutions. 

A novice or experienced designer uses software to 

support their work in developing an electronic circuit 

design by using element libraries and  

simulation analyses. 

Despite the existence of various CAD 

environments for the design and analysis of electronic 

circuits, it still is under improvement in the way to 

automate some routine repetitive and investigative 

activities. CAD software is in continuous development 

proposing new features and functionality, which is 

caused by technological innovations and the increased 

demands of users. Recently, it has been discussed how 

machine learning (ML) can improve automation of 

design and analysis activities and facilitate better 

understanding of a number of circuit features.  

ML-based software in electronics is in its initial phase 

of evolvement and there is a need for new methods, 

methodologies and models in support of such 

innovative approaches [1-3]. An object of current 

research is how to avoid or minimize repetitive 

engineering activities, how to optimize them and how 

to reduce the time to reach complete and  

well-investigated models. It is possible some effects 

and visible/invisible processes to be predicted  

and explained. 

The design of electronic circuits is related to 

finding the most suitable circuit topology meeting a 

predefined specification regarding given circuit 

parameters and characteristics. The design engineers 

must distinguish between different design options and 

what their advantages and disadvantages are. Also, 

they have to make multiple decisions not only about 

the most appropriate circuit according to the certain 

specification, but also on the way to develop it. 

Using modern software with predictive functions 

and artificial intelligence will give speed and quality to 

the design process and will contribute to the faster 

arrival of the finished hardware product to the market. 

Such software could assist the designer through a 

function related to quickly entering a hand-drawn 

characteristic of the electronic circuit, for example an 

amplitude-frequency response, and receiving feedback 

regarding the properties of possible circuit solutions. 

Such an approach can reduce design time and effort, 

narrowing down the possible design variants, guiding 

the designer and getting him/her closer to the most 

suitable option. 

Recognition and classification of images is a task 

mainly solved through deep learning (DL) algorithms 

like ResNet50, MobileNet, etc. [4, 5]. For example, 

Wijaya et al. apply deep learning to classify images 

taken from satellite to control environment situation 

[6], Reshan et al. to classify images with pneumonia 

for health purposes [7] and Salem et al. for human 

detection through drone images [8]. There are many 

other examples that show different applications of 

deep learning models, and the experience gained can 

be transferred to the field of electronics and in 

particular to facilitate the process of designing 

electronic circuits. 

In this work, an experimentation regarding deep 

learning utilization for solving a classification task of 

hand-drawn images with amplitude-frequency 

response of electronic circuits is performed. 

The aim of the paper is to present a method in 

support of electronic circuit design with known 

features in frequency domain based on deep learning 
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algorithm and to be verified in a case of Sallen-Key 

active filters construction. 

 

 

2. Sallen-key Active Filters and Frequency  

    Response 
 

Filters are electronic circuits that suppress signals 

in a certain frequency range and pass them in another 

[9, 10]. Therefore, these electronic circuits are divided 

into groups of low-pass, high-pass, band-pass and 

band-reject filters. Active filters are realized with 

operational amplifier/s and some passive elements like 

resistors and capacitors and also, they have capability 

to amplify the input signal. The properties of active 

filters are evaluated by several specific parameters and 

characteristics, such as passband frequency 𝑓𝑝 , 

stopband frequency 𝑓𝑠, transition region – from 𝑓𝑝 to 

𝑓𝑠, pass-band region – from 0 to 𝑓𝑝, stop-band region – 

for 𝑓 > 𝑓𝑠  as an amplitude-frequency 𝐴(𝑓)  and and 

phase-frequency response 𝜑(𝑓) of an active low-pass 

filter is shown on Fig. 1. 

 

 

 
(a)                                           (b) 

 
Fig. 1. Example of amplitude-frequency  

and phase-frequency characteristics of an active filter. 

 

 

How good a filter is it is judged by how close its 

characteristics are to the ideal. An ideal filter is 

characterized by a plateau in the pass and reject bands 

and a steep transition region. In the ideal case the 

useful area is in the form of rectangular. To achieve 

closer to ideal shapes, various approximations are used 

to construct the amplitude and phase responses as 

among the most popular approximations are those of 

Butterworth, Bessel and Chebychev. Further 

improvement could be done through increasing the 

filter’s order that can be realized through adding 

additional stages. Higher order filters possess a steeper 

transition section, which allows for better signal 

separation. The implementation of higher-order filters 

leads to the increased complexity of the circuit 

topology in the form of added active and passive 

elements. An example of electronic circuits of first 

order and third order active Sallen-Key filters with 

gain 1 are presented on Fig. 2. The main building 

stages are filters of the first and second order, and 

depending on their number in the implemented circuit, 

filters of a higher order can be obtained. For example, 

the third-order filter is constructed by two stages: the 

first one is first-order and the second is second-order. 

A fourth-order filter is obtained by using two second-

order stages, and so on. 

3. Proposed Method 
 

Proposed method consists of the following steps:  

(1) The first step is related to data collection. In this 

case data are hand-drawn graphics of  

amplitude-frequency or/and phase-frequency 

characteristics of active filters from order from 1 to 8, 

with different amplitude gain ranging from 1 to 10 and 

with Butterworth and Chebychev approximations. 

Some examples of hand-drawn graphics are presented 

on Fig. 2. They are prepared in the form of images. 
 

 

 
(a)                                    (b) 

 

 
(c)                                    (d) 

 

Fig. 2. Hand-drawn a) amplitude-frequency characteristics 

with Butterworth approximation, b) amplitude-frequency 

characteristics with Chebychev approximation,  

c) amplitude-frequency and phase-frequency characteristics 

with Butterworth approximation, d) amplitude-frequency 

and phase-frequency characteristics with Chebychev 

approximation. 
 

 

Also, images of software for design and analysis of 

active filters [11] are taken and prepared in the form of 

different dataset as it is shown on Fig. 3. 
 

 

 
                        (a)                                           (b) 

 
Fig. 3. Software generated amplitude-frequency 

characteristics with: a) Butterworth approximation,  

b) Chebychev approximation. 

 

(2) The second step includes analysis of  

hand-drawn graphics data through deep learning and 

the ResNet50 algorithm with the aim an image 

classification to be performed in two groups: 

amplitude-frequency characteristics with Buttworth 

and with Chebychev approximation. Also, 

classification according to slope of the transition 

region is performed that could be used for suggesting 

the active filter order and a possible circuit topology. 
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(3) In the third step evaluation of the performance 

of DL models created at classifying hand-drawn 

graphics is conducted through standard machine 

learning metrics like accuracy and cross-entropy. 

These models are compared with DL models obtained 

at classification of images with amplitude-frequency 

and phase-frequency characteristics, created through 

professional software. 

 

 

4. Experimentation and Results 

 
Experimentation is performed through applying 

deep learning algorithm ResNet50. Datasets consist of 

112 records with hand-drawn images of  

amplitude-frequency response and 80 images, created 

in the environment of professional software for active 

filters design and analysis. These two datasets are used 

for prediction whether the graphics are with 

approximation of Butterworth or Chebychev. Two 

other datasets respectively with amplitude-frequency 

and phase-frequency characteristics that are  

hand-drawn (128 images) and generated through 

software (123 images) are prepared to predict the 

active filter order. The training/testing ratio is  

80 %/20 %. 

How the learning process went at hand-drawn 

graphics is shown on Fig. 4 that describes the 

dependence between number of epochs and accuracy. 

Fig. 5 presents the evaluation of cross-entropy 

parameter. The achieved classification accuracy in two 

classes Butterworth and Chebychev at hand-drawn 

graphics is 0.6667. 

Classification accuracy of images taken from 

special software for design of active filters is presented 

on Fig. 6. Evaluation of cross-entropy is depicted on 

Fig. 7. The best obtained classification accuracy into 

two classes Butterworth and Chebychev is 0.8. 

Evaluation of classification into eight classes 

according to the filter order is presented on Fig. 8 

(accuracy evolvement) and Fig. 9 (cross-entropy 

progress) in the case of hand-drawn images. The model 

performance at generated images through specialized 

software is presented through Fig. 10 and Fig. 11. 

 

 

  
 

Fig. 4. Evaluation of accuracy for hand-drawn graphics  

for two-class classification 

 

Fig. 5. Evaluation of cross-entropy for hand-drawn 

graphics for two-class classification. 

 

  
 

Fig. 6. Evaluation of accuracy for images taken  

from special software for two-class classification 

. 

 

Fig. 7. Evaluation of cross-entropy for images obtained 

from special software for two-class classification. 

  

Fig. 8. Evaluation of accuracy for hand-drawn graphics  

for eight-class classification. 

Fig. 9. Evaluation of cross-entropy for hand-drawn 

graphics for eight-class classification. 
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Fig. 10. Evaluation of accuracy for graphics obtained 

through software for eight-class classification. 

 

Fig. 11. Evaluation of cross-entropy for graphics obtained 

through software for eight-class classification. 

 

 

4. Conclusions 

 
In this work an approach for supporting the 

designer at circuit design is proposed. It consists of 

recognition of hand-drawn images with  

amplitude-frequency and/or phase-frequency 

characteristics for solving a classification task through 

applying ResNet50 deep learning algorithm. DL 

models of hand-drawn and software generated 

graphics are evaluated. Two cases are considered: a 

two-class classification for predicting the filter 

approximation and an eight-class classification for 

predicting the order of the filter. The results show that 

the accuracy of DL models obtained from hand-drawn 

graphs should be improved, as their accuracy is lower 

compared to the classification of graphs obtained by 

specialized software. However, this proposed method 

is a step toward automating some repetitive 

engineering tasks related to the design of electronic 

circuits that could speed the design process and reduce 

engineer effort. 
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Summary: This study presents an approach to the flowshop scheduling problem with learning effect that includes physical 

fatigue in a real case study. An application in a manual picking line of a dry food distributor company validates the proposed 

framework. A bi-objective approach is proposed to minimize the makespan and the total fatigue dose simultaneously. Data 

from the company is used to validate the approach through computational experiments. In addition, the study provides valuable 

recommendations for break policies based on the developed framework. Managerial insights are drawn based on the 

experimental analysis. This approach is relevant since it allows us to contribute to the scheduling problems being addressed in 

an interdisciplinary way, more adjusted to the needs that arise today and that are becoming apparent with the arrival of the 

industry 5.0 paradigm. 

 

Keywords: Flowshop, Learning effect, Fatigue effect, Breaks. 

 

 

1. Introduction 

 
Production systems which involve humans as 

resources have become more complex than those 

which look only at the machines. In recent years, there 

has been a growing interest in incorporating human 

factors into traditional operational research problems, 

such as scheduling problems. Nowadays, this field of 

study becomes relevant, after having begun to speak 

about Industry 5.0, which brings new challenges for 

industry and research [1]. 

The learning and deterioration effect are the two 

main categories that group the phenomenon 

experienced by humans that could affect the 

processing time of work into a scheduling problem. 

Particularly, autonomous learning (or learning by 

doing which is achieved by repeating similar tasks, 

familiarization and routine) and physical fatigue as a 

type of deterioration are phenomena typically found in 

repetitive and monotonous tasks carried out by 

humans. These two phenomena are commonly 

observed in hand-intensive systems such as the textile 

and footwear industry, assembly and picking lines. 

These systems involve sequential operations, 

resembling to either a flowshop or a hybrid flowshop 

system, which in real circumstances, accurately 

represent numerous manufacturing production  

systems [2]. 

Getting a balance between economic and social 

objectives in production systems means a challenge, 

which means using resources in the best possible way 

(for instance, finishing the production order as soon as 

possible) and ensuring the well-being of workers. 

The definition of break policies is crucial in this 

type of problem. The appropriate scheduling and 

duration of breaks can mitigate fatigue levels, which 

also has a positive effect on productivity. 

This study deals with definition of breaks policies 

in the flowshop scheduling problem (FSSP) with 

learning and physical fatigue effect. The analysis is 

based on a case study from a picking line of a dry food 

distribution company, allowing to contextualize the 

problem and to bring the theoretical approach closer to 

real practice. 
 

 

2. Problem Statement 
 

The FSSP considers the problem of scheduling a 

set of n independent jobs, j = 1,...,n, to be processed by 

a set of m resources (machines or workers), i = 1,...,m. 

All jobs must follow the same production routing. 

Each resource is capable of process one job at a given 

time and preemption of a job is not allowed. All 

resources are available at the beginning of production 

horizon. 

The case study takes place on the picking line of a 

Colombian dry food distributor company. The line is 

composed of 14 picking zones linked by a conveyor 

and all the orders are prepared in containers which 

have the same routing. 

Based on the parallel between the FSSP and the 

case study, we can determine that the jobs correspond 

to the containers and the resources are the workers at 

each picking station. Workers are affected by the 

learning effect, mainly by familiarizing themselves 

with the location of items, with which they must fill 

the containers. Workers experience muscle fatigue due 

to repetitive work. The system performance is 

impacted by these two phenomena. The objective is to 

minimize the makespan and the total fatigue dose. 
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3. Solution Approach 

 
The approach independently addresses the FSSP 

with learning before integrating the fatigue effect. 

Finally, we introduce a bi-objective approach to 

simultaneously optimize both the makespan and the 

total fatigue dose. 

Initially, an experiment was carried out in the 

company's training laboratory. The test consists of 

processing a typical order and repeating this operation. 

It allows us to adjust the learning rate for each worker 

who participated in the experiment and consequently 

identify which one of the theoretical learning models 

represents the phenomena. Upon obtaining this 

information, the FSSP problem with learning effect 

and makespan minimization was solved by using a 

simulated annealing (SA) algorithm with a local search 

operator [3]. 

To evaluate fatigue levels, muscular activity was 

monitored using Surface Electromyography Sensors. 

These sensors were strategically placed on 8 muscles 

throughout a 40-minute duration of picking activity. 

The fatigue rate per worker associated with the 

execution of each job was computed. Based on the 

exponential model stated in the work of [4], the fatigue 

level was calculated. To evaluate the effects of breaks 

policies on human and system performance, a multi-

agent system simulation was proposed. 

Finally, the schema of the bi-objective approach is 

presented in Fig. 1. To minimize makespan in an FSSP 

with a learning effect, an SA algorithm is used. The 

result is the job permutation, which is sent to the Fast 

Pareto genetic algorithm (FastPGA) and the  

multi-agent simulation model that incorporates worker 

fatigue. The FastPGA's chromosomes represent a 

possible solution for breaks policies that have a direct 

impact on the total fatigue dose. To calculate fitness 

for each chromosome in FastPGA, the multi-agent 

simulation is launched. In this way, the FastPGA 

explores the most suitable solutions to minimize both 

objectives (makespan and total fatigue dose). 
 

 

 
 

Fig. 1. Approach schema 

 

 

4. Results 
 

With the FastPGA, we can generate a collection of 

non-dominated solutions that are related to the possible 

breaks policy, which may be suitable for this case 

study. According to the numerical results, taking 

frequent breaks is more effective in mitigating the total 

fatigue dose and improving system performance. This 

results, quite intuitive, is coherent with previous 

findings in the literature. However, an important 

problem to be solved concerns the location and 

duration of such breaks during the production shift. As 

per our experimental analysis, a possibility for this 

company is to have a policy with 2 breaks. The first 

break would be scheduled around 20 % of the 

predicted makespan, while the second could be 

scheduled around 50 % of the predicted makespan. 

Both breaks can have equal durations, as referred  

in [5, 6]. 
 

 

4. Conclusions 
 

This work provides an approach to the FSSP with 

learning that incorporates the phenomenon of fatigue. 

On one hand, operational decisions concern the 

scheduling of jobs in the FSSP configuration with a 

learning effect. The fatigue integration leads to the 

definition of break policies. Finally, as a  

decision-making tool, a bi-objective approach is 

proposed that allows for the simultaneous evaluation 

of these two decisions (economic and social 

objectives). 
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Summary: This article outlines a first approach for a prototype of an automated mobile welding robot. It follows a hybrid 

kinematics approach, combining a three degrees of freedom motion platform and a 6-axis articulated robot. Its main application 

is small batch production, where manual labor is often necessary due to component complexity. The article presents a mobile 

welding robot with a real-time control using a 2D profile sensor to ensure precise weld seam placement. The robot arm handles 

exact placement while the mobile platform moves at a constant welding velocity. The system's control strategies enable robust 

and intuitive operation with minimal effort required during the setup process. The focus is on the configuration and 

development of the control concepts for this prototype using a virtual commissioning. The following development steps and 

optimizations are presented. 
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1. Introduction 
 

This article shows the methodical approach for a 

first prototype of an automated mobile welding robot. 

A system is presented, which can carry out  

semi-automated welding. For this purpose, systems 

engineering methods are used to develop the mobile 

robot, consisting of a hybrid kinematics of motion 

platform and a 6-axis articulated robot. In the field of 

small batch production down to single piece 

production, workpieces are often machined manually, 

because the component geometry is too complex for 

automation or the setup process for it is not in 

proportion to the actual machining time [1]. 

Furthermore, an increase in the level of automation 

(LoA) in the production and maintenance of large 

structures leads to an improvement in working 

conditions [2]. A mobile platform offers advantages 

for increasing the workspace significantly. The 

approach presented below is a first step towards 

carrying out the welding task quickly and in a  

user-friendly procedure. 
 

 

2. State of the Art 
 

Offline programming is a common method of 

instructing the robot in prior to use. The challenge is to 

be able to react to workpiece deviations, which can 

have different causes, such as workpiece distortion 

during the welding process or the inaccurate 

preparation of the workpiece. Therefore, an extension 

of an online program adjustment or an integration of 

sensors is required [2-4]. An increase in the LoA can be 

implemented more quickly for simple workpiece 

geometries, whereas complex geometries in 

combination with small batch sizes usually require a 

setup process prior to the welding process. In 

automation for simple workpieces, such as 

longitudinal seams, automatic welding machines with 

a serial chain of linear axes equipped with a static 

welding torch are often used. These are combined with 

tactile or optical sensors that detect the current weld 

gap [5]. For large workpieces, these can be replaced by 

so-called welding tractors, whereby the welding torch 

is moved out-of-position along the welding seam by a 

drive system [1]. For a higher LoA or to enlarge the 

working area, there are systems that have a higher 

range of functions with additional drive systems or 

sensors [6-9]. Alternatively, the system, including the 

entire welding equipment, can be mounted on a 

moving platform that can operate on a rail [10]. 

Articulated robots are used to process complex 

workpieces. Linear-axis systems are used to extend the 

serial chain’s working area for machining large 

workpieces, which is realized with a 9-axis system in 

[3], for example. The articulated robot itself or the 

workpiece can be positioned on a linear axis. 

To be able to process complex workpieces the 

nominal CAD model can be used. In [4], the real 

workpiece is measured using 3D sensors and the 

workpiece model is adapted to generate the robot 

program. Whereas in [3] and [11] the approach is based 

on an automatic scanning process of the welding gap 

using a 2D sensor. A CAD model is used to 

automatically create the movement commands for the 

robotic system. The purpose of the system described 

below is to reduce the number of set-up steps as much 

as possible and to avoid the need for prior 2D or 3D 

measurement. Various sensors are available to track 

the weld seam in real-time, which are compared in 

[12]. 
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3 System Description 
 

3.1. Model-based Systems Engineering 

 

The use of efficient design and test processes is 

particularly relevant for complex technical systems in 

mechanical and plant engineering. Systems 

Engineering (SE) and especially Model-Based 

Systems Engineering (MBSE) methods are used for 

the system design of the cyber-physical system (CPS). 

MBSE uses digital models for the overall system and 

also all subsystems and system elements in order to 

handle the complexity and range of functionalities of 

the overall system [13, 14]. 

The system presented below is developed based on 

the V-model [14, 15] and represents a first run-through 

of this model. The result is a first prototype of an 

automated mobile welding robot. The approach 

focuses on the conceptualization and development of 

the control concepts of the mobile robot system using 

a virtual validation with corresponding virtual 

commissioning (VC) similar to [11] and [13]. Further 

domain-specific elements are therefore only briefly 

explained below. First, the requirements for the first 

prototype of the mobile welding robot were defined. 

These serve as the basis for the system architecture and 

design. This is followed by the domain specific design 

in mechanics, electrics/electronics and software. 

All subsystems are combined step by step to a first 

prototype of the mobile welding robot, whereby an 

early validation of the developed concepts and the 

control code is carried out in the form of VC. Any 

problems that arise can be resolved directly and the 

time required in the development process is reduced. 

The modeling depth of particular models of system 

elements is chosen purposely low. The mechanical 

model of the platform, for example, is assumed to be 

ideal without taking disturbances into account. This 

simplification leads to inaccuracies but is used to 

validate certain system elements rapidly and, in this 

case, the control code. 

During the VC, the control program is tested with 

a hardware-in-the-loop (HIL). This runs under  

real-time conditions on the target hardware, while the 

physical behavior model is modeled in a virtual 

environment. This will be explained in more detail 

later. The real system elements are integrated step by 

step into the real commissioning in order to carry out 

verification and validation on the overall system on the 

basis of the initial requirements. This leads to a 

transition from the virtual environment shown in  

Fig. 1 to the real system components. 

 

 

3.2. System Architecture 

 

The system architecture in Fig. 2 shows all system 

elements and environment elements with 

corresponding information, energy and substance 

flows as well as disturbing flows. The higher-level 

control of the entire hybrid kinematics is carried out on 

a programmable logic controller (PLC). The system 

can be separated into subsystems. Firstly, the robot 

subsystem, consisting of the robot controller and the 

articulated robot, and secondly, the platform 

subsystem, consisting of the drive inverters and the 

mobile platform. The subsystem that is relevant for the 

process is the weld subsystem. This includes all 

welding components and receives external resources 

(shielding gas, welding wire, energy for welding 

process). For the actual system, all resources and 

energy are supplied from external sources. Most of the 

system elements are external and not located on  

the platform. 

 

 
 

Fig. 1. VC of the motion planning in a simulation 

environment (left) and system integration and testing  

of the system in real environment (right). 

 

Disturbing flows were defined in the early 

development stage but were not considered for the first 

prototype. This applies especially to the underground 

condition. A plane indoor floor without disturbances is 

assumed. Deviations of the workpiece from the ideal 

geometry model are taken into account, as explained 

further on. 
 

 
 

Fig. 2. Simplified system architecture of the mobile 

welding robot. 

 

 

3.3. Kinematic of the Partial Systems 

 

The kinematic system considered in this article is 

shown in Fig. 3. The subsystem platform consists of a 

self-developed construction that achieves high 

maneuverability through the use of four mecanum 

wheels. It has three degrees of freedom, because 

translation in the local x and y directions and rotation 

around its z-axis are possible, so that omnidirectional 

movement can be executed. The resulting velocity of 

the platform �̇�𝑷  =  [𝑣𝑃,𝑥 𝑣𝑃,𝑦 𝜔𝑃,𝑧]
𝑇

 depends on the 

individual wheel velocities which are described by 

�̇�𝑾  =  [𝜔1 𝜔2 𝜔3 𝜔4]
𝑇 . The Jacobian matrix  
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𝑱𝑷 ∈ R4×3  represents the relationship between the 

individual wheel velocities and the cartesian velocities. 

The inverse Jacobian is used to determine the wheel 

velocities required for a desired cartesian velocity of 

the platform in the world coordinate system [17], as 

shown in the following equation: 
 

 �̇�𝑾  =  𝑱𝑷
−𝟏 ⋅ �̇�𝑷 (1) 

 

 

 
 

Fig. 3. Kinematics of the mobile welding robot  

in the virtual environment using a virtual 2D sensor. 

 

 

The robot subsystem uses a collaborative 

lightweight robot UR10 of manufacturer Universal 

Robots. The robot has the rotational axes q1, … , q6 and 

the kinematics are defined by 𝐪𝐑  =  [q1 …q6]
T. The 

robot is mounted on the platform. The platform extends 

the working area of the robot in the horizontal plane so 

that large workpieces can be welded. In the first stage 

of development, the extension in the vertical plane is 

not taken into account. However, this can be done 

using a lifting axis so that the workpiece geometry can 

increase in the vertical plane. The resulting relative 

position and orientation of the robot end effector 

depends on the joint configuration. This is transformed 

with the welding torch attached to it, including the 2D 

sensor, so that the end effector is represented by 

𝐫𝐄  =  [x y z α β γ ]T  with respect to the world 

coordinate system [17]. The velocity vector of this will 

be defined as 
 

 𝛎𝐄  =  [vE,x vE,y vE,z ωE,x ωE,y ωE,z]
T
 (2) 

 

The 2D sensor detects the welding seam and 

delivers the lateral distance 𝑧𝑆 and the vertical distance 

to the sensor center 𝑥𝑆, as described in [11]. An initial 

calibration is required. 

The Jacobian matrix 𝐉𝐑(𝐪) ∈ R6×6  describes the 

relationship between the joint velocities �̇�𝐑  and the 

resulting end effector velocity 𝛎𝐄  using partial 

derivatives, as shown in the following equation: 
 

 𝛎𝐄  =  𝐉𝐑(𝐪) ⋅ �̇�𝐑 (3) 
 

Equivalent to equation (1), the required joint 

velocities are determined by the inverse Jacobian 

matrix 𝐉𝐑(𝐪)−𝟏. 

3.4. Virtual Commissioning 
 

The program code is implemented directly on the 

target hardware. This is a PLC, which is programmed 

with the automation software TwinCAT. For future 

developments, it is possible to transfer the program 

code to a soft PLC so that no real hardware would be 

required. The graphical user interface (GUI), which is 

also developed in TwinCAT, is used to control the 

motion system and to make settings for the whole 

process. The system structure described below can be 

found in Fig. 4. The robot is controlled by the robot 

controller, which is connected to the PLC via 

EthernetIP. First, the simulation software Universal 

Robot Simulator (URSim) is used to simulate the robot 

program and the robot in a Linux virtual machine. This 

is extended by using the real robot controller including 

the robot arm. However, switching is possible at any 

time so that a movement inspection can be carried out 

in the simulation, for example to perform a collision 

check. The advantage of using Universal Robots' target 

hardware and software immediately is that there is no 

need to model the behavior of the kinematic system 

and the emulated interfaces. 

 

 
 

Fig. 4. System structure including simplified representation 

of the communication of the VC. 

 
The virtual environment is modeled using Unity, 

which is connected to the PLC via an Automation 

Device Specification (ADS) interface. Unity is 

characterized by its simple expandability, so that 

virtual sensors can be simulated, for example. The 

current joint angles of the robot 𝐪𝐑 are used for the 

visualization of the robot. The modeling depth of the 

platform is low so that inaccurate modeling of the 

drives and their geometric structure has no influence 

on the functional check. The desired target velocity 

vector �̇�𝑷  are taken directly from the PLC in the 

simulation environment. 

The physical behavior of the 2D sensor used is 

modeled as in [11] with a generic sensor model with 

its ideal parameters in Unity, so that the sensor 

measurement field is mapped in the simulation 

environment and the sensor data is transmitted to the 

PLC. However, the modeling depth is kept within 

certain limits. Physical environmental effects, such as 

the temperature behavior and lighting conditions of the 

environment and especially the welding process are 

not included in the current model. 
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There is no modelling or visualization of the 

welding process. The system elements in the 

simulation are attached with collision checks with 

other elements. Visual highlighting of the collision 

object is integrated. Furthermore, a textual output is 

adapted with a detailed description of the collision. 

 

4. Automatic Welding Process 
 

4.1. Robust Welding Automation 

 

The system is designed to be fast, intuitive and 

robust for simple longitudinal seams. In the system 

design, the mobile platform can be considered as a 

linear axis, which only moves along the workpiece at 

the welding velocity. The 6-axis articulated robot takes 

over the exact positioning to the weld seam by an 

online control using the 2D profile sensor. Workpiece 

deviations and inaccurate positioning of the platform 

are eliminated in this way. Furthermore, the system 

can be used to process small parts where the working 

area of the robot is sufficient. The start and end of the 

welding seam is detected automatically, a step change 

in the sensor signal or a loss of this triggers the start 

and end of the weld. In Fig. 5 the control structure is 

shown in detail. 
 

 

 
 

Fig. 5. Control structure of the semi-automatic welding process with labeled control strategies (I-III). 

 

 

For the feedforward control (I) the platform moves 

at a constant welding velocity in 𝑣𝑃,𝑥. Simultaneously, 

a control of the end effector using the sensor feedback 

is executed, which is marked as (II). The advantage of 

this simple control system is that it can be used easily 

and robustly, and no setup procedure is required to 

process large workpieces with a longitudinal seam 

consisting of a single-fillet weld in a T-seam, as can be 

seen in the scene of the VC in Fig. 6. 

 

 

 
 

Fig. 6. Excerpt from the VC on the example  

of a longitudinal seam. 

 

 

This online control ensures that workpiece 

tolerances and deviations from the ideal CAD model 

have no influence on the process. As shown in Fig. 7, 

the sensor and the corresponding torch position are 

kept constant throughout the welding of a longitudinal 

seam with a maximum vertical deviation of ±0.2 mm. 

The lateral deviation of ±0.3 mm can be explained by 

the low resolution of the virtual sensor, resulting in 

discontinuities, but this is still low. 

 

 

 
 

Fig. 7. Behavior of the virtual sensor signal 𝑧𝑆 and 𝑥𝑆  

with constant end effector velocity 𝑣𝐸,𝑥 along the welding 

seam during out-of-position welding. 

 

 

A suboptimal initial pose of the platform in relation 

to the workpiece can lead to a drift error. 

One effect is that during the process the robot 

extends continuously until the joint limits are reached. 
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To avoid this, the distance 𝑑𝑎𝑐𝑡 between the robot base 

and the workpiece as well as the welding seam is 

controlled by the feedback control (III). For this 

purpose, the kinematic chain to the end effector is used 

to determine the absolute distance of the robot base to 

the welding seam on the horizontal plane. As shown in 

Fig. 8, the cartesian position control is enabled and the 

welding torch is guided along the welding seam so that 

the sensor signals 𝑥𝑆 and 𝑧𝑆 are relatively constant in 

relation to their initial values. The articulated robot 

extends during the process, as shown by the increasing 

distance 𝑑𝑎𝑐𝑡. As a result, the robot enters a singularity 

and the torch cannot be positioned at the welding seam. 

 

 

 
 

Fig. 8. Comparison of a welding process  

with and without feedback control (III) in the VC using  

a virtual 2D sensor. 

 

 

This extension can be omitted for smaller 

workpieces and if the platform is better pre-aligned in 

relation to the workpiece, as the robot's working area 

is sufficiently large. 

 

 

4.2. Automation Process 
 

The general procedure of both semi-automated 

welding and the overall process are explained below 

and is shown in Fig. 9 using the sensor  

measurement signal. 

First, the platform is moved manually to the 

workpiece. This can be done using the Human-

Machine-Interface (HMI) at a remote workstation or 

via a control panel and also a controller directly on the 

system. Highly automated to autonomous navigation 

can be considered in the future, the operator controls 

the process anyway, so it is not considered here. The 

operator then positions the end effector on the 

workpiece so that the 2D sensor detects the weld gap 

(A-B). It is optionally possible to use the values of this 

fine positioning of the welding torch to carry out the 

set points (𝑥𝑆,𝑟𝑒𝑓, 𝑧𝑆,𝑟𝑒𝑓) for the position control or to 

specify them manually via the GUI. 

With activated feedback control of the distance 𝑑, 

which is necessary for large workpieces, the initial 

automatic fine positioning of the platform is executed 

with the previously defined distance 𝑑𝑟𝑒𝑓 . This 

generates the control signal 𝑣𝑃,𝑦,𝑟𝑒𝑓. 

The start of the welding seam is identified by 

moving the platform in the negative welding direction 

by using the feedforward control of the platform and 

also the cartesian control of the end effector (C-D). If 

the start is detected (D), the system stops, the platform 

moves back (E-F) and the robot re-aligns itself with the 

default set points (F-G) and starts the welding process 

after confirmation by the operator (I-III are enabled). 

The welding process parameters are defined 

previously, as well as the welding velocity 𝑣𝑤𝑒𝑙𝑑 for 

the feedback control (I), which outputs the control 

signal 𝑣𝑃,𝑥,𝑟𝑒𝑓. 

The end of the welding can optionally be triggered 

manually by the operator or by specifying the length of 

the weld seam. Alternatively, the end is automatically 

detected in the same way as the start and the welding 

is stopped (H). 

 

 
 

Fig. 9. Sensor signals during the entire automation process 

with labeled process steps (A-H). 

 

 
4.3. Continuous Development Process 

 

Initial trials on the real system show the influence 

of major unevenness in the ground. This results in a 

spike in the measurement signal while there was an 

unevenness on the surface of the platform. This has a 

direct impact on the quality of the welding process and 

can cause a collision with the workpiece. 

To remedy this, the system has to be optimized so 

that the position control can react dynamically to 

disturbances. Furthermore, the design of the platform 

is to be optimized so that the disturbance reaches the 

end effector to a lesser extent via the kinematic chain. 

The concepts presented are restricted do 

longitudinal seam. Complex shapes can be realized 

with existing CAD models to extend the feedforward 

control (I). The defined ideal welding seam in the 

format of a sequence of points is used to determine the 

required pose of the platform around the workpiece 

with the defined distance 𝑑  of the platform. The 

platform is positioned orthogonally to the welding 

seam. The controller outputs the velocity values 

𝑣𝑃,𝑥,𝑟𝑒𝑓 and 𝑣𝑃,𝑦,𝑟𝑒𝑓. 

However, in order to be able to react to workpiece 

deviations in the future and not be dependent on an 

ideal CAD model of the workpiece, the actual weld 

seam is to be recorded with a leading sensor in order to 

control the end effector position in real-time and to 
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optimize the overall joint configuration consisting of 

platform and robot joints holistically during the 

execution of the movement. 
 

 

5. Conclusions 
 

An initial approach for an automated mobile 

welding robot is presented, in which simple workpiece 

shapes, which may be very large, can be welded using 

a semi-automated process. A prototype was 

methodically developed. After initial tests with the 

prototype in real environment, it is determined that the 

system must be optimized, particularly with regard to 

uneven floors, in order to ensure robust use and to be 

able to weld more complex weld seam geometries. The 

approach focuses on the conceptualization and 

development of the control concepts for this prototype 

using a VC. Real tests demonstrated the need for 

optimization of the design and construction. One of the 

reasons for this is that the ground condition has a major 

influence on the accuracy of the overall system. 

Disturbing excitations on the platform led to vibrations 

of the end effector via the lever of the kinematic chain, 

resulting in poorer weld seam quality. Furthermore, it 

is planned that various system elements are located 

directly on the platform, such as welding equipment 

and resources and also a battery system, which is not 

the case in the actual real system. 
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Summary: Product quality control in most industries is still performed manually, making the entire process time-consuming 

and susceptible to errors. In this regard, an automated inspection system was developed for defect detection and classification 

on the painted surfaces of hydrogen combustion devices. This system was able to: (1) allow the detection of the defects due to 

the deflectometry-based image acquisition setup employed; (2) achieve a quick and correct prediction of the status of the 

painted surfaces of the devices using at this point a fine-tuned and pre-trained ResNet network. All in all, the obtained results 

validated the robustness and quickness of the system, demonstrating its potential for implementation in an industrial setting. 

 

Keywords: Quality control, Deep learning, Painted surfaces, Defects, Deflectometry, Detection, Classification. 
 

 

1. Introduction 

 
Despite the high degree of automation of most 

manufacturing industries, quality control of painted 

surfaces of the manufactured products is still a manual 

process, highly dependent on human intervention. 

Besides being costly and labour intensive, this manual 

inspection is more susceptible to errors that could 

significantly reduce the overall productivity [1]. This 

bottleneck has triggered an extensive investigation of 

machine vision-based automated inspection systems 

[2, 3]. Machine vision is an artificial intelligence 

technology that enables a thorough and automatic 

inspection of painted surfaces by combining image 

acquisition modules and deep learning algorithms for 

detection and classification of defects [4]. Cameras 

have long been employed to detect imperfections on 

painted surfaces in the automobile industry, but its 

ability to spot them is largely determined by the 

reflective nature of the surface. In this instance, 

deflectometry has been successfully used to highlight 

the presence of three-dimensional (3D) defects by 

employing a structured light [3]. The captured images 

are then fed to a deep learning algorithm for  

decision-making. Amongst the existing deep learning 

models, convolutional neural networks (CNNs) stand 

out due to their ability to extract features automatically 

and use then in hierarchical convolution to build high-

level features employed for image classification [5]. At 

this point, the classification can be accomplished by 

employing a pre-existing and pre-trained CNNs or 

building and training a new model from scratch [6]. 

While both approaches are valid, there are more 

advantages to performing transfer learning from a  

pre-trained CNN. Indeed, the application of these 

networks do not require time-consuming building and 

training, since these are generally trained in large 

image datasets available, and they can be easily 

adapted to the desired application by customizing their 

top layers [7]. 

This work proposes an automated detection system 

for defect identification and classification on the 

painted surfaces of hydrogen combustion boilers, 

comprising: a deflectometry-based image acquisition 

setup and a CNN for defect detection and classification 

employing fine-tunning of a pre-trained CCN. 
 

2. Proposed Approach 

 
Images of painted surfaces with and without 3D 

defects were captured using an experimental setup 

depicted in Fig. 1a, where a monitor projected a 

sinusoidal pattern with 40 stripes. The captured images 

were then processed, and from these four smaller 

images were extracted. These images were then 

subjected to data augmentation techniques to obtain 

500 images per defect category. Fig. 1b displays the 

captured images after preprocessing depicting dents 

and spots with excess of paint. From the entire dataset, 

80 % of the images were employed for training and  

20 % for testing. ResNet-50, a residual network with 

50 layers, was fine-tuned for defect detection with one 

fully connected layer (1024 neurons) for learning 

operations and one final dense layer (2 neurons) with 

SoftMax activation for multiclass classification: OK or 

NOK for non-defective and defective surfaces, 

respectively, and the latter with the defect type. Once 

all these parameters were defined, a python-based 

algorithm was developed to automatize the entire 

system, from image acquisition to the surface status 

classification (Fig. 2). 

 

3. Results and Discussion 
 

The projection of the structured light was essential 

in this work, given the 3D character of the selected 
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defects – dents and spots with excess of paint, that 

triggered a significant distortion of the pattern [3]. 

Environmental lighting had a significant impact on the 

contrast of the captured images, so it was necessary to 

refine the processing algorithms to counteract  

this limitation. 

Pre-trained ResNet was effectively implemented in 

the inspection system for identification and 

classification of defects on the painted surfaces of the 

hydrogen combustion devices, being able to correctly 

predict the status of all surfaces, achieving accuracy 

percentages close to 100 % in both training and testing 

steps (Table 1). Moreover, these predictions were 

obtained in early iteration time periods (100 and  

30 epochs for the classification of dents and paint 

excess, respectively), which significantly reduced the 

overall system’s prediction time to less than 1 second. 

These results confirm the robustness and quickness of 

the automatic inspection system, validating its 

potential for industrial applications, where significant 

delays and errors in the product inspection will lead to 

a reduced profitability [3]. Besides being equally 

efficient, this system is considerably simpler and easier 

to implement than the existent vision-based inspection 

systems [2, 3]. 

 

 
 

Fig. 1. Experimental setup for image acquisition (a) and 3D 

defects (b) found on the painted surfaces of the hydrogen 

combustion devices. 

 

 

 
 

Fig. 2. Flowchart detailing the stages  

of the automatic system. 

 

 

4. Conclusions 
 

In this work, a machine vision-based automated 

inspection system was developed for defect 

identification and classification on the painted surfaces 

of hydrogen combustion devices. This system enabled 

successful image acquisition and a subsequent correct 

prediction of the surface status by employing a  

pre-trained ResNet network, with a reduced  

prediction time. 

 

 
Table 1. Performance metrics of the model  

for the identification and classification of dents  

and spots with paint excess. 

 
 Dents Paint excess 

Epochs 400 400 

Train accuracy 

1.0 

(after 10 

epochs) 

1.0 

(after 30 

epochs) 

Test accuracy 

1.0 

(after 100 

epochs) 

0.99 

(after 30 

epochs) 

System 

prediction time 
< 1 second 
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Summary: The integration of Artificial Intelligence (AI) in manufacturing is shifting the focus of operators from manual labor 

to cognitive supervision roles. While this transition demands more engagement from operators, the less stimulating nature of 

monitoring tasks has, paradoxically, reduced operator involvement, consequently presenting new challenges in performance 

maintenance. Addressing this issue, our research adopted an iterative design science methodology to create a biocybernetic 

system that aims to enhance operator engagement in their evolving workplace. This system leverages physiological signals to 

intuitively display how much an operator’s engagement level deviates from an ideal state, ensuring operators stay aware of 

their psychophysiological state of engagement and can quickly adjust to any decreases in engagement. In this paper, we detail 

the 4-step process that led to the development of the first version of the system. Capitalizing on the physiological differences 

observed in manufacturing operators during “high” and “low” engagement scenarios, we defined a task-specific Optimal State 

Deviation Index (OSDI) formula. This formula enabled us to predict participants' engagement states with an 80.95 % success 

rate in our testing dataset. 

 

Keywords: Biocybernetic system, Manufacturing, Engagement, Automation, Design science, Artificial intelligence. 

 

 

1. Introduction 
 

AI-driven automation is transforming 

manufacturing operators’ roles, shifting their work 

from manual work to supervising systems [1], which 

can lead to less stimulating tasks, adversely impacting 

operator engagement and performance [2]. Given the 

prevalent risk of occupational injuries associated with 

manufacturing work [3], it appears essential for 

operators to maintain an optimal engagement state. 

Specifically, operators must avoid excessive vigilance, 

which can increase fatigue over time or lead to 

cognitive tunneling, a state in which operators adopt a 

narrow focus and neglect other important information 

[4]. Operators must also avoid cognitive underload, 

which can result in mind wandering and inattention [5]. 

In addressing the issue of maintaining an optimal 

engagement state, very little research has explored how 

new technologies can effectively improve operator 

engagement in manufacturing. 

However, the work of Demazure et al. [6] is 

particularly promising in this regard. Their research 

demonstrated the potential of using real-time 

engagement level feedback to significantly improve 

users’ attentiveness. Our study seeks to adapt this 

approach for manufacturing, aiming to develop a tool 

to help operators maintain optimal engagement levels. 

The structure of this paper is outlined as follows. 

Section 2 delves into the reasons for developing a new 

biocybernetic system tailored for manufacturing. 

Section 3 is dedicated to detailing the iterative design 

science methodology that was employed to create the 

system. The results that influenced the system’s design 

are detailed in Section 4. Finally, we present our 

concluding remarks, along with a discussion of the 

current system's limitations in Section 5. 

 

 

2. Background 

 
The integration of automated systems offers 

significant advantages for industrial applications. 

Nonetheless, it is important to acknowledge that most 

of these automated systems have yet to achieve 

perfection in terms of system reliability [7]. 

Consequently, in instances where a system's reliability 

is not absolute, it is prudent for enterprises to deploy 

human operators. These operators play a crucial role in 

monitoring automated systems' functionality, enabling 

the early detection of anomalies and facilitating timely 

intervention to rectify such occurrences. However, 

monitoring automated systems can present several 

human challenges, including a decrease in vigilance 

over time [8] and low monitoring performance [2]. 

This decline is attributed to both cognitive overload, 

which can result in cognitive fatigue and cognitive 

tunneling [9], and cognitive underload, which can 

cause mind wandering, low motivation, and increased 

distraction [10]. Therefore, one way to tackle this issue 

is to ensure the operator can balance their level of 

engagement throughout the monitoring task. 
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In this context, the work of Demazure et al. [6] 

seems particularly promising as it offers a passive 

system that informs the operator of their level of 

engagement in real-time. This feature not only keeps 

operators aware of their mental state in real-time but 

also enables them to make immediate adjustments as 

needed. The solution proposed by Demazure utilizes 

electroencephalography (EEG) signals to provide a 

real-time, intuitive display of the operator's 

engagement level through a color gradient display. 

Karran et al. [11] employed Demazure et al.'s system 

and demonstrated that continuously showing 

engagement levels to operators notably enhanced 

sustained attention during long monitoring tasks. This 

was evidenced by increased EEG wave coherence 

recorded for participants who received continuous 

engagement feedback. In contrast, participants who did 

not receive engagement feedback and those who only 

received engagement feedback after critical 

disengagement thresholds were reached reported low 

EEG wave coherence. While these results appear 

encouraging, a notable challenge with this solution is 

the necessity of an accurate measurement of 

engagement, which can be particularly difficult in 

manufacturing settings. 

Numerous physiological tools have been used in 

the literature to measure task engagement, including 

eye-tracking [12], electroencephalography (EEG) [6], 

electrodermal activity (EDA) [13], and heart rate 

variability measures (HRV) [14]. Although  

eye-tracking and EEG methods are well-established in 

the literature for assessing engagement, their practical 

application in manufacturing faces significant 

challenges. The primary issue with these techniques is 

their limited adaptability to the dynamic nature of 

manufacturing environments. Operators in such 

settings are frequently mobile and engage with their 

surroundings in a 360-degree manner. This constant 

movement and the need to interact with a wide-ranging 

environment render both eye-tracking and EEG 

methodologies less feasible due to their inherent 

requirement for relative stability and controlled 

observation conditions. EDA is typically measured on 

the palm of the hand, which could constrain operators 

in their work. However, HRV can accurately be 

assessed during operator movement, making it a 

potential choice for a manufacturing setting [15]. HRV 

is defined as the variation of time intervals between 

consecutive heartbeats [16] and is mainly used as a 

measure of the activation of the autonomous nervous 

system [17]. There is, however, some debate regarding 

the interpretation of HRV measures [17, 18], which 

raises questions regarding the viability of using this 

metric to assess task engagement. 

This ambiguity makes Moray and Inagaki's 

approach [19] particularly appealing. Their method 

evaluates monitoring performance by contrasting 

actual operator performance to an optimal standard. 

 

 
4 For an overview of the experimental setup: 

https://youtu.be/xtcpxqcyz8k 

From this perspective, for any specific task, it seems 

feasible to establish a performance metric by initially 

recording the responses of an operator in a  

high-performance scenario and comparing it to a  

low-performance scenario. Therefore, when we want 

to assess operator engagement, a potential approach 

would be to establish an engagement metric by 

comparing physiological responses recorded in highly 

engaging scenarios with those from a minimally 

engaging scenario, using contrast to construct a 

reliable measure of engagement for this particular task. 

Additionally, since increasing the level of automation 

has been shown to be the source of lower engagement 

[20], it seems possible to use the levels of automation 

to induce different levels of engagement in a 

manufacturing context. 

Hence, to maintain optimal engagement levels of 

manufacturing operators within their dynamic work 

environments, our proposal involves developing a new 

biocybernetic system inspired by the research of 

Demazure et al. [6] but tailored to the manufacturing 

context. Rather than depending on exact engagement 

metrics and measurements, our system follows a 

methodology similar to Moray and Inagaki [19], 

leveraging physiological indicators that differentiate 

between optimal and suboptimal engagement states. A 

significant advantage of this approach is its 

adaptability to complex settings like manufacturing, 

where constraints exist concerning the feasibility of 

certain physiological measurements, such as  

eye-tracking and EEG. 

 

 

3. Methods 
 

We used a design science methodology to develop 

an optimal state deviation feedback system involving a 

four-step process that included three studies (see  

Table 1). The first two steps were dedicated to 

identifying physiological markers that could 

characterize the reduction of operators' engagement 

during a specific task and developing a biocybernetic 

system. The last two steps were dedicated to evaluating 

different features of the biocybernetic system, i.e., the 

display modality and the scaling method. 

 

 

3.1. Step 1 – Collect Data 

 

In the first step, we collected physiological and 

perceptual data from participants in more and less 

engaging manufacturing situations. We recruited  

22 students (age = 21.62±3.17; men = 14) for a  

within-subject experiment, in which they twice 

performed a quality control and assembly task on a 

simulated assembly line4. All participants provided a 

signed consent in-line with the University ethics 

committee (project # 2023-5058) and were 
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compensated with the sum of 40 euros. The task, 

explained in more detail in [2], required participants to 

detect errors on partially assembled snowshoes and 

complete the assembly by fixing the binding to the base 

at its pivot point (see Fig. 1). In the “less engaging” 

condition, we automated the participants’ decision-

making, equipping them with a fully reliable error 

detection system that indicated to the operator whether 

or not a snowshoe had a defect. In the “more engaging” 

condition, participants had to manually detect errors 

before assembling the snowshoes. During each task, a 

total of 30 snowshoes had to be assembled by the 

participants, with six being defective. Participants 

realized the task once with automated support and once 

without automated support, with condition order being 

randomly assigned and counterbalanced. During the 

task, we collected physiological data using a Hexoskin 

vest [21], recording heart rate, respiratory rate, and 

acceleration data. We also collected perceived 

cognitive absorption, vigor, and dedication using the 

Utrecht Work Engagement Scale (UWES) [22], which 

was collected post-task. The raw physiological data 

from the Hexoskin was pre-processed and 

synchronized using the COBALT Photobooth software 

[23]. The list of physiological and self-reported data 

collected can be found in Table 2. 

 

 
Table 1. Methodology employed to design the biocybernetic system. 

 
Step Step 1 Step 2 Step 3 Step 4 

Title Collect data Identify markers Display validation Scaling validation 

Description 

Study 1: Collection of 

Physiological Data in 

Scenarios with Varied 

Engagement Levels 

Identify 

physiological 

markers of 

engagement & 

design the system 

Study 2: Validating 

multiple display 

modalities of 

engagement 

Study 3: Validating 

multiple index scaling 

methods 

Experimental 

design 
Between-subject – Within-subject Between subject 

Conditions 
No automation 

Automation 
– 

Discrete color 

gradient (3 shades 

of color) 

Continuous color 

gradient (100 

shades between 

green and red) 

Min/Max since the 

beginning of the task 

Min/Max of training data 

Min = 25th & Max = 75th 

since the beginning of the 

task 

Experimental 

manipulation 

Manufacturing Q&A 

and assembly tasks 

using snowshoes. 

Feature extraction 

using a logistic 

regression model 

Validation with 

LOOCV  

Fully automated 

manufacturing 

Q&A and assembly 

tasks using images 

of snowshoes. 

Fully automated 

manufacturing Q&A and 

assembly tasks using 

images of snowshoes 

Data 

Collected 

physiological data 

(bpm, breath rate, 

motion) and perceived 

work engagement 

(UWES) 

Task 1 & Task 2 

data from step 1 

10 minutes semi-

directed interviews 

Five questions 

questionnaire 

Participants 22 participants - 3 participants 10 participants 

 

 

 
 

Fig. 1. Product used in the manufacturing task. 

 

 

3.2. Step 2 – Identify Markers & System Design 

 

In the second step, we began by validating our 

primary assumption that the condition with automation 

was less engaging than the manual condition. Due to a 

noticeable learning effect between the first and second 

tasks, primarily manifested in performance 

improvements, we chose to focus exclusively on the 

results obtained from the first task, where no learning 

effects could affect perception. We compared the 

perceived absorption, dedication, and vigor scores 

between automated and manual conditions using the 

Mann-Whitney-Wilcoxon Test, which is suitable for 

comparing non-parametric independent samples. 

To categorize the data, we assigned labels of 

“high” or “low” engagement to arrays of data, 

depending on the condition experienced by the 

participant. Data originating from the automated task 

was labeled as “low engagement,” while data from the 

manual task was labeled as “high engagement”. We 

then defined a task-specific optimal state deviation 
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index (OSDI) using the three physiological variables 

with the highest estimated weights in the logistic 

regression model used to predict the probability of a 

participant being more engaged in the task. The whole 

dataset (Task 1 & Task 2) was used to develop the 

formula. The formula represents a weighted sum, 

where each coefficient corresponds to the respective 

variable's estimated power to predict if a participant is 

in a “high” or “low” state of engagement. The formula 

is based on 30-second data windows. 

 

𝑂𝑆𝐷𝐼 =  (435.7 motionstd ) − (175.4 motionmean) + 
 + (0.78 breathingRatestd) 

(1) 

 

 

Table 2. List of collected variables 

 
Type of data  Measure Description 

Physiological 

data 

Beats per 

minute 

Number of beats per 

minute 

SDNN 
Standard deviation 

of NN intervals 

LF 

Power of the Low-

frequency band 

(0.04-0.15 Hz) 

(ms2) 

HF 

Power of the High-

frequency band 

(0.15-0.4 Hz) (ms2) 

LF/HF 

Ratio of Low-to-

High frequency 

power 

Breathing 

Rate  

Number of 

respirations per 

minute 

Minute 

Ventilation 

Respiratory volume 

per minute (L/min)  

Cadence 
Number of steps per 

minute 

Motion 

Norm of the 3D 

acceleration vector 

(G) 

Self-reported 

measures 

Absorption 

score 

Perceived 

absorption 

Vigor score Perceived vigor 

Dedication 

score 

Perceived 

dedication 

 

 

To validate the formula, we employed the  

leave-one-out cross-validation (LOOCV) using the 

OSDI in a logistic model to predict if a participant’s 

engagement during a task was “higher” or “lower”. 

The same dataset was used for this validation step. We 

then developed a biocybernetic system on Python that 

employs the OSDI formula to calculate the index in 

real-time, scale it, and visually represent it as a color 

gradient (see Fig. 2). The system received pre-

processed physiological data every second (1 Hz) from 

the Hexoskin vest. It calculated the engagement index 

using the OSDI formula based on the last 30 seconds’ 

data. The first prototype (and the one used for the next 

step) scaled the OSDI between [0-100] using the 

minimum and the maximum values since the 

beginning of the task. 

 
 

Fig 2. Overview of the biocybernetic system 

 

3.3. Step 3 – Display Validation 

 

In the third step, we assessed whether representing 

the index through a continuous color gradient  

(100 shades) or a discrete color gradient (3 colors) was 

more effective in conveying participants' engagement 

levels. We recruited three participants for a  

within-subjects pilot test. Each participant completed a 

low-fidelity version of the automated assembly task 

twice (using printed images of snowshoes instead of 

real snowshoes), experiencing the feedback system in 

both formats. After completing each task, participants 

underwent a 5-minute semi-directed interview. During 

this interview, they were asked about their perceptions 

of the system's impact on their engagement, the 

potential distractions caused by the system, and its 

effectiveness in representing their engagement levels. 

Positive and negative statements in each category were 

compiled and analyzed, making the decision to retain 

the continuous color gradient. 

 

3.4. Step 4 – Scaling Validation 

 

In the fourth step, we aimed to identify the most 

effective method for scaling the index. We tested three 

scaling methods: (i) dynamically adjusting the 

minimum and maximum values based on the minimum 

and maximum values recorded since the beginning of 

the task, (ii) using the minimum and maximum values 

of the training dataset, measured with formula (2) to 

exclude outliers, and (iii) dynamically setting the 

minimum and maximum values respectively to the 25th 

and 75th percentile of the data since the beginning of 

the task. 

 

 𝑀𝐼𝑁/𝑀𝐴𝑋 =  𝑂𝑆𝐷𝐼𝑚𝑒𝑎𝑛 ± 3 ∗ 𝑂𝑆𝐷𝐼𝑠𝑡𝑑 (2) 

 

We performed a between-subjects experiment with 

10 participants who each completed the same  

low-fidelity version of the manufacturing task while 

being assisted by the system in one of its three possible 

formats (using printed images of snowshoes instead of 

real snowshoes). After completing the task, 

participants were asked to rate the representativeness, 

interpretability, and distractive nature of the color 

display on a scale from 0 to 100. 

 

 

4. Results 
 

The one-sided Mann-Whitney-Wilcoxon Test used 

for step two revealed a statistically significant 
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difference in perceived absorption scores between 

manual and automated conditions (p =.03; d = 0.83), 

suggesting that the reported absorption scores tend to 

be lower in the automated condition compared to 

manual condition. This result supports our primary 

assumption that the automated condition was less 

engaging than the manual condition. No significant 

differences were found between conditions for 

dedication (p =.40; d = -.82) and vigor (p =.82;  

d = -.43) subscales of UWES during task 1  

(see Fig. 3). 

 

 
 

Fig. 3. Task 1 UWES Questionnaire Results: Participant 

Response Analysis. 

 

Using the OSDI formula to predict if a participant 

was in a “high” or “low” state of engagement in a 

logistic regression model, we achieved 81.31 % 

accuracy on the training set and 80.95 % on the testing 

set, as confirmed through leave-one-out  

cross-validation. For step three, where we assessed 

the display modality, we employed a qualitative 

labeling technique to categorize interview statements 

into three themes: effect on perceived engagement, 

distraction, and representativeness. The number of 

statements in each category was then compiled (see 

Table 3), showing that the discrete color gradient was 

more distracting (0 positive, six negative statements) 

than the continuous color gradient (2 positive,  

0 negative statements). 
 

 

Table 3. Compilation of qualitative statements  

on continuous and discrete color gradients. 

 

 

Perceived 

effect on 

engagement 

Distraction 
Representa-

tiveness 

 (+) (-) (+) (-) (+) (-) 

Continuous 5 0 2 0 2 2 

Discrete 2 1 0 6 0 3 

 

In step four, the self-reported data from 

questionnaires revealed that all methods were equally 

easy to interpret and not distracting. However, the 

scaling method (ii) utilizing the minimum and 

maximum values from the training dataset proved to be 

more representative, with a mean score of  

93.33 % ± 6.24 %. This was in contrast to the scaling 

method (i), which was based on the minimum and 

maximum values since the beginning of the task 

(𝑚𝑒𝑎𝑛 =  57.33 ± 12.28 %), and method (iii) which 

was based on percentiles (𝑚𝑒𝑎𝑛 =  45.5 ± 14.5 %), 

as illustrated in Fig. 4. Based on these analyses, we 

concluded that the continuous color gradient and 

scaling method, which utilized the minimum and 

maximum values of the training dataset, i.e., method 

(ii), are preferred options for any future work. 

 

 
 

Fig. 4. Scaling method comparison: Evaluating 

Representativeness, Interpretability, and Distraction 

through Questionnaire Scores. 

 

 

5. Conclusions 

 
This study employed a design science methodology 

to create an optimal state deviation feedback system 

designed to help manufacturing operators stay engaged 

in their workplace. The task-specific optimal state 

index was developed using physiological data 

collected during a simulated manufacturing assembly 

task, achieving 80.95 % accuracy in predicting the 

engagement state of the testing set. We assessed two 

display modalities and three scaling methods to inform 

our design. The final design utilized a continuous color 

gradient calibrated based on the lowest and highest 

values of the training set. A subsequent study was 

conducted to test this advancement in a broader scale, 

which will be discussed in forthcoming scientific 

publications. 

It is essential to acknowledge certain limitations 

inherent in this system. First, our assessment of 

engagement relied solely on self-reported data. Ideally, 

employing real-time physiological monitoring tools, 

like EEG, would have enhanced the validation of the 

measured engagement levels but would have been 

much more intrusive than the Hexoskin vest we used. 

Additionally, it should be noted that while the  

leave-out samples were not employed in training the 

predictive models, they were utilized in creating the 

OSDI formula. As a result, the model's effectiveness 

for new participants might not be as robust as 

measured in this study. Finally, it is important to note 

that the formula used in this system strongly depends 

on the task and is specifically tailored to the context of 

our study. This means that the OSDI formula may not 

yield reliable results in different contexts and, 

therefore, should not be applied to other scenarios 

without appropriate modifications and validation. 
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Summary: A smart scheduling system designed for a single-machine manufacturing shop is presented. Using a 3D printer as 

a case study, the system integrates two predictive models: the first to predict the 3D printer's energy consumption based on job 

parameters and the second to predict solar energy production based on weather forecasts. With the user's ability to specify the 

desired reliance on solar power, the system dynamically aligns manufacturing tasks with optimal energy usage periods. The 

3D printer’s power consumption is predicted accurately using the Ridge Regression model. Data collected over two months 

from solar panels and corresponding weather conditions were used to train different models. The results of which demonstrate 

the efficacy of capturing the general pattern of the actual power production. This integration of predictive analytics into smart 

manufacturing schedules illustrates the potential of Industry 4.0 practices, showcasing significant energy savings, 

sustainability, and operational efficiency. 

 

Keywords: Energy monitoring, Industry 4.0, Machine learning, Sustainability, Smart scheduling, Smart factories. 

 

 

1. Introduction 
 

The transition to smart manufacturing is at the heart 

of Industry 4.0, aiming to harmonize production 

processes with the principles of sustainability and 

efficiency. The integration of renewable energy 

sources and the adoption of predictive analytics to 

optimize operational workflows are at the centre of this 

transformation [1, 2]. Moreover, emerging 

manufacturing techniques such as 3D printing have 

revolutionized the fabrication of complex structures, 

enabling unprecedented design freedom and 

customization [3, 4]. This transformative technology 

has found applications across a wide spectrum of 

industries, from aerospace to healthcare, facilitating 

the production of components with intricate 

geometries that were previously unfeasible [5]. Recent 

studies have increasingly shed light on the  

energy-intensive nature of 3D printing technologies, 

prompting a concerted push toward more  

energy-efficient manufacturing processes [6]. In 

particular, the integration of renewable energy sources 

has emerged as a promising way to reduce the 

environmental footprint of these technologies [7, 8]. 

In this context, our work lies at the intersection of 

energy management and smart manufacturing. 

Previous research has laid the foundation by exploring 

various energy monitoring and consumption 

forecasting strategies in 3D printing [9, 10]. These 

fundamental studies have helped advance our 

understanding of energy dynamics in additive 

manufacturing and have highlighted the important role 

of predictive modelling in energy consumption [11]. 

Additionally, the potential of renewable energy, 

particularly solar energy, to transform the energy 

profile of manufacturing processes has been widely 

documented [12]. The smart grid concept has been 

adapted to industrial environments, enabling the use of 

predictive algorithms to forecast energy production 

and consumption, thereby harmonizing energy use 

with the availability of renewable energy [13]. At the 

same time, literature on intelligent planning systems 

has grown, explaining how data-driven  

decision-making can optimize manufacturing 

operations [14]. These systems leverage advanced 

algorithms to ensure manufacturing tasks are 

scheduled during periods of optimal energy 

availability and cost [15]. The integration of such 

systems with predictive models of energy consumption 

and production heralds a new era of efficiency and 

sustainability in the manufacturing sector [16]. 

Building on these insights, our research contributes to 

the literature by presenting an integrated intelligent 

scheduling algorithm. 

This article introduces a smart scheduling system 

that leverages a dual-model predictive framework to 

manage energy consumption in a single-machine 

manufacturing setup, using a 3D printer as the focal 

point (See Fig. 1). By combining real-time energy 

usage data with forecasts of solar power production 

based on weather conditions, the system provides a 

user-centric approach to production planning. 

 

 

 
Fig. 1. Energy forecast for 3D printing and solar panels. 
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2. 3D Printer Electrical Energy Consumption  

    Prediction 
 

2.1. Electrical Energy Consumption Monitoring 

 

In the field of additive manufacturing, accurately 

predicting and monitoring electrical energy 

consumption is the cornerstone of implementing 

sustainable production practices. Our study engages in 

this approach by focusing on a single-machine 3D 

printing workshop. 

The process of monitoring and analyzing the power 

consumption of the 3D printer is shown in Fig. 2. The 

initial phase of our investigation involved a thorough 

monitoring process, in which a Klemsan Powys 1110 

energy meter is employed to capture real-time 

electrical energy consumption data specific to the 3D 

printer during the manufacturing of parts of varying 

volumes. This energy meter, renowned for its 

accuracy, is interfaced with a computer via an 

RS485/USB adapter, ensuring transparent data 

transmission. To decode and channel the stream of 

information from the meter, we deployed the 

KepServerEx software, a choice that is dictated by its 

versatility in defining and tracking critical parameters 

with precision. With the data acquisition configured, 

Node-RED extracts data and stores it in a structured 

Comma-Separated Values (CSV) format. By 

translating the energy consumption metrics into a CSV 

format, Node-RED facilitates a smooth transition 

towards comprehensive data analysis. 

 

 
 

Fig. 2. Diagram of the energy monitoring setup for 3D 

printer power consumption analysis. 

 

 

2.2. Prediction of Electrical Energy Consumption  

       of the 3D Printer 

 

Transitioning from the meticulous setup for 

monitoring energy consumption, our investigation 

progressed to a data-driven analysis phase. Leveraging 

the “Resource Utilization Benchmark for 3D Printing 

Isovolumetric Mechanical Components (r3DiM)” 

dataset, as detailed in the insightful article “An 

Empirical Benchmark for Resource Use in Fused 

Deposition Modelling 3D Printing of Isovolumetric 

Mechanical Components” [9], we embarked on a 

selective examination of parameters relevant to our 

study. This empirical study, including experimental 

measurements of resource consumption to 3D print  

68 distinct isovolumetric mechanical components, 

with identical print settings, offered a rich substrate for 

our analytical efforts. 

In our quest to unravel the complex set of 

parameters influencing energy consumption, we used 

a correlation matrix as an analytical screening tool. 

This robust statistical tool shed light on the deep 

interdependencies within the dataset, revealing the 

expected print time as the main predictor of total 

energy consumption, exhibiting a near-perfect 

correlation coefficient of 0.99. This was closely 

followed by the total filament used and the sliced 

volume including support, each demonstrating a 

substantial correlation factor of 0.78. Additionally, the 

sliced height (Z dimension) and the sliced volume 

were also identified as significant, but relatively 

moderate, influencers with correlation coefficients of 

0.63 and 0.51, respectively. These results not only 

highlight the validity of expected print time as a 

primary estimator of energy consumption, but also 

highlight the contributing roles of material usage and 

print geometry in the development of the energy 

profile of 3D printing processes. 

In regression analysis, ridge regression, also known 

as Tikhonov regularization, shrinks the regression 

coefficients to zero. The method is useful when 

independent variables are highly correlated 

(multicollinearity) or if there are more predictors than 

observations (independent variables). 

As shown in Table 1, the ridge regression model, 

whose R-squared (R2) value is 0.9968 and Mean 

Squared Error (MSE) is 14.88, achieves the highest 

precision compared to the other models. Fig. 3 

illustrates the actual and predicted energy usage for 

varying fabrication volumes. Using the Ridge 

Regression model the 3D printer’s power consumption 

can be predicted precisely. 
 

 

Table 1. Comparative analysis of machine learning models 

results to predict the 3D printer’s electrical  

energy consumption. 

 

Models MSE R2 Score 

Linear Regression 17.85 0.9962 

Ridge Regression 14.88 0.9968 

Lasso Regression 15.45 0.9967 

Decision Tree  674.45 0.857 

Random Forest 526.78 0.8883 

 

 
 

Fig. 3. Ridge regression model result to predict  

the electrical energy consumption of the 3D printed parts. 
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3. Forecast of Electrical Energy Production  

    from Solar Panels 
 

3.1. Solar Panels Electrical Energy Production  

       Monitoring 
 

In the next phase of our study, we integrated two 

solar panels with a combined capacity of 0.8 kW into 

our energy management system, aiming to harness 

renewable electricity for our manufacturing process. 

Over two months, we meticulously recorded the 

electrical output from these solar panels while 

simultaneously tracking key weather parameters like 

temperature, humidity, and solar irradiance. This dual 

data collection strategy is critical for developing a 

robust predictive model that correlates weather 

conditions with solar energy production. Our approach 

involves synchronizing the solar output data with 

corresponding weather data, selecting relevant features 

through detailed analysis, and constructing a predictive 

model, possibly using advanced machine learning 

techniques. The model will be trained and tested with 

our dataset, and ultimately, integrated with weather 

forecasting services. 

As shown in Fig. 4, The monthly bar chart 

evaluates the regularity of solar energy production and 

the influence of weather conditions over a long period 

and helps to identify patterns, such as production drops 

that may be due to cloud cover or shading. 

 

 

 
 

Fig. 4. Daily electrical energy production from two solar panels for the month of August 2023. 

 

 

3.2. Solar Panels Electrical Energy Production  

       Forecast 

 

The eXtreme Gradient Boosting (XGBoost) 

algorithm is an advance gradient boosting algorithm. 

For tasks such as classification, regression, and 

ranking, it has gained popularity in machine learning. 

XGBoost was initially developed as a research project 

by Tianqi Chen. Now it is an open-source algorithm 

used for many machine learning competitions and real-

life data mining projects [17, 18]. 

Using the OpenWeatherMap Application 

Programming Interface (API) [19], we accessed in 

real-time and forecasted weather data, crucial for 

predicting solar energy production. This API provided 

us with localized weather parameters such as 

temperature, humidity, and solar irradiance, key 

factors influencing solar panel efficiency. By 

correlating this data with the energy output records 

from our solar panels, we developed a predictive model 

that could anticipate energy production based on 

upcoming weather conditions. For modelling the solar 

panels' electrical energy production forecast, the 

statistical measurements are presented in Table 2. 

The SARIMA and XGBoost models were selected 

for the test and evaluation phase as they showed better 

accuracy compared to the other models. Both models 

appear to capture the general pattern of the actual 

power production with varying degrees of accuracy 

(See Fig. 5). 

 

 
Table 2. Machine learning models results. 

 

Models MSE R2 MAE RMSE 

SARIMA 15025 0.70 84.27 122.57 

XGBoost 16595.82 0.67 75.84 128.82 

ARIMA 75032.37 0.46 154.50 273.92 

LSTM 3040880.6 0.38 122.27 176.96 

 

The fluctuations correspond with daytime and 

night-time cycles. There are periods where the models 

track closely with the actual production and other 

times when they diverge particularly during periods of 

abrupt weather transitions or atypical environmental 

conditions, which occasionally led to over or 

underestimation of the power output. 

 

 

4. Smart Scheduling of 3D Printing Tasks 

 
In the culmination of our study, a smart scheduling 

algorithm that harnesses the predictive prowess of our 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

241 

 

earlier established models is presented in Fig. 6. The 

user inputs specific details about the 3D printing job 

and specifies their solar energy percentage preference 

for the algorithm to align the production plan with the 

available renewable energy sources. As shown in  

Fig. 6, the final output to the user includes the 

predicted energy consumption, forecasted available 

energy, and suggested scheduling intervals that best 

match the user's preference and anticipated solar 

energy availability. 

 

 

 
 

Fig. 5. Comparative forecasting of solar panel energy production using SARIMA and XGBoost models. 

 

 

 
 

Fig. 6. Interface of smart scheduling algorithm for 3D 

printing tasks with renewable energy preferences. 

 

 

5. Conclusions 
 

The proposed smart scheduling system, centred 

around a predictive analytics approach, demonstrates 

the ability to reduce energy costs and optimize the use 

of renewable resources. This work not only contributes 

to the field of smart manufacturing but also encourages 

the adoption of eco-friendly practices, marking a step 

forward in the journey towards fully realized Industry 

4.0 standards. Future work will extend this approach to 

more complex manufacturing environments, 

considering multi-machine shops, assembly lines, and 

entire manufacturing facilities. 
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Summary: This paper presents the first results of an adaptive communication protocol, where the Probability of Failure per 

Hour (PFH) is continuously monitored and safety attributes are switched on or off depending on the existing transmission 

errors. Skepticism is appropriate when wireless communication systems are employed due to the lack of determinism and 

vulnerability of failure due to noise. Additionally, transmitted process data can be recorded and falsified when sent via an open 

wireless communication. The new derived concept is continuously calculating the Safety Integrity Level (SIL) of the 

communication channel. The additional information can be used to react on the sum of errors and increase the safety feature 

and predict when the criteria for the Safety Integrity Level (SIL) is violated. 

 

Keywords: Adaptive communication protocol, Probability of failure on demand, PFH, Safety integrity level, SIL, CRC. 

 

 

1. Introduction 

 
Wireless communication is going to be used in 

many applications in automation area. Users should 

have some doubts about this type of communication 

since it is non-deterministic and more interference-

prone as non-wireless communication. The 

interference can be caused by noise of other devices, 

signal reflections or disturbances as a form of intrusion 

[4, 7]. Fig. 1 shows the different scenarios that  

can occur. 

 

 
 

Fig. 1. Different communication scenarios. 

 

In functional safety, [2] the Probability of Failure 

per Hour (PFH) is the value which defines in which 

Safety Integrity Level (SIL) the system is operating as 

shown in Table 1. 

 

 
Table 1. Relation of PFH and SIL [2]. 

 

SIL 

SIL/PFH 

PFH of the 

safety function 

PFH-of safety 

communication channel 

4 < 10-8 < 10-10 

3 < 10-7 < 10-9 

2 < 10-6 < 10-8 

1 < 10-5 < 10-7 

 

This value states how large the possibility is that an 

error is not detected and this leads to a safety-critical 

situation. Wired communication is allowed to 

contribute up to 1 % of the overall SIL of the entire 

system [2]. Enough methods exist to countervail 

increasing errors [5]. In wireless communication a 

temporal increase can occur and Fig 2. shows the 

behavior of the PFH value of the communications 

using different CRCs. The first CRC (blue) is No. 5 

with a Hamming distance of 6, while the second CRC 

(red) is No.0 with a Hamming distance of 3, both listed 

in Table 3, respectively. This demonstrates that the 

PFH in communication should not be seen as a fixed 

number but as a variable that can change its value. 

Therefore, it is important to monitor continuously the 

PFH value, as an increase of the errors of the 

communication channel can lead to an increase of the 

overall PFH value which can finally lead to a different 

overall SIL, that means the system is operating in a 

safety level that is not allowed. 

 

 
 

Fig. 2. PFH behavior for two different CRCs. 

 

The remaining paper is organized as follows: 

Section 2 described the mathematical background; 

Section 3 defines the structure of the protocols. 

Send Receive
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Afterwards, data errors are discussed. The decision 

maker is presented in Section 5, followed by results. 

Conclusions and future work are described in the final 

Section 7. 
 

 

2. PFH Calculation 
 

The PFH value is calculated using the following 

equation [5, 8]:  
 

 
𝑃𝐹𝐻 =  36 ∙ 104 ∙ 𝑣 ∙ (1 − 𝜑)𝑛 ∙ 

∙ (
72

121
∙
√2𝜋𝑛

2𝑟𝑑
∙ 𝑛𝑑 ∙ 휀𝑑 + 2𝑛 ∙ (√휀)

𝑛
), 

(1) 

 

where ν is the number of safety relevant messages per 

second, ε is the Bit Error Rate (BER), φ is the Bit Loss 

Rate (BLR), n is the length of the message with CRC, 

r is the length of the CRC and d is the minimal distance 

(Hamming distance) of the used CRC. The message 

length can be split into the data length k and CRC 

length r: 
 

𝑛(𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑙𝑒𝑛𝑔𝑡ℎ)  =  𝑘(𝑑𝑎𝑡𝑎𝑙𝑒𝑛𝑔𝑡ℎ) + 𝑟(𝐶𝑅𝐶𝑙𝑒𝑛𝑔𝑡ℎ) (2) 

 

In the initial setup the Bit Loss Rate φ is set to zero. 

The BLR is interpreted as a communication problem 

with the device and not a problem of the 

communication channel. As the new method does not 

use for the message length n as a multiple of 8 bits, but 

the smallest possible number, it cannot distinguish 

between a loss and a bit error. The entire message is 

wrong, and this is counted towards the numbers  

of errors. 
 

𝑃𝐹𝐻 =  36 ∙ 104 ∙ 𝑣 ∙ (
72

121

√2𝜋𝑛

2𝑟𝑑
∙ 𝑛𝑑휀𝑑 + 2𝑛 ∙ (√휀)

𝑛
)  (3) 

 
3. The Protocol 
 

This section describes two protocol structures, 

which are called FIDES1 (Finding Errors)  

and FIDES2. 
 

3.1. General Structure 
 

While in wired communication large data packets 

can be transmitted [6], as for example in a simple 

summation frame of a field-bus system. All data for 

different field-bus nodes are chained up and send along 

the line. Fig. 3 shows a schematic, where separate slots 

are used for specific nodes or processes. 
 

 
 

Fig. 3. Similar to Sensor-Actuator Field bus [6]. 

 

The figure presents the idea not a particular 

summation frame system. If an error occurs then the 

entire message has to be re-sent. Often each slot is 

separately secured with an individual CRC. 

Fig. 4 shows another way where in an information 

or function field is stated which process or register 

should receive the new data. If the data gets corrupted, 

then in for example in Modus a timeout is provoked as 

the CRC is an error detection but not an error 

correction method and it cannot be detected where or 

how many errors are within the data or if the CRC itself 

is falsified. 

 

 
 

Fig. 4. Modbus. 

 

In the new method, the data transition is split into 

small data packets., even if the data is for the same 

client but for a different process as shown in Fig. 5. 

 

 
 

Fig. 5. Wireless communication. 

 

This means, if one data packet for a particular 

process is corrupted, this does not influence all the 

others, and only this individual data packet has to be 

resubmitted. The structure of the two  

protocol-structures is as follows, as shown in Fig. 6: 

 

 
 

Fig. 6. Protocol-Structure. 

 

The interpretation of the bits is presented in 

Table 2. Up to 16 different client or processes can be 

used. The safety flags differ from FIDES1 to FIDES2 

and are described afterwards in the subsections.  

CRC-ID describes which CRC is selected. K differs 

depending of the protocol structure. With FIDES1 up 

to 1013 bits are possible therefore 10 bits. With the 

CRCs of FIDES2 only up to 100 bits can be transferred 

as data, therefore only 7 bits are necessary. Data varies 

depending of the information that is sent and the CRC 

length changes depending on the particular  

selected CRC. 
 

 

Table 2. Protocol structure. 

 
 Bitlength Comments 

ID 4 Client/Process identifier 

Safety Flags 4 Message number 

CRC-ID 4 Selected CRC 

k 10/7 Data length 

r 4 CRC length 

Data variable Data + add. information 

CRC variable CRC protection 

1-2 Data1-1 Data CRC

For Client 1 Process 2For Client 1 Process 1 Common CRC

Start

1-2 Data21-1 Data1 CRC

For Client 1 Process 2

For Client 1 Process 1

Common CRC

Start

Info/ Function

For Client 1 Process 2For Client 1 Process 1

1-1 Data1-2Data CRC CRCStart Start

DataSafety Flags CRC-ID k rID Variable CRC

Communication Protocol

Message No Data Inverted Data

Data field
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3.2. FIDES1 

 

FIDES1 was the first developed structure and the 

meaning of the safety flags are shown in the table 

below. Different safety features can be separately 

activated or deactivated. This frame uses only 

redundancy of the data section not an entire 

redundancy of the message. 

 

 
Table 3. Safety Flag Bit Field for FIDES1. 

 

Safety Flag 
Bit interpretation 

Bit length Comments 

1 1 Time stamp  

2 1 Consecutive number 

3 1 CRC activated 

4 1 Redundant, inverted data 

 

The selected CRCs are presented in Table 4. The 

CRCs are used from Koopman [3]. The CRCs varies 

from Hamming distance 3 to 6 and from data length 

from 57 up to 1013 bits. 

 

 
Table 4. CRC Group 1. 

 

CRCs Group 1 short messages 

No. CRC r k d 

0 0x33 6 57 3 

1 0x65 7 120 3 

2 0xe7 8 247 3 

3 0x119 9 502 3 

4 0x327 10 1013 3 

5 0x5b 7 56 4 

6 0x83 8 119 4 

7 0x17d 9 246 4 

8 0x247 10 501 4 

9 0x583 11 1012 4 

10 0xbae 12 53 5 

11 0x212d 14 113 5 

12 0xac9a 16 241 5 

13 0x372b 14 57 6 

14 0x573a 15 114 6 

15 0x9eb2 16 135 6 

 
Fig. 7 shows the raw data-skeleton without any 

protection method, and is the minimal set to be 

transmitted. 

 

 
 

Fig. 7. Minimal structure. 

Originally, the consecutive number was put after 

the safety-flags and before the parameter CRC-ID as 

shown in Fig. 8. This position was not optimal as the 

position of CRC-ID, k and r changed depending if the 

consecutive number feature was activated or not. 

Therefore, this was moved to the data section. This can 

be seen in the next Fig. 9, where three transmissions 

with consecutive number activated are presented. The 

time stamp is an often-used method to identify if a 

message is sent twice or is outdated. To synchronize 

several clients is possible, but an easier method is to 

request an answer from the client within a defined 

time. If this is done continuously, then it can be 

recognized that a client is out of order. In Fig 10 the 

mechanism is demonstrated, therefore, the feature time 

stamp is neglected in the new framework. 

 

 

 
 

Fig. 8. Consecutive number. 

 

 
 

Fig. 9. Consecutive number in data section. 

 

 

If the acknowledge is received on time, then 

everything is alright, otherwise if the message takes 

too long or does not reach its destination at all, then the 

receiver knows about this problem and can reaction on 

it, with a stop of the communication, or inform the next 

hierarchy about this problem. 

Inverting the message or in the case of FIDES1 just 

inverting the data field is another method similar to a 

CRC to detect falsified messages. Equation (4) 

demonstrate this. The first line is the original message, 

which gets falsified in the second line when using an 

XOR function with the inverted data, then number of 

falsified data bits can be identified. This is particular 

interesting when counting the number errors in a 

message [5]. 
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1 0 1 0 1 0 1 0  𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑀𝑒𝑠𝑠𝑎𝑔𝑒

1 1 1 0 0 1 1 0  𝑓𝑎𝑢𝑙𝑡𝑦 𝑀𝑒𝑠𝑠𝑎𝑔𝑒 
𝑋𝑂𝑅

0 1 0 1 0 1 0 1  𝐼𝑛𝑣𝑒𝑟𝑡𝑒𝑑 𝑀𝑒𝑠𝑠𝑎𝑔𝑒

1 0 1 1 0 0 1 1  𝑅𝑒𝑠𝑢𝑙𝑡 
 

(4) 

 

 

 
 

Fig. 10. Acknowledge time / reaction time. 

 

 

3.3. Fides2 
 

FIDES2 is the second approach and takes the found 

results from FIDES1 into considerations. Table 5 

presents the new safety flags with the new features. 

The CRC can now not be switched off anymore, it can 

be selected between the two CRCs Tables 4 and 6. 
 

Table 5. Safety Flag Bit Field for FIDES2. 

 

Safety Flag 
Bit interpretation 

Bit length Comments 

1 1 Full redundancy 

2 1 Message number 

3 1 CRC group 1 or group 2 

4 1 Redundant, inverted data 

 

This means that now 32 different CRCs are 

available with different lengths and different Hamming 

distances. The consecutive message number was kept, 

as it is a simple but important feature to detect errors 

such as: 

• Repetition of a message; 

• Loss of a message; 

• Insertion of a message; 

• Wrong sequence. 

 
Table 6. CRC Group 1. 

 
Nr. CRC r k d 

0 0x12faa5 21 106 7 

1 0x189efe 22 105 7 

2 0x5e2419 23 106 7 

3 0x880ee6 24 231 7 

4 0x289cfe 22 105 8 

5 0x469d7c 23 105 8 

6 0xcba785 24 105 8 

7 0x4429686 27 48 9 

8 0xeaa72ab 28 99 9 

9 0x1e150a87 29 100 9 

10 0x242c0684 30 100 9 

11 0x12b00d4 25 40 10 

12 0x32def69 26 40 10 

13 0x51aff9a 27 41 10 

14 0x1e150a87 29 100 10 

15 0242c0684 30 100 10 

Fig. 11 shows the feature: consecutive number with 

transmitted data and the inverted transmitted data in 

one message. If the data is corrupted then a comparison 

of data and inverted data with the help of an XOR 

function can be performed. 

 

 
 

Fig. 11. Redundant data. 
 

The new feature full redundancy is an entirely new 

message [1] where full redundancy bit is active and the 

message is complete inverted, besides the client / 

process ID the full redundancy bit and the CRC. If the 

ID would be inverted the client would not recognize 

this message. The inverted data frame/ full redundancy 

is also not inverted so that the client can identify the 

this is a special message. The CRC is also not inverted, 

as the CRC should protect the sent message without 

understanding the meaning of safety flag bits. Fig. 12 

should the original and the inverted message. It also 

shows the full redundancy and inverted data can be 

combined. The actual data is sent twice in one message 

and again twice in the second inverted message. From 

equation 4 it can be seen that it can be easily compared 

using an XOR function and counting the errors if 

present. Practically, this can also be used to try to 

correct the message, but this is not part of this 

investigation. 

 

 
 

Fig. 12. Redundant message. 

 

 

4. Data Errors 

 
The protocol structure submits the two parameters 

k and r. K can be calculated as follows: 

 
𝑘 =  𝐿𝑒𝑛𝑔𝑡ℎ(𝐼𝐷) + 𝐿𝑒𝑛𝑔𝑡ℎ(𝐶𝑅𝐶𝐼𝐷) + 𝐿𝑒𝑛𝑔𝑡ℎ(𝑟) + 

+𝐿𝑒𝑛𝑔𝑡ℎ(𝐷𝑎𝑡𝑎) (5) 

 

Send Receive

Acknowledge
Reaction time

Reset reaction time

Reaction time elapsed

Reset reaction time

Acknowledge

Reaction time elapsed

Acknowledge
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As the parameter are fixed, besides the length of the 

data, the equation becomes: 

 

𝑘 =  4𝐵𝑖𝑡𝐿𝑒𝑛𝑔𝑡ℎ(𝐼𝐷) + 4𝐵𝑖𝑡𝐿𝑒𝑛𝑔𝑡ℎ(𝐶𝑅𝐶𝐼𝐷) + 

+4𝐵𝑖𝑡𝐿𝑒𝑛𝑔𝑡ℎ(𝑟) + 𝐿𝑒𝑛𝑔𝑡ℎ(𝐷𝑎𝑡𝑎), (6) 

 

and k has to be smaller or equal as the maximum value 

of the specified CRC, also the value will be often a 

multiple of 8 bits. 

 

 𝑘 ≤ 𝐿𝑒𝑛𝑔𝑡ℎ(max (𝐶𝑅𝐶𝐼𝐷)) (7) 

 

Fig. 13 illustrates that k and r defined the entire 

length of the message and most of the message’s 

structure is fixed. 

 

 
 

Fig. 13. Data loss. 
 

As presented in the last section, if fully redundancy 

or data inverted redundancy is activated then the errors 

can often be fully identified and counted also if data is 

lost it is counted as an error. Therefore, the loss or 

added data can be calculated as follows: 

 

 𝐵𝐸𝑅𝐿𝑜𝑠𝑠/𝐴𝑑𝑑  =  
∑ |𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐵𝑖𝑡𝑠 − 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑 𝐵𝑖𝑡𝑠|𝑛

0

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐵𝑖𝑡𝑠
 (8) 

 

The data errors can be calculated as follows: 

 

 𝐵𝐸𝑅𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙/𝐼𝑛𝑣𝑒𝑟𝑡𝑒𝑑  =  
∑ 𝑓𝑎𝑙𝑖𝑠𝑓𝑖𝑒𝑑 𝐵𝑖𝑡𝑠𝑛

0

𝐸𝑛𝑡𝑖𝑟𝑒 𝐷𝑎𝑡𝑎 𝐵𝑖𝑡𝑠
 (9) 

 

Inserting equation (7) and (8) into equation (3), gets: 

 

 

𝑃𝐹𝐻 ==  36 ∙ 104 ∙ 𝑣 ∙ 

∙

(

 
 

72

121
∙
√2𝜋𝑛

2𝑟 ∙ 𝑑!
∙ 𝑛𝑑 (𝐵𝐸𝑅𝐿𝑜𝑠𝑡

𝐴𝑑𝑑
+ 𝐵𝐸𝑅𝑂𝑟𝑖

𝐼𝑛𝑣

)

𝑑

+

+2𝑛 (√𝐵𝐸𝑅𝐿𝑜𝑠𝑠/𝐴𝑑𝑑 + 𝐵𝐸𝑅𝑂𝑟𝑖/𝐼𝑛𝑣)
𝑛

)

 
 

 
(10) 

 

Finally, the equation becomes: 

 
𝑃𝐹𝐻 =  36 ∙ 104 ∙ 𝑣 ∙ 

∙

(

 
 
 
 
 
 
 72

121
∙
√2𝜋𝑛

2𝑟 ∙ 𝑑!
∙ 𝑛𝑑 ∙ (

∑ |𝐸𝑥𝑝. 𝐵𝑖𝑡𝑠 − 𝑅𝑒𝑐. 𝐵𝑖𝑡𝑠|𝑛
0

𝑛
+

+
∑ 𝑓𝑎𝑙𝑖𝑠𝑓𝑖𝑒𝑑 𝐵𝑖𝑡𝑠𝑛

0

𝑛

)

𝑑

+

+2𝑛

(

 
 

√

∑ |𝐸𝑥𝑝. 𝐵𝑖𝑡𝑠 − 𝑅𝑒𝑐. 𝐵𝑖𝑡𝑠|𝑛
0

𝑛
+

+
∑ 𝑓𝑎𝑙𝑖𝑠𝑓𝑖𝑒𝑑 𝐵𝑖𝑡𝑠𝑛

0

𝑛 )

 
 

𝑛

)

 
 
 
 
 
 
 

 (11) 

If the transition speed is known and the CRC is 

selected, then the PFH value can be calculated. 

 

 

5. Decision-maker 

 
For the first results the following procedure was 

carried out. When no information is given about the 

PFH value and the transition speed is known, then the 

data is fit in to data frame with the smallest usable k 

and the lowest Hamming distance d. If this does not 

suit the PFH value the next CRC with a higher 

Hamming distance is used. This continues until a CRC 

with the related Hamming distance fits or if the last one 

of the second CRC table (Table 6) is used and does not 

fit, then the communication has to be stopped. When 

two consecutive Hamming distances do not fit then the 

data redundancy is activated and if it is switched from 

first CRC table to the second CRC table then fully 

redundancy is activated. 

 

 

6. Results 

 
Initial tests are carried out. The new protocol was 

embedded in a wireless communication between two 

programmable logic controllers (PLC). The data was 

perturbed to investigate the change of the PFH-values 

and its SIL value. So far, the calculation and the 

switching worked well. Further investigations have to 

be carried out. 

 

 

7. Conclusions 

 
A new adaptive communication protocol was 

developed that changes its feature depending on its 

current PFH value. Different CRCs are used for data 

protection depending on the data length, the Hamming 

distance and the length of the CRC itself. The 

switching points are at the first step acceptable but 

have to be modified. 

 

 

7.1. Future Work 

 

The switching conditions have to be more related 

to the actual PFH values, which is currently been 

investigated and going to be implemented. The 

observer has to be extended to a predictor. 
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Summary: Wireless Sensor Networks (WSNs) featuring autonomous sensors with scalable, self-organizing, and real-time 

data acquisition capabilities are indispensable for applications demanding efficient and cost-effective solutions. These sensors 

typically equip a limited and finite energy source; hence, the challenge lies in optimizing energy consumption to extend the 

operational lifespan of sensors and, thus, the overall WSN. In this paper, we explore eight Swarm Intelligence (SI) algorithms 

to optimize the power usage of each sensor node. We tested the selected SI algorithms on four different topologies, each with 

ten test scenarios. We observe that results from some algorithms are highly dependent on the topology, namely the generation 

method used for MT placement, while others are not. We also introduce the probability of algorithm success (PoAS) metric to 

better characterize their behavior. Presented results are evaluated and interpreted considering multiple aspects: best result, 

result scattering, PoAS and execution timing-ratio. Finally, we rank them considering all these aspects. 

 

Keywords: Wireless sensor networks, Swarm intelligence, SI algorithm analysis, Probability of algorithm success. 

 

 

1. Introduction 

 
Wireless Sensor Networks (WSNs) are an  

ever-important topic in modern communication and 

sensing technologies, featuring autonomous sensors 

which collaboratively monitors events. With 

applications ranging from environmental monitoring 

to healthcare and smart cities, WSNs offer scalable, 

self-organizing, and real-time data acquisition 

capabilities, thus making them indispensable for 

applications demanding efficient and cost-effective 

solutions. Due to their often remote or inaccessible 

deployment locations, sensors are typically equipped 

with limited and finite energy sources, frequently 

relying on batteries, a power constraint which limits 

the WSNs overall life-cycle. Therefore, the challenge 

lies in optimizing energy consumption to extend the 

operational lifespan of these sensors. 
 

 

2. Related Work 

 
It was demonstrated in various research papers that 

Swarm Intelligence (SI) offers a promising solution 

regarding energy-related challenges in WSNs. SI [1] is 

inspired by natural systems, like Ant Colony 

Optimization or Particle Swarm Optimization, which 

have been employed to optimize deployment, routing, 

and clustering strategies within WSNs [11]. 

G. L. da Silva Fré et. al. [7] demonstrated the use 

of PSO for minimizing the transmission power of each 

node. Recently A. K. Yadav et. al. [2] demonstrated the 

use of Artificial ecosystem-based optimization (AEO) 

for the same purpose. In both cases, the authors aimed 

to reduce the transmission power of each node, while 

maintaining the test clusters fully connected. 

In this paper we will use some of the well-known 

SI algorithms: Artificial Bee Colony (ABC) [5], 

Artificial ecosystem-based optimization (AEO) [2], 

African Vultures Optimization algorithm (AVOA) [4], 

Artificial Gorilla Troops Optimizer (GTO) [3], Grey 

Wolf Optimizer (GWO) [13], Multi-Verse Optimizer 

(MVO) [12], Salp Swarm Algorithm (SSA) [8], and 

Particle Swarm Optimization (PSO) [10]. The present 

work is related to a previous paper [6]. 

 

 

3. Analysis Methodology 

 
The algorithm test runs, data collection and 

analysis, was done in MATLAB. We made use of the 

publicly available implementations of each SI 

algorithm by the authors. 

Timing measurements were done with the CPU 

turbo boost disabled, SMT/HT disabled at OS level, 

and the CPU locked to its fixed base frequency. 

Nonetheless, a small discrepancy can be observed in 

the timing curves presented below, but this is not 

significant enough to affect the overall results. 

For testing, we generated 10  scenarios with 

randomly placed MTs on a 20 m × 20 m grid. The MTs 

were placed based on a randomly generated angle 

(angle) and distance (radius) from the center base 

station. The random placement was done using the  

4 different methods (named T1, T2, T3, and T4): 

• T1: uniform angle, centralized radial; 

• T2: uniform angle, uniform radial; 

• T3: nonuniform angle, centralized radial; 

• T4: nonuniform angle, uniform radial. 

These placements of the MTs exhibit uniform 

random and concentrated distributions in 2D. The 

generation method parameters are presented in  
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Table 1. Each of the four different topologies has ten 

scenarios of 10, 20, 30, …, 90, and 100 MTs; in total 

40 test cases. 

 

 
Table 1. Search spaces generation naming and methods. 

 

Topology 

(space) 

name 

Definition of 

𝑎𝑛𝑔𝑙𝑒 ∈ [0,2𝜋]𝑁 
Definition of radius (𝑅 ∈ 𝑅𝑁) 

T1 𝛽 √[𝛥𝑟, 2 ∙ 𝛥𝑟, … , 𝑁 ∙ 𝛥𝑟] + 𝑅𝑚𝑖𝑛 

T2 𝛽 [𝛥𝑟, 2 ∙ 𝛥𝑟, … , 𝑁 ∙ 𝛥𝑟] + 𝑅𝑚𝑖𝑛 

T3 𝛼 √[𝛥𝑟, 2 ∙ 𝛥𝑟, … , 𝑁 ∙ 𝛥𝑟] + 𝑅𝑚𝑖𝑛 

T4 𝛼 [𝛥𝑟, 2 ∙ 𝛥𝑟, … , 𝑁 ∙ 𝛥𝑟] + 𝑅𝑚𝑖𝑛 

 

We defined the 𝑟 =  
𝑎−𝑅𝑚𝑖𝑛

𝑁
∙
√2

2
; 𝑅𝑚𝑖𝑛  =  𝑎 ∙

10 % = 1 m. 𝑅𝑚𝑖𝑛  is a technical parameter used to 

prevent MTs overlapping the base station in the 

generation process, and 𝑎  is the length of the  

search space. 

The 𝛼 and 𝛽 angles are defined as Equations (1) 

and (2) below: 

 
𝛼  =  2 ∙ (−1 + 2 ∙ 𝑟𝑛𝑑(𝑁, 1)) ∙ 𝜋 ∈ ℝ𝑁, (1) 

 
where 𝑟𝑛𝑑(𝑁, 1) ∈ [0,1]𝑁. 

 

𝛽  =  |𝑠𝑖𝑛 (
3

2
∙ 𝑥 + 0.2 ∙ 𝛼)| ∈ ℝ𝑁, (2) 

 

where  𝑥  =  [0,
2𝜋

𝑛
,
2∗2𝜋

𝑛
, … ,2𝜋] ∈ ℝ𝑁 ,  

𝑁 =  {10,20,… ,100}. 
Fig. 1 presents the resulting layout on each 

topology for 500 MTs. We note that T2 is equal to the 

random placement of MTs. The above test spaces are 

publicly available for download on MathWorks File 

Exchange [9]. 
 

 

 
 

Fig. 1. Topology layout for T1, T2, T3 and T4. 

We conducted our testing with each SI algorithm 

having a population of 30, iteration counts of 500, and 

a lower and upper limit for MT power of −30 𝑑𝐵𝑚, 

and 0 𝑑𝐵𝑚, respectively [7]. The fitness function is 

the sum of power for all MTs. If the network is not 

fully connected, a value of 𝐼𝑛𝑓  is taken for fitness 

value. We ran each of the eight SI algorithms 25 times. 

For test independence between the SI algorithms, the 

random number generator in MATLAB was re-set to 

“default” before starting the 25 runs of each algorithm. 
 

 

4. Interpretation of the Results 

 
In this section we present and interpret the results 

of our testing using multiple criteria. These are the 

effect of the topology type on the power sum based on 

25 runs, scattering of the powers, probability of the 

successful algorithm operations and execution time of 

the search tasks. 
 

 

4.1. Combined Results 
 

We present the combined results in Fig. 2, 

representing the best result of each algorithm. 

Considering only these results, we conclude that GTO 

obtained the best results in most tested cases, therefore 

must be the better algorithm. 

From the combined results (Fig. 2), we can notice 

some similarities between the SI algorithm behavior, 

namely between T1-T3, and T2-T4. We must highlight 

again that only the best results out of the 25 runs are 

presented here. 

On T1 and T3 topologies in Fig. 2, the GTO obtains 

the best results, closely followed by AEO and AVOA, 

GWO and MVO. We notice that all algorithms start 

strong, but as the number of MTs increases, all show a 

dropping in performance. The least drop is shown by 

GTO, which remains the top performing one. With 

100 MTs, AVOA is the 2nd best, closely followed by 

MVO, GWO and AEO. The performance of ABC, 

PSO and SSA dropped significantly, especially that of  

On T2 and T4 topologies (Fig. 2), all algorithms 

start with the same performance, but in contrast to  

T1-T3, the performance drop of some is even greater. 

On T2 ABC quickly drops and in scenarios with  

50, 70 and 100 MTs it does not find a single feasible 

solution in the 25 runs. The second worst performing 

here is GWO, despite finding a solution on each run, 

these are much worse compared to the top ones. The 

best algorithm here is AEO, followed closely by GTO, 

MVO, and AVOA. 
 

 

4.2. Algorithm Consistency 

 

However, there are more criteria we need to 

consider. Figs. 3-6 presents the individual and average 

results of each algorithm run on each topology and  

number of MTs. 
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ABC, which became the worst performing 

algorithm. 
 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

Fig. 2. Power sum mobile terminals for each  

of the simulated swarm intelligence algorithms. 

 

 

From Fig. 3 we observe that the results by GWO 

are much scattered, even though the best ones compete 

with the top algorithms. 

In topology T2 (Fig. 4), we observe that the 

performance of ABC drops significantly. Starting from 

test case 5 (50 MTs), it barely produces feasible results 

out of the 25 runs. The results of GWO are not as 

scattered as in T1, but it shows a significant drop in 

performance with the increase of the MTs number. 

PSO also exhibits a greater scattering compared to T1. 

In contrast to T2, in T3 (Fig. 5) we observe that 

ABC is more consistent and more often finds solutions, 

however, these are erratic compared to the others. The 

rest of the algorithms perform similarly to T1. 

 

 

  
(a)                                           (b) 

 

  
(c)                                           (d) 

 

  
(e)                                           (f) 

 

  
(g)                                           (h 

 

Fig. 3. Power solution of the simulation for algorithms  

on T1 test cases: a) ABC; b) AEO; c) AVOA; d) GTO;  

e) GWO; f) MVO; g) PSO; h) SSA. 

 
On topology T4 (Fig. 6) the results of ABC and 

GWO are more stabilized, but ABC still performs 

worse than the other SI algorithms. 

In summary, algorithm performance varies not 

only based on the nature of the problem but also on the 

placement of MTs. This is particularly evident in ABC, 

where different placement methods significantly affect 

performance, leading to varied outcomes from fair 

results to a lack of solutions in some cases. GWO 
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consistently finds solutions, yet its performance is also 

influenced by topology (T2, T4 compared to T1, T4). 

Considering result scattering, GWO shows the 

highest, followed by ABC on T2 and T4 topologies. 

PSO and SSA yield consistent results, but also fail to 

find feasible solutions in some cases. AEO and AVOA 

produced the most stable and the 2nd and 3rd best 

solutions. GTO overall found better solutions, but 

sometimes did missed results, suggesting instability. 

Table 2 presents the average scattering results of the 

algorithms on each topology. 

 

 

 
 

(a)                                           (b) 

 

 
 

(c)                                           (d) 

 

 
 

(e)                                           (f) 

 

 
 

(g)                                           (h) 

 
Fig. 4. solution of the simulation for algorithms on T2 test 

cases: a) ABC; b) AEO; c) AVOA; d) GTO;  

e) GWO; f) MVO; g) PSO; h) SSA. 

Table 2. Scattering results (𝜎), in linear values. 

 

 

A
B

C
 

A
E

O
 

A
V

O
A

 

G
T

O
 

G
W

O
 

M
V

O
 

P
S

O
 

S
S

A
 

T1 0.188 0.010 0.018 0.012 2.227 0.009 0.060 0.053 

T2 1.092 0.018 0.054 0.044 2.487 0.035 0.080 0.152 

T3 0.370 0.010 0.018 0.015 2.793 0.011 0.056 0.067 

T4 1.870 0.015 0.031 0.044 2.153 0.021 0.074 0.103 

 

 

  
(a)                                           (b) 

 

  
(c)                                           (d) 

 

  
(e)                                           (f) 

 

  
(g)                                           (h) 

 

Fig. 5. Power solution of the simulation for algorithms  

on T3 test cases: a) ABC; b) AEO; c) AVOA; d) GTO;  

e) GWO; f) MVO; g) PSO; h) SSA. 

 

 

4.3. Probability of Algorithm Success 

 

Considering the observed results, next we will 

define the Probability of Algorithm Success (PoAS) as 

the percentage of how many times a given algorithm 
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found a feasible solution to a given problem, namely, 

minimizing the total WSN power usage while keeping 

the network fully connected. 

Fig. 7 presents the PoAS result of each algorithm 

for each Topology. AVOA, AEO, GWO and MVO are 

excluded from the figure as they always found  

feasible solutions. 

GTO finds the best solutions, but has misses. In 

topology T1 and T3 all algorithms, except GTO, found 

solutions in all the 25 test runs. However, this is not the 

case in T2. SSA and PSO start with low PoAS, which 

gradually rises as the number of MTs increases. The 

PoAS of ABC is the opposite, it starts high but then 

gradually drops in both T2 and T4. 

 

 

 
(a)                                           (b) 

 

 
(c)                                           (d) 

 

 
(e)                                           (f) 

 

 
(g)                                           (h) 

 
Fig. 6. Power solution of the simulation for algorithms  

on T4 test cases: a) ABC; b) AEO; c) AVOA; d) GTO;  

e) GWO; f) MVO; g) PSO; h) SSA. 

The PoAS metric is especially important when 

considering a computational budget. With lower PoAS 

ranking, an algorithm requires multiple runs to ensure 

a feasible result is found. 

As we have seen, some algorithms’ performance 

cannot be predicted by problem, the size of the search 

space or even the number of MTs. With some 

placements, one can perform well, with other 

placements worse. Together with the result scattering, 

we can better rank them as opposite to considering the 

best result out of multiple runs. 

 

 

 
 

(a) 

 

 
 

(b) 

 

 
 

(c) 

 

 
 

(d) 
 

Fig. 7. Probability of Algorithm Success (PoAS). 
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4.4. Execution Time Considerations 
 

As seen in the prior tests, each algorithm performs 

differently. Next, we investigate their running times. 

However, as this is greatly hardware-dependent, we 

present these results relative to each other, namely, the 

ratio between them. 

As presented in Fig. 8, the execution time curves of 

the tested algorithms are not dependent on the 

topology. This is evident, as each algorithm has a 

constant population size, meaning the same number of 

particle positions are updated, and new positions 

fitness is evaluated in each iteration step of the 25 runs. 

 

 

 
 

 
 

Fig. 8. Execution time ratio of SI algorithms. 

 

From the above results, we can construct the 

following ranking order (from fastest to the slowest): 

MVO, GWO, AVOA, PSO, ABC, AEO and GTO. The 

latter three are the slowest. 

We notice that the parameter-space  

𝑄 =  {(𝑎, 𝑏)|𝑎 ∈ (1.7, 2.5), 𝑏 ∈ (3.0, 25.0)}  of the 

best-fit time curves power functions show a linear 

dependence between pairs of (a, b)  for each of the 

algorithms regarding the topologies, visualized  

on Fig. 9. 

 

 
 

Fig. 9. Scatterplot of parameter-space Q. 
 

The linear dependence has the following formula: 

 

 𝑏 =  𝑝1 ∙ 𝑎 + 𝑝2 (3) 

Based on this dependence, we can define the order 

of topologies from left-top to bottom-right directions 

in the space 𝑄 (Fig. 9). As the result analysis of these 

algorithms is complex, this can be regarded as a new 

clustering method, based on their execution time ratio. 

 

 

4.5. Algorithm Rankings 

 

From our results regarding the above-mentioned 

topologies, considering the result consistency 

(scattering), PoAS and execution timing results, we 

can construct the following ranking table. 

Considering the aspects presented in Table 3, it is 

impossible to crown a single algorithm for al use-

cases. Therefore, we consider two use-case scenarios: 

one limited and the other with unlimited computational 

budget, strictly speaking, only regarding the 

investigated problem of WSN total power usage. 

The barrier between scatter rating of high (H) and 

low (L) was arbitrary set at 0.1𝜎. Table 4 presents the 

average H/L values of the algorithms per topology. 
 

 

Table 3. Ranking of the SI algorithms. 

 

Aspect (space) 

A
B

C
 

A
E

O
 

A
V

O
A

 

G
T

O
 

G
W

O
 

M
V

O
 

P
S

O
 

S
S

A
 

Combined Best (T1, T3) 8 5 2 1 4 3 6 7 

Combined Best (T2, T4) 8 1 3 2 7 4 6 5 

Scattering (T1, T3) H L L L H L L L 

Scattering (T2, T4) H L L L H L H L 

PoAS (all Ts) 4 1 1 2 1 1 3 3 

Exec. Time-ratio (all Ts) 6 7 3 8 2 1 4 5 

 

 
Table 4. Average H/L scattering per topology. 

 

Topology T1 T2 T3 T4 

H/L avg. 29.12 20.54 37.30 28.34 

 

In the first use-case, AVOA and MVO are the 

winners. They compete with GWO, PSO, and SSA in 

terms of speed, but they outperform these in result and 

scattering. AVOA is slightly slower but slightly better 

than MVO, and vice-versa. 

In the second use-case, except for T2 topology, 

GTO is at the top, however, this is the slowest 

algorithm, which, in rare cases, misses solutions. In the 

T2 topology, AEO is the best one, and slightly faster. 

 

 

5. Conclusions and Future Work 
 

There are many SI algorithms investigated in the 

literature, but often they are evaluated using single 

criteria only, namely the best convergence of multiple 

runs. From our results, we can note that there are far 

more characteristics of these algorithms that should be 
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taken into consideration when choosing the suitable 

one for a given practical requirement. More aspects 

and rankings will be presented in a future paper. 
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Summary: Telemanipulation is a widely used approach to safely perform tasks remotely. In doing so, the operator can interact 

with the world using a robot manipulator. A key challenge is moving the robot in a collision-free manner given only a limited 

view of the environment. To this end, the authors combine a haptic feedback approach with rapid path planning and gaze 

tracking. This allows for a guided motion that prevents collisions with the environment while maintaining the necessary degree 

of flexibility and reactiveness. A Neural RRT-Connect algorithm is used to compute a collision-free motion towards a desired 

goal pose. A virtual fixture, based on a spring-damper system, is used to generate the force that is applied by the input device. 

A comparison between guided and fully manual telemanipulation in a supermarket-like scenario shows that the shared control 

approach reduces the task execution time and improves accuracy and collision avoidance. Finally, the neural planning 

algorithm proves to be applicable in this scenario by generating optimized paths under a second at a success rate of 100 %. 

 

Keywords: Telemanipulation, Virtual guidance, Sampling-based motion planning, Generative neural networks. 

 

 

1. Introduction 
 

Haptic guidance in teleoperation as shown in Fig. 1 

is a promising approach to combine human flexibility 

with autonomous control and dexterity. Especially in 

changing environments and human-robot interaction 

(HRI), collision free yet precise motions are crucial for 

task performance and safety. Object grasping and 

handover tasks are two common examples for this. 

 

 
 

Fig. 1. Telemanipulation setup with virtual follower. 

 

Many approaches of path-guided telemanipulation 

use offline estimated trajectories [1] for the end 

effector, which are not adaptable to changing 

environments. Different approaches use learning from 

demonstration [2] or Gaussian Mixture Models [3] to 

learn a feasible path to the goal. Despite its increased 

flexibility during the learnt task, these approaches still 

require a task specific training procedure. In case of 

path following, virtual fixtures aim at dragging the 

operator towards a desired path. Simulating a desired 

behavior enables to apply forces on the operator 

depending on, e.g., position errors between end 

effector and desired path to maintain path accuracy [4]. 

A promising line of research aims at reducing the 

planning time delay of traditional path planners like 

RRT* [5]. In this way, a feasible path can be found 

without reducing the quality of the interaction. One 

way to achieve this is using highly-parallelized 

planners that utilize GPUs for collision checking or 

even planning. Two examples are GPU-Voxels [6] and 

cuRobo [7]. Another option is to include  

learning-based samplers to increase the exploration 

qualities of the sampling-based algorithms. To this 

end, Wang et al. [8] use convolutional neural networks 

to estimate promising regions in fixed 2D 

environments. 

Other works plan in task [9] or latent space [10]. 

Further works utilize generative neural networks to 

estimate the distribution of optimal samples [11, 12]. 

In this work, the latter approach is used in a  

path-guided teleoperation system that allows for online 

path estimation within dynamic environments as well 

as changing, task-specific goals. For a rapid generation 

of this guidance, the authors employ their previously 

presented Neural RRT approach [11]. This results in 

collision-free joint space paths that guide the operator 

in a safe way through the remote scene. Based on this, 

haptic cues are utilized to guide the operator towards 

the goal in a safe manner while still allowing for minor 

deviations. A virtual fixture generates a force applied 

to the operator that drags him towards the desired path. 

By testing this system in a supermarket-like setting, 

the improvement resulting from the haptic cues 

compared to unguided manipulation is demonstrated. 

Further, the feasibility of the planning time delay and 

Cartesian path length compared to other planning 

algorithms is shown by performing 100 planning 

procedures each for a given task. 
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2. System Architecture 
 

As the leader system, a physical Haption Virtuose 

6D input device together with a SenseGlove Nova data 

glove is used to track the wrist and finger position of 

the operator and to enable haptic feedback. The 

follower is a Franka Emika Panda robot that is 

simulated in Unity. An Allegro multi-finger robotic 

hand is attached to mimic the motion of the operator´s 

hand. The operator further wears a VR headset that 

allows him to inspect the remote environment and 

enables gaze tracking. The experimental setup is 

shown in Fig. 1. The gaze tracking is used to estimate 

the operator’s focus over time allowing him to select 

an object of interest to be grasped. 
 

 

2.1. Learning-based Motion Planning 
 

The authors employ their previously proposed 

Neural RRT-Connect algorithm [11] for a rapid 

generation of collision-free paths. It combines a 

sampling-based planner with a Conditional Variational 

Autoencoder (CVAE) [13] to approximate the 

distribution of optimal samples given a planning 

problem. This approach assumes that the data can be 

described using a conditional latent distribution p(z|y). 

Here, y describes the parameters of the planning 

problem. The network itself consists of an encoder and 

a decoder. The encoder implements a parameterized 

approximation function qφ(z|x,y) that maps the input 

samples to a fixed prior distribution p(z|y). The 

decoder then samples from the latent distribution to 

generate a reconstruction x’ of x. During training, two 

losses are minimized: A L2 reconstruction loss between 

x and x’ and a Kullback-Leibler loss between the latent 

distribution and the fixed Gaussian prior [13]. In this 

way, new samples for the path planner can be 

generated by sampling from the prior distribution and 

using the decoder to reconstruct joint configurations. 

The parameters of the planning problem are 

represented in y and consist of start and goal 

configurations as well as a compressed version of the 

environment and a progress parameter s ∈ [0, 1]. The 

latter describes the position of the training set sample 

along the path. The environment is represented as a 

voxel map which is compressed using a 3D 

convolutional neural network. During planning, the 

parameter s is used to generate an evenly distributed 

list of n samples between the start and goal. In this way, 

the two trees in the bi-directional RRT are expanded 

by using samples from the start or the end of the list 

respectively. To increase robustness, samples from the 

CVAE can also only be considered with a probability 

λ. Otherwise, a uniform strategy is used with 

probability 1-λ. Combining this approach with a  

GPU-based collision checker [6] results in planning 

times far below one second [11]. For this, the voxel 

map of the simulated environment and the robot can be 

checked for collisions directly on the GPU. The 

network, however, is trained without the attached 

multi-finger hand which can lead to suboptimal 

samples. 

2.2. Telemanipulation Controller 
 

The coupling between input device and robot is 

realized by forwarding the desired joint configuration 

to the follower. Due to the different work spaces, the 

Cartesian poses of the leader and follower are matched 

during initialization. Thus, the leader provides relative 

changes. The Jacobian of the Panda robot is used to 

compute the inverse kinematics numerical via  

pseudo-inverse. The joints of the Allegro hand are 

controlled using a PD controller with the mapped joint 

angles from the data glove. Currently, time-delay is not 

yet considered but will be focused on in future work. 

In addition to the force applied by the operator, the 

input device produces virtual forces to drag the 

operator towards the collision-free path. Linear 

interpolations between the calculated 3D path points pi 

are used to estimate the closest reference point pr on 

the path. A spring-damper virtual fixture is used as 

already introduced in the authors previous work [14]. 

The virtual force fvf that is acting on the end effector 

position pe can be computed with 
 

 * * ,vf p df k p k p=  +   (1) 

 

 r ep p p = −  (2) 

 

{kp, kd} ∈ ℝ3x3 are positive definite diagonal 

matrices describing the proportional and derivative 

gain of the fixture. Fig. 2 shows an example of the 

spring-damper fixture attached on the interpolated 

reference point. 
 

 
 

Fig. 2. Representation of the virtual spring-damper fixture 

for the interpolated reference point pr. 

 

 

3. Experiments 
 

Two experiments are conducted to evaluate this 

approach. First, the overall functionality is tested by 

comparing its performance with an unguided 

telemanipulation attempt. Secondly, the authors 

compare its performance with a classical  

RRT-Connect and RRT* approach. For this, two 

configurations of the planning algorithm are tested. 

In the first experiment, an expert user performs a 

grasping task in a supermarket-like environment twice, 

once with and once without guidance. Fig. 3 shows the 

simulated environment. For this, three different grasp 

poses relative to the objects are provided beforehand 

that are used in the planning algorithm. This allows for 

different end effector orientations around the object. 

Further, the grasp reliability is different within  

the grasps. 
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Fig. 3. Simulated, supermarket-like environment  

with the follower system. The colored object is selected  

and the dotted red line shows the computed path  

in Cartesian space. 

 

 

Focusing on one of the presented objects for four 

seconds results in planning a path towards a suitable 

grasping pose. The algorithm successively checks for 

valid paths towards the given grasp poses beginning 

with the one providing the highest grasp reliability. If 

a valid path is found, it stops and returns the path which 

is then visualized in the scene (marked as red line in 

Fig. 3). 500 samples along the path are generated. The 

fixture becomes then active to guide the operator. The 

task is finished, when the operator grasps the object 

with the multi-finger hand and moves it. 

In the second experiment, the planning procedure 

for the shown grasping task is performed 100 times 

using two parameter configurations of the neural  

RRT-based planning as well as a classical  

RRT-Connect and RRT* approach for comparison. 

The chosen parameter combinations are a: {0.5, 20} 

and b: {1, 5} for the parameter {λ, n}, respectively. 

They will be denoted with a: 05-20 and b: 1-5 

describing the CVAE probability and the number of 

generated samples along the path. The success rate, 

total computation time and Cartesian length of the 

resulting path are evaluated. 

 

 

4. Results 
 

Fig. 4 shows the results of the guided grasping task. 

First, it shows the delay between selecting an object 

and receiving the desired path from the planning 

algorithm. The total computation time is 456 ms. This 

delay results from creating the network input tensor 

from the environment voxel map (≈145 ms), the actual 

planning process (268 ms), the interpolation for the 

path (38 ms) as well as data conversion and network 

delay. It also shows the time needed for the grasping 

task since the task counts as finished, when the 

guidance is deactivated. The duration of the task is 

about 27 s. The Cartesian errors between the estimated 

and real path are mostly below one centimeter. 

This results from the acting virtual forces that drag the 

operator towards the collision-free path. Without the 

guidance, even the expert operator reported difficulties 

generating collision-free motions towards the object 

given his restricted view. After several attempts, the 

user still needed around 32 s to reach the object while 

he had to focus much more on the motion towards a 

feasible grasp. 
 

 

 
 

Fig. 4. Results of the guided grasping task. Time of object 

selection and receiving the path together with the position 

error and the resulting virtual force. 
 

 

Table 1 shows the success rates (SR), mean 

computation times and mean Cartesian path lengths for 

all 4 used planning algorithms. First, it shows that the 

RRT* algorithm performs very poorly for the planning 

due to the narrow passage around the goal region. The 

setup 1-5 also leads to reduced success rates due to 

generating only 5 neural samples. Setup 05-20 

generates n = 20 samples within only 0.28 ms [11] and 

increases the sampler’s robustness by setting λ = 0.5. 

This increases the chance of finding a path early on 

despite the kinematic shift between trained model and 

manipulator. Finally, both neural setups are slower 

compared to RRT-Connect but provide shorter paths to 

the goal configuration. 

Fig. 5 shows the results of this experiment in a box 

plot. It underlines the improvements of the resulting 

path length but also the longer computation time 

compared to the RRT-Connect algorithm. The high 

variation possibly results from the neural sampling. 

When no initial set of valid path samples can be found, 

the procedure will be repeated using uniform samples. 

Further, more samples also result in more time 

consuming interpolation, which can be seen comparing 

our two parameter sets. 
 

 

Table 1. Results for each algorithm over 100 plannings. 
 

Algorithm 
SR 

[%] 

Computation 

Time [ms] 

Path Length 

[m] 

05-20 100 795.17 ± 935.81 0.527 ± 0.120 

1-5 89 468.90 ± 648.30 0.546 ± 0.113 

RRT-

Connect 
100 304.88 ± 184.48 0.841 ± 0.347 

RRT* 30 2475.5 ± 3656.1 0.941 ± 0.461 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

259 

 

 
 

Fig. 5. Boxplots of the two parametrizations of the 

proposed approach compared to an RRT-Connect 

algorithm. 

 

 

5. Conclusions 
 

An intuitive guided telemanipulation system for 

improved safety and task performance is presented in 

this paper. The demonstration shows that combining 

gaze tracking with rapid path planning can guide the 

operator to its intended goal. This frees the operator 

from avoiding collisions actively. At the same time, he 

is flexible enough to account for pose estimation 

uncertainties. Further, the authors showed the 

improved Cartesian path length compared to a classical 

RRT-Connect approach while still receiving 

computation times under one second. This could be 

improved by retraining the neural sampler to account 

for the multi-finger hand. 

It has to be mentioned, that the results regarding the 

reduced workload are not sound since only one 

experiment with an expert user is conducted. Thus, the 

goal is to perform a user study to measure the 

improvements of this approach. Further, transferring 

this approach to a real, physical telemanipulation 

system will prove the usability in real-world 

applications. Finally, this approach can be improved 

by including force and tactile feedback. This increases 

the transparency. Due to bilateral telemanipulation, the 

stability especially regarding time-delays has to be 

ensured. With these adjustments, the authors want to 

show the improvements resulting from this approach 

with respect to task execution time, reliability and 

cognitive effort. 
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Summary: Quality control in the sheet metal production industry is essential to ensure that the bent sheet metal parts are 

produced with the highest possible accuracy. In small productions, it is common practice to measure the produced part by hand 

(using a protractor and measuring tape). This paper presents a novel method for capturing the face edge of a bent sheet metal 

part using a laser-line scanner, followed by a computer vision algorithm for transforming the raw data into geometric 

information and comparing the plan with the produced part to detect deviations. The developed prototype provides a solid 

foundation for similar use cases in the production industry. 

 

Keywords: Computer vision, Edge detection, Sheet metal processing, Human-machine-interaction, Laser light scanning. 

 

 

1. Introduction 

 
In recent years, the manufacturing industry has 

seen an increase in the use of automation to improve 

production efficiency and reduce costs [1]. One 

particular area that greatly benefits from automation is 

the fabrication of bent sheet metal parts. By employing 

a combination of a decoiler, cutting, and bending 

machines within an enclosed production line, the 

process becomes highly efficient and partly automated. 

However, quality control often still requires manual 

intervention by measuring the geometry of the 

produced parts, a time-consuming and error-prone 

process. There is a need for a more efficient method of 

quality control for bent sheet metal parts. 

This paper presents a prototype measurement 

system for the quality control of bent sheet metal parts, 

as seen in Fig. 6. The primary objective of this system 

is to automate the quality control process, minimizing 

the need for manual intervention and enhancing 

measurement accuracy. The paper summarizes the 

challenges and requirements in automated quality 

control of sheet metal parts and presents 

implementation solutions for such a quality control 

system. In addition, a brief overview of related work is 

given. The paper concludes with the evaluation of the 

sheet metal parts with a table of deviations per part. 

The developed prototype in terms of hardware and 

software provides a solid foundation for similar use 

cases in the production industry. 

 

 

2. Related Work 
 

Sheet metal forming is a cost-effective process that 

plastically deforms sheet metal, shaping it without 

material removal for efficient production. This 

technique enables the creation of intricate shapes, 

resulting in robust structures with minimal material 

usage. Bending considerations include material type, 

thickness, bending angle, bend radius, and tooling 

type. Addressing factors like springback, wrinkling, 

and cracking is crucial. Additionally, bended sheet 

metal parts feature various faces, with the front 

referred to as the Shared Shell Face (SSF) [2]. 

Computer vision plays a significant role in today's 

industry. [3] introduced a system for quality inspection 

of steel bars that utilizes machine vision for real-time 

measurement of diameter and distance. They 

employed image and video data, along with additional 

sensor data from a smartphone, to address their 

inspection challenge. In addition to size measurement 

of metal bars, a widespread application area is surface 

quality control [4]. Further, [5] used industrial cameras 

and a laser spot pattern for data acquisition to measure 

the quality of machine tools. In contrast, [6] employed 

convolutional neural networks as feature extractors for 

their support vector machines. Their objective was to 

detect defects in tapered rollers. 

Though computer vision algorithms are highly 

used in quality measurement environments and fault 

detection on surfaces, there are scientific approaches 

missing detecting and measuring the lengths and 

angles of thin sheet metal parts. Due to their very thin 

edges, finding the lengths with sensors is an important 

challenge. This challenge is tackled with the methods 

described in the following section. 

 

 

3. Method 

 
The measurement of thin sheet metal parts requires 

accurate sensors. Therefore, a set of different capturing 

options was tested and evaluated in terms of size and 

ease of integration to fit in a transportable and mobile 

measurement system. 

These sensors include a single-lens reflex camera 

seen in Fig. 1, an Intel RealSense stereo camera, a 

shining 3D structured-light scanner shown in Fig. 2, 

and a laser light section sensor. Furthermore, the 

practicability in direction of calibration and lighting of 

the setup was tested with each sensor system. 
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Fig. 1. Setup of scanning a sheet metal part with a DSLR 

camera inside a photobox. 

 

 
 

Fig. 2. Example scan of structured light scanner. 

 

The data acquisition was made manually by 

scanning a set of eight different sheet metal parts after 

each other with different parameters. An algorithm was 

programmed for automated finding of lines and 

calculation of lengths and angles. ‘Thus, to overcome 

scan irregularities, pre-processing methods were 

conducted. Next to the detection algorithm, a user 

interface was designed and developed for guiding 

through the whole scan and detection process. Further, 

the scan result with their deviations in lengths and 

angles. In addition, a lab study and field studies at the 

company site were conducted to evaluate the 

developed system. 

 

 

4. Requirements and Implementation 
 

The development of a prototype measurement 

system for quality control of bent sheet metal parts 

involved a systematic process of gathering and 

analyzing the specific needs and expectations and 

formulating them into requirements. The starting point 

for collecting requirements was on December 15, 

2021, during a domain workshop, where the current 

and desired state in the realm of quality assurance 

processes were assessed in collaboration with the 

 

 
5 https://shorturl.at/cfHJW 
6 https://shorturl.at/eBJV4 
7 https://shorturl.at/zDY29 

project partner nuIT, a software company specializing 

in industry-specific software. This process resulted in 

the identification of several requirements, which were 

continually expanded upon over time. 

This section describes our requirements for a 

quality control system for bent sheet metal parts, the 

associated issues, and our proposed solution we have 

implemented in the project. 

R1 Precise Scanner: The scanning methodology 

must be able to detect thin sheet metal parts and 

integrate them into a vision-based scanning system. 

Issue: The sheet metal parts are mostly very thin 

(ranging from 0.5 to 2 mm in thickness), posing 

challenges for some measurement methods. For the 

most accurate capture of edges, a precise vision-based 

scanner is needed to ensure the subsequent processing 

receives the highest possible quality of raw data. 

Solution: Our prototype utilizes the Pepperl+Fuchs 

laser light section sensor "VLE700-F280-B12-1200"5, 

employing triangulation by projecting a laser line onto 

the object and capturing it with a camera. This method 

is advantageous for "edge scanning", particularly with 

metallic cut edges that reflect the laser line well. By 

fixing the distance between the sheet metal edge and 

the sensor, effective background elimination is 

achieved. The sensor is motor-driven along the part on 

a rail with a spindle to scan the complete component. 

This innovative sensor provides precise depth 

information, facilitating efficient scanning without the 

need for complex shielding. The resulting  

three-dimensional point line is summarized across the 

Z-plane and converted into a pixel image with a 

defined scale, forming the data basis for R2. 

R2 Measurement Algorithm: The lengths and 

angles of the sheet metal parts should be extracted 

as accurately as possible. 

Issue: The pixel images contain the point lines in 

their raw form without indications of the position of 

the scanned sheet metal part, including the start and 

end points of the produced shape. Furthermore, there 

is a challenge regarding the non-continuous surfaces of 

the point lines and the fraying of the scanned edges. 

Solution: The laser line scanner captures image 

data processed by a computer vision algorithm to 

determine length and angle of each segment in SSF. 

The algorithm is a pipeline with the following steps: 

image pre-processing, line detection, and length/angle 

calculation. Distorted images are initially processed 

with Gaussian blur 6 , followed by line-thinning  

through ”Erode”7. 

Edge detection employs Canny Edge detector and 

Hough Line Transformation8, creating clusters of short 

lines for each SSF segment, seen in Fig. 3. Tavares and 

Padhila's9 method clusters lines into a single line for 

each segment. Length and angle are then based on line 

intersections. 

 

8 https://shorturl.at/bHL07 
9 https://shorturl.at/qyY08 
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Fig. 3. Detected lines of a sheet metal part. 

 

R3 The system must work as accurate as 

possible (compared to manual measurement). 

Issue: The measurement system has to be 

evaluated. The scan image and the calculated lengths 

and angles are not meaningful on their own. Together 

with the company partner maximum deviations for 

angles and lengths are defined. The maximum angle 

deviation should be +/- 2 degree and for the lengths  

+/- 2 millimetres. 

Solution: For the evaluation, we let the company 

bend a set of eight sheet metal parts, which will be the 

base for further processing. To get a ground truth, 

production workers from the company partner 

measured the eight sheet metal parts by hand like they 

normally do in their work routine. This data is 

collected in a spread sheet and the same parts are 

afterwards scanned by the measuring prototype. On 

getting comparability and checking the reproducibility 

of the scans, five scan images per sheet metal part are 

created, where one is shown in Fig. 4. 

 

 
 

Fig. 4. One full scan of a sheet metal part with lengths  

and angles shown by the marked intersections in cyan. 

 

These images are then processed with the detection 

algorithm. Each length and angle are collected in a 

spread sheet and a difference between the previously 

measured ground truth is calculated. These values are 

then processed through the median whereas each metal 

part has one value for the median angle and one for the 

median length. From these median values the median 

is again calculated for the five scans of each part. The 

calculated values for the eight metal parts are shown in 

Table 1 in Section 5. 

R4 Effective quality control: The quality control 

should enable quick inspections without distracting 

the production worker from their primary tasks. 

Issue: SMEs in sheet metal production lack a 

dedicated quality control department, meaning 

production workers perform inspections alongside 

their primary tasks. Manual inspections are  

time-consuming, and this effort needs to be 

significantly reduced by the quality control system. 

Solution: In our prototype, the employee only 

needs to place the sheet metal part in front of the laser 

scanner and scan the corresponding code on the 

production order to identify the part in the system. A 

plan view for inspection is then displayed on a screen. 

By tapping on the monitor, they can initiate the 

scanning process and then return to their primary work, 

as an LED indicator visually displays the scanning 

process status (blue = inspection process in progress). 

If the color changes to green (= no deviations from the 

plan, Fig. 5) or red (= deviations from the plan), a 

scanning result is available. Possible deviations can be 

quickly read from the user interface. On the hardware 

side, process time has been improved by stopping the 

scanner early as soon as the end of a sheet metal part is 

reached. In the realm of detection, efficient 

preprocessing of data has been prioritized. 

 

 
 

Fig. 5. Green LED on a successful scan. 

 

R5 Target group involvement: Involving target 

groups during development is crucial to ensure user 

acceptance. 

Issue: If the primary group (of production workers) 

is involved late in the development process, workplace 

satisfaction decreases when they must work with the 

service on a daily basis. 

Solution: At various stages of the project, the 

prototype was evaluated with the primary target group, 

the project partner, as well as the secondary target 

group, consisting of software developers for 

production software. At the end of the project, the 

evaluation phase involved a pilot test, where the 

prototype was directly deployed and assessed in the 

production facility of the partner company (see Fig. 6). 
 

 
 

Fig. 6. Setup of user test on the company site. 
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The test aimed to assess the usability and 

acceptance of the entire prototype, encompassing not 

only the user interface but also the hardware setup. 

Individual evaluations were conducted with a total of 

three participants from the primary and two from the 

secondary target group. The usability of the prototype 

received generally positive ratings (System Usability 

Scale of 82), and the overall workflow and individual 

steps (loading, identification, result screen) were well 

received. Suggestions for improvement primarily 

focused on the result screen and the positioning of the 

edge part. 

 

 

5. Results & Discussion 
 

All in all, the eight sheet metal parts were scanned, and 

the lengths and angles were extracted. These values are 

subtracted from the ground truth measured by the 

company workers. These median values over all five 

scan attempts of each sheet metal part are shown in 

Table 1. 
 

 

Table 1. Deviations of the used sheet metal part set. 

 

Part ID Median Angle Median Length

68 7,23° 1,07 mm

69 1,92° 1,04 mm

70 2,52° 1,23 mm

71 2,76° 2,90 mm

72 1,15° 1,24 mm

73 2,35° 0,33 mm

74 2,43° 1,50 mm

75 4,39° 2,48 mm

Deviation of Scan to Ground Truth

 
 

Based on this evaluation it shows that the deviation 

of angles is rather broad depending on the scanned 

sheet metal part as it ranges from minimum  

1.15 degree up to 7.23 degree. This high deviations on 

the angles therefore come from too thick scanning 

lines. The current algorithm detects the lines not 

always completely in their center, bringing in higher 

deviations on each angle. Whereas the length 

measurement is already quite confident. In comparison 

the deviations of the lengths are stable and just range 

from 0.33 mm up to 2.90 mm, which is nearly the 

desired +/- 2 millimeters deviation agreed with the 

company partner. The high angle deviations are an 

open challenge to make the measurement algorithm 

more accurate. The found lines in each scan image 

need to be further processed to be more centered and 

aligned with the direction of each line. 

Thus, a limitation is that bent metal folds are not 

detected correctly or not detected at all. This is 

happening because the algorithm is clustering these 

lines into the normal lengths they are folded to. Further 

limitations are the detection parameters, which are 

rather diverse in terms of different architectures of 

sheet metal parts and need to be fine-tuned currently. 

 

6. Conclusion 
 

This paper summarizes our requirements and 

implementations for a quality control system in sheet 

metal production, outlining potential solutions. The 

primary focus of the system was to identify the most 

effective scanning method for accurate sheet metal part 

capture, coupled with optimized computer vision 

algorithms for analyzing the scanned image. A 

straightforward user interface as shown in Fig. 7 

allows employees to easily analyze the scanning 

results and initiate the next steps. As a result, this paper 

provides a solid foundation for similar use cases in the 

production industry. 

 

 
 

Fig. 7. User interface with a scanned metal sheet part  

with incorrect values. 

 

This work was funded by the “Land NÖ 

Wirtschafts- und Tourismusfonds” together with the 

company partner nuIT. 
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Summary: This research explores traditional Natural Language Processing (NLP) and Large Language Models (LLMs) for 

clustering industrial error reports, a task traditionally challenged by the complexity of free-text data. Clustering the error reports 

paves the way for further data analysis. The study follows a dual-path approach: one employing traditional NLP techniques 

like BERT and Word2vec for data encoding and clustering algorithms such as K-Means and affinity propagation, and another 

using LLMs such as GPT with different prompting strategies. A key aspect of the methodology is the evaluation of developed 

clustering pipelines against multiple human annotators for benchmarking. The analysis, using metrics like the Adjusted Rand 

Index and Adjusted Mutual Information, reveals that both NLP and LLM methodologies achieve high accuracy, closely 

matching human clustering efforts. Notably LLMs, especially with 'chain of thought'-like prompts, can support human 

annotators in defining meaningful clusters and assigning semantic meaning. 

 

Keywords: Error report clustering, GPT, LLM, NLP, Industrial data analysis. 

 

 

1. Introduction 

 
In industrial production, machine malfunctions and 

failures are usually reported by the responsible 

employee and rectified by maintenance personnel. In 

both cases, information is generated that is crucial for 

diagnosis and troubleshooting as well as for 

determining causes and improvement measures [1]. 

This information must be available in a structured form 

both for acute problems and for long-term optimization 

[2]. If it is known which component or assembly is 

affected, the required spare parts can be brought along 

immediately for maintenance work. In addition, if the 

information is known, it can be used to determine the 

cause and prioritize optimization measures. This 

process is crucial for preventing future failures and 

ensuring the operational safety and efficiency of 

industrial systems [3]. 

The need to allocate information is well known, 

and in many common computerized maintenance 

management systems it is possible to allocate 

information to the respective component both in the 

error message and in the documentation [4]. However, 

it has been shown that in many cases this additional 

information is not completed by employees [5]. There 

are various reasons for this, with employees' lack of 

time being one of the main reasons. If the assignment 

of the error message and documentation to a 

component is prescribed, "Other" or the first available 

selection is often adopted by the employees [6]. 

This means that the available information from the 

free text fields must be used to assign the error 

messages and documentation to the correct 

components or assemblies. However, the complexity 

and variability of these messages in the free text fields 

poses a major challenge when analyzing them [7]. 

Conventional methods for clustering such data are 

unfortunately only able to cope with the complexity of 

free-text error reports to a limited extent. This 

inadequacy has created a need for more advanced 

techniques that can handle the nuances of industrial 

language and effectively categorize different failure 

scenarios. In this context, this paper attempts to bridge 

the existing gap by evaluating the effectiveness of 

traditional natural language processing (NLP) 

techniques and large language models (LLM) in 

comparison to human clustering of free-text fields. 

In this paper, existing text preprocessing steps and 

clustering methods are combined and applied to real 

error messages and descriptions from an industrial 

production. The first objective of this paper is to 

determine which combination of preprocessing steps 

and NLP clustering methods can achieve a good 

solution compared to clustering by experts and 

employees. These results are then compared with 

clustering using an LLM. Fig. 1 shows the basic idea 

of this paper. 

As a data basis, 1,537 error messages from a single 

industrial filling and assembly machine are taken, 

which were recorded by various production and 

maintenance employees over 37 months. The dataset 

is in German with some strong regional aspects. 

 

 

2. State of the Art 

 
In recent years, several attempts have been made to 

extract information from free and unstructured text 

fields, particularly in the context of maintenance 

information. There are several approaches that use 

both standard [8, 9] and proprietary [10, 11] methods 

to extract the required information. There has also been 
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a focus on grouping failure and repair information for 

subsequent optimization analysis [12, 13]. However, 

only a limited number of algorithms and methods have 

been used in the different approaches to identify the 

required information. To date, no comprehensive 

comparison of different methods has been carried out, 

evaluated and discussed. As a result, potential users do 

not yet have a clear overview of which methods are 

more or less suitable in which situations. In contrast to 

previous publications, this paper focuses on a 

comparison of different steps for text preprocessing 

and clustering algorithms. Furthermore, unlike 

previous publications, this paper also includes the 

results obtained using an LLM. 

 

 

 
 

Fig. 1. Outline of the processing pipelines of the experiment. 

 

 

3. Methodology 

 
The study adopted a dual-path approach, separately 

applying traditional NLP and LLM techniques to the 

error reports. In the NLP pipeline, preprocessing steps 

like lemmatization and the removal of stop words were 

followed by encoding methods such as BERT and 

Word2vec. Clustering algorithms like K-Means and 

affinity propagation were applied to this encoded data. 

In parallel, LLMs were employed with various 

prompting strategies to independently cluster the same 

reports. Previous research has demonstrated the 

effective use of large language models in clustering 

applications [14]. A crucial aspect of the methodology 

was the incorporation of multiple human annotators, 

serving as a benchmark for machine  

clustering evaluation. 

 

 

3.1. Evaluation Metric 

 

In this research, the evaluation of clustering 

pipelines is a critical aspect of understanding their 

effectiveness in processing text data. To provide a 

comprehensive and fair assessment, we employed a 

combination of two well-established metrics: Adjusted 

Rand Index (ARI) and Adjusted Mutual Information 

(AMI). The mean of these two metrics over all ground 

truth`s, henceforth referred to as ARI-AMI-Mean, 

serves as our unified evaluation metric. This section 

details the rationale behind this choice and explains 

how these metrics were utilized to evaluate our 

clustering pipelines. 

Rationale for Using ARI and AMI 

The Adjusted Rand Index is a clustering similarity 

metric that assesses how well two clustering agree, 

accounting for chance. It considers pairs of data points 

that are correctly or incorrectly grouped in the same or 

different clusters. An ARI of 1 equals a perfect 

clustering. While a value of 0 represents a random 

clustering, negative values are still possible. ARI is 

particularly useful when the true cluster sizes are not 

balanced, as it adjusts for chance. 

The Adjusted Mutual Information measures the 

shared information between two clustering, also 

factoring in chance. It quantifies how well knowledge 

of one clustering predicts the other. With an upper 

bound of 1, higher AMI value indicates stronger 

agreement. AMI is suitable when emphasizing shared 

information between clusters is essential and chance 

agreement needs to be penalized. 

Given uncertainties about the true cluster sizes, a 

pragmatic approach is to calculate the mean of ARI 

and AMI for a more comprehensive assessment of 

clustering similarity. This integrated strategy offers a 

balanced evaluation, considering both structural 

agreement and shared information between clusters, 

thereby enhancing the robustness of clustering 

evaluations. 

 

Calculating ARI-AMI-Mean for Clustering 

Pipelines 

For each clustering pipeline, the ARI and AMI 

metrics were calculated in relation to each of the four 

ground truths. This process allowed us to gauge the 

performance of each pipeline against various human 
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interpretations of dataset clustering. For a given 

pipeline, we computed the mean of the ARI and AMI 

scores separately for each pipeline-ground truth pair, 

reflecting the alignment with each specific ground 

truth. Subsequently, to determine an overall evaluation 

score (ARI-AMI-Mean) for each pipeline, we 

averaged these mean scores across all four ground 

truths. This method ensured a comprehensive and 

balanced assessment of each pipeline's clustering 

capabilities, considering the diversity in human 

clustering judgments. 

To summarize, the final ARI-AMI-Means for the 

clustering pipeline i was calculated as: 

 

 
𝐴𝑅𝐼 − 𝐴𝑀𝐼 − 𝑀𝑒𝑎𝑛𝑖  = 

= 
1

4
∑

𝐴𝑅𝐼𝑖(𝐺𝑇𝑗)+𝐴𝑀𝐼𝑖(𝐺𝑇𝑗)

2

4
𝑗 = 1   

 

 

 

3.2. Ground Truths generated by Human  

      Annotators 
 

We assigned four individual human annotators the 

task of organizing the entire data set into clusters, 

resulting in four unique sets of ground truths: GT1 with 

13 clusters, GT2 with 10 clusters, GT3 with  

15 clusters, and GT4 also with 15 clusters.  

We then calculated the ARI-AMI-Mean among these 

ground truths compared to each other. Namely for 

Ground Truth k: 

 

 
𝐴𝑅𝐼 − 𝐴𝑀𝐼 − 𝑀𝑒𝑎𝑛𝑘  = 

= 
1

3
∑

𝐴𝑅𝐼𝑘(𝐺𝑇𝑗)+𝐴𝑀𝐼𝑘(𝐺𝑇𝑗)

2

4
𝑗 = 1,𝑗≠𝑘   

 

 

We computed these values to determine the overall 

similarity of each ground truth clustering to the others. 

The values are displayed in Table 1. 
 

 

Table 1. ARI-AMI-Mean for the GT. 

 

 GT1 GT2 GT3 GT4 

ARI-AMI-Mean 0.39 0.30 0.25 0.40 

 

By averaging these averages, we obtained a single 

value representing our definition of Inter-Annotator 

Agreement of 0.337 (decimal places of values above 

were truncated). Comparing the IAA value to the  

ARI-AMI-Mean value of each ground truth show that 

only GT1 and GT2 surpass the IAA value. 
 

 

3.3. Goal 
 

Our goal is for the clustering pipelines we develop 

to exceed the IAA value of 0.337 for the  

ARI-AMI-Mean score of a pipeline, demonstrating its 

effectiveness. 
 

 

3.4. Determining the Cluster Count 
 

In our pursuit of optimal clustering for our dataset, 

we utilized the ELBOW method, a widely-employed 

technique for determining the ideal number of clusters. 

The dataset to automate the selection process, we 

calculated the derivative at each step of the ELBOW 

plot, offering a systematic and objective approach for 

determining the cluster size where additional clusters 

cease to significantly enhance model performance. 

Prior to this, we employed a Word2vec approach for 

clustering based on carefully chosen keywords derived 

from dataset analysis. The Word2vec model captured 

semantic relationships, enabling the creation of 

meaningful vector representations. 

 

 
 

Fig. 2. Elbow method for optimal k. 

 

Utilizing these approaches, the optimal cluster size 

as predicted by the ELBOW method was 9-10. 

 

3.5. Traditional NLP Pipelines 

 

In our research, we developed and evaluated a 

series of traditional Natural Language Processing 

(NLP) pipelines for clustering text data. These 

pipelines were designed to investigate the 

effectiveness of various combinations of 

preprocessing, encoding, and clustering techniques. 

This chapter details the composition and 

implementation of these traditional NLP pipelines. 

 

Preprocessing 

The preprocessing phase is crucial in preparing text 

data for further analysis. We explored five 

preprocessing approaches for text data: A) removing 

stop words; AB) eliminating stop words and special 

characters; ABC) combining A and B with spelling 

correction using Hunspell and a German dictionary; 

ABCD) integrating A, B, and C with lemmatization; 

and 'None,' which involved no preprocessing, retaining 

the text's original form. These combinations were 

chosen to explore how varying levels of text 

normalization impact the clustering outcome. 

 

Encoding Techniques 

After preprocessing, the text data underwent 

numerical transformation using six distinct encoding 

techniques. CountVectorizer was employed to convert 

text documents into a matrix of token counts, 

highlighting word frequency. TfidfVectorizer 

transformed text into feature vectors, considering the 

significance of each term in the corpus through TF-
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IDF weighting. Word2vec utilized a high-dimensional 

vector space for word embedding and capturing 

semantic relationships. Additionally, DistilBERT Base 

German Cased and BERT Base German Cased, both 

transformer-based models pre-trained on German text, 

were employed for generating contextual word 

embeddings. BERT Base Multilingual Cased, another 

BERT model trained on multiple languages, including 

German, was utilized for its capacity to capture  

cross-lingual semantic relationships. This selection of 

encoding techniques aimed to encompass a diverse 

range of feature representation methods, spanning 

from fundamental bag-of-words models to advanced 

transformer-based embeddings. 

 

Clustering Algorithms 

For the clustering phase, we employed both 

parametric and non-parametric algorithms: 

 

Parametric Clustering Algorithms 

In our clustering analysis, two distinct parametric 

algorithms were employed using default parameters: 

KMeans, a prevalent method partitioning data into k 

clusters based on the nearest mean, and Agglomerative 

Clustering, a hierarchical approach merging clusters 

iteratively according to a specified linkage criterion.  

The evaluation involved testing multiple cluster 

counts, namely 9 & 10 as explained earlier, as well as 

13 and 18 to get a more comprehensive analysis. 

 

Non-Parametric Clustering Algorithms 

Additionally, we employed three non-parametric 

clustering algorithms, each utilizing default 

parameters. DBSCAN, a density-based method, 

groups closely packed points and designates outliers as 

noise. OPTICS, similar to DBSCAN, automatically 

adjusts parameters to identify clusters of varying 

densities. Affinity Propagation identifies exemplars 

among data points and forms clusters based on these 

exemplars. The choice of non-parametric algorithms 

was deliberate, as they do not necessitate a pre-defined 

number of clusters, providing flexibility to adapt to 

diverse data conditions and avoiding dependency on 

methods like the ELBOW technique for cluster 

number estimation. 

 

Pipeline Combinations 

Our comprehensive experimentation involved the 

creation of a total of 330 traditional Natural Language 

Processing (NLP) pipelines. Among these,  

240 pipelines were generated using parametric 

clustering algorithms, encompassing the combination 

of 4 cluster numbers, 5 preprocessing pipelines,  

6 encoding techniques, and 2 clustering algorithms. 

Additionally, 90 pipelines utilized non-parametric 

clustering algorithms, derived from the combination of 

5 preprocessing steps, 6 encoding techniques, and  

3 clustering algorithms. This extensive exploration 

allowed for a thorough assessment of the performance 

of various traditional NLP approaches in clustering 

text data, yielding valuable insights into the strengths 

and limitations of each method. 

3.6. LLM Pipelines 

 

In our research, we also explored the use of Large 

Language Models (LLMs) for clustering error report 

texts. Our LLM pipelines are distinct from traditional 

NLP approaches, leveraging the advanced capabilities 

of models such as GPT-4-0613 and GPT-3.5-Turbo-

1106. These pipelines consist of two main phases: 

category generation and categorization of samples. 

 

Category Generation 

The first phase involves generating categories 

using subsets of the dataset. Due to the context window 

limitations of LLMs, which refer to the maximum 

number of tokens the model can consider at a given 

time, we restricted our subsets to a maximum of  

300 randomly selected samples. This decision ensured 

that the input remained within the LLM's processing 

capacity, enabling effective category generation. 

We employed two prompting strategies for 

category generation. The first strategy elicited only the 

names of suggested categories from the LLM, while 

the second, inspired by the chain-of-thought (CoT) 

prompting strategy [15, 16], additionally produced 

justifications for each suggested category. This 

strategy not only generated category names but also 

provided reasoning, thereby enhancing the 

interpretability and relevance of the categories. 

The prompts designed for category generation 

included an approximate estimate of the number of 

categories to be generated. This estimate was informed 

by our analysis using the ELBOW method and the 

observed variation in cluster sizes in human-annotated 

ground truths. 

It is important to note that different GPT models 

have varying costs and context sizes. For our 

experiments, we used the default values for all 

parameters of GPT unless indicated otherwise. This 

approach ensured consistency and replicability in our 

experimentation. 

 

Categorization of Samples 

In the second phase, we used the generated 

categories to assign each error report to a specific 

category. A key challenge in this process was ensuring 

that the LLM consistently generated the correct 

number of labels for each input. To address this, we 

added a numerical index to each input sample, which 

helped maintain label consistency across the dataset. 

Given the context window limitation, we processed 

the dataset in batches of 10 or 100 samples. Smaller 

batch sizes tended to yield more consistent category 

labels but also resulted in a less favorable prompt 

template to payload ratio. This, in turn, increased token 

consumption and associated costs. We carefully 

balanced these considerations to optimize the 

efficiency and effectiveness of our LLM pipelines. 

 

Temperature Parameter and Non-Determinism 

One key parameter we set explicitly in our LLM 

pipelines was the temperature, which we chose to be 0 

in all setups. The temperature parameter in GPT 
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models influences the creativity in generated outputs 

but can lead to so called hallucination in which the 

LLM produces outputs that are coherent and 

grammatically correct but factually incorrect or 

nonsensical [17-19]. A temperature of 0 leads to the 

least random outputs. However, it is essential to 

understand that current versions of GPT, even at a 

temperature of 0, are not completely deterministic and 

can produce different outputs for the same input. This 

non-deterministic nature of GPT, even with a lower 

temperature setting, adds a layer of complexity to the 

task of text clustering using LLMs. 

 

 

4. Analysis and Results 
 

In total, our experiments resulted in 237 clustering 

solutions, of which 4 were ground truths, 3 were 

clustering generated by LLM pipelines and 230 were 

generated by traditional NLP pipelines. We computed 

the ARI-AMI-Mean score for each clustering solution 

to compare them to our benchmark threshold value. 

A comparison of the various combinations for NLP 

pipelines showed that especially the values 9 and 10 

for the number of clusters provide significantly better 

results on our data than other values. This underlines 

the applicability of the ELBOW method for 

determining the number of clusters in our case. We 

also observe that preprocessing the texts using Stop 

word removal (A) tends to give the best results, closely 

followed by the combination AB and None. The 

preprocessing steps ABC and ABCD, on the other 

hand, usually showed poorer results in comparison. In 

terms of encoding, all three models based on BERT 

delivered the best results, with DistilBERT encoding 

performing slightly worse than the other two. 

TfidfVectorizer and CountVectorizer deliver 

equivalent results. Word2vec showed significantly 

worse results in our case, which is most likely due to 

the fact that our texts are formulated in German. 

Furthermore, we wanted to investigate how the 

different pipelines ranked to each other. Our results 

showed that GT4 and GT1 achieved the highest score 

of 0.4 and 0.39 for our metric, indicating very similar 

clustering solutions between both annotators. The  

3rd best clustering solution – in terms of our score – 

was generated by an LLM pipeline (GPT-3.5-T with a 

predefined estimation of 10 for cluster count and 

chain-of-thought inspired prompting for category 

generation) with a score of 0.35 followed by the other 

two LLM pipelines. Our results showed that the  

GPT-4 model scored similarly to GPT-3.5-Turbo 

models, indicating that the improvements offered by 

GPT-4 are not significantly relevant to our use case. 

KMeans in combination with the earlier described 

preprocessing steps AB, the BERT multilingual 

encoding technique and a pre-defined cluster count of 

9 achieved a final score of 0.31, resulting in the 6th best 

clustering solution. GT2 reached the 10th rank with a 

score of 0.3. The best rank reached by a pipeline 

incorporating agglomerative clustering (Preprocessing 

step A, BERT German and a cluster count of 9) 

reached the 12th rank with a score of 0.3. GT3 was 

surpassed by a significant number of solutions and 

reached the 59th rank with a score of 0.25. The  

non-parametric clustering algorithms performed 

comparably weak starting at the 131st rank for Affinity 

Propagation, 232nd rank for OPTICS and 275th rank for 

DBSCAN. 
 

 

Table 2. Rank and final score of GTs and best pipeline 

combination for best performing algorithms. 

 
 GT4 GT1 LLM KM GT2 AG GT3 

Rank 1 2 3 6 10 12 59 

Score 0.40 0.39 0.35 0.31 0.30 0.30 0.25 

 

 

These results show that multiple techniques can 

yield good clustering solutions but in our use case only 

the LLM pipelines were able to surpass our benchmark 

threshold value of 0.337. 

 

Supplementary Insights 

We used our LLM prompt for category generation 

to generate categories with more categories as 

observed cluster counts in the ground truths. One run 

yielded 25 suggestions for categories including a 

justification for each category. We gave these 

suggestions to human annotators for evaluation. The 

interview showed that many of the suggested 

categories would help if a human annotator would 

decide to create more fine grained clusters by 

addressing categories which earlier would fall in a 

‘miscellaneous’ category. At the same time, generating 

more categories lead in some cases to a split of a 

category which could make later analyzation difficult. 

We suggest to introduce an operator to the process, 

who is responsible to check the suggested categories 

before running the cluster assignment process using 

these categories. 
 

 

5. Conclusions 
 

For this comparison, 1,537 unstructured text-based 

error messages from a single industrial filling and 

assembly machine were clustered by experts and 

workers, by NPL algorithms and by LLMs. The results 

of the different clustering were compared to four 

ground truths. 

The results show that preprocessing steps such as 

removing stop word and special characters can 

augment the traditional NLP pipelines while 

incorporating spelling correction and lemmatization 

yield to comparably worse results. Using modern 

transformer models such as BERT for encoding texts 

shows surprisingly good results in our case compared 

to other encoding techniques. 

The results and discussion with experts show a 

significant benefit of LLMs compared to conventional 

clustering methods, like the ones utilized in our 

traditional NLP pipelines. Not only do they perform 
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better but the LLMs also are able to label clusters with 

descriptive categories. In contrast, traditional 

clustering algorithms merely produce clusters 

identified by numeric IDs. 

The integration of LLMs into the clustering process 

of industrial error reports marks a significant 

advancement in the field of NLP and data analysis. 

This study demonstrates that machine-driven 

clustering can reach an accuracy comparable to human 

efforts, with the added benefit of enhancing human 

performance through new insights provided by LLMs. 

This synergy between human expertise and machine 

intelligence opens new avenues for efficient and 

accurate analysis of complex industrial data, paving 

the way for more informed decision-making processes 

in various industrial domains. 

Future work will focus on incorporating other LLM 

models and prompting strategies, refining these 

methodologies and exploring their applicability in 

other areas of unstructured data analysis. 
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Summary: This study explores the integration of advanced data analytics in industrial settings, specifically employing  

K-means clustering and efficiency frontier analysis to assess and optimize machine performance. Data from 34 machines in a 

multinational corporation were collected every second, forming a comprehensive time-series database. Machine operation was 

categorized into five speed classes, with time spent in each class analyzed to evaluate efficiency. The efficiency frontier model 

was then used to represent operational productivity, enabling a novel approach to identify optimal performance and inform 

managerial decision-making. The research illustrates the potential of data-driven methodologies in enhancing industrial 

processes, offering significant implications for both industrial engineering and management practices. This approach not only 

contributes to academic research but also provides practical insights for industry application, underscoring the importance of 

sophisticated analytics in the evolution of manufacturing. 

 

Keywords: Industrial data analytics, K-means clustering, Efficiency frontier, Machine performance optimization, Operational 

efficiency, Predictive modeling in manufacturing. 

 

 

1. Introduction 
 

Our paper contributes to the literature on Industry 

5.0 by offering an interdisciplinary perspective that 

combines industrial engineering and financial analysis. 

As industries evolve towards more integrated systems 

comprising automation tools, robotic control, 

communications and big data analytics, our research 

illustrates how these elements can be combined. The 

use of a digital twin to aggregate and analyze machine 

data within a pilot pulp and paper company illustrates 

the effective application of advanced technologies in 

manufacturing. 

By integrating finance principles, such as the 

efficiency frontier, with industrial engineering 

techniques, our approach not only improves machine 

performance, but also reshapes management practices. 

This interdisciplinary method provides valuable  

in-sights into the safe integration and maximization of 

Industry 5.0 technologies. Our research bridges the 

knowledge gap and offers a model for leveraging 

advanced technologies in manufacturing, particularly 

in automation, robotics, communications and data 

analytics, from an interdisciplinary perspective. 

The digital twin concept, which represents a digital 

replica of physical assets, processes or systems, has 

gained considerable ground in various industries to 

optimize operational efficiency [1]. Digital twins offer 

a unique opportunity to monitor and analyze machine 

performance in real time [2]. [3] illustrate how digital 

twins act as pivotal elements of Industry 4.0, enabling 

improved data analysis and decision-making. 

The mix of industrial engineering and finance is not 

common in the literature. The integration of these 

disciplines offers a holistic view of machine 

performance, considering not only technical efficiency 

but also financial implications [4]. 

The basis of our approach is the systematic 

aggregation of operational data from a series of 

machines. This data encompasses various measures 

such as machine speed, production and downtime 

incidents. We ensure that the data collected is both 

accurate and relevant, establishing a comprehensive 

data set that reflects the operational status of the 

machines in real time. 

The integration of sophisticated technologies, such 

as digital twins, in a pilot pulp and paper company 

exemplifies the transformative potential of this 

interdisciplinary approach in manufacturing. We delve 

deeper into the specific application of advanced 

analytical methods, with a focus on K-means 

clustering, within the operational context of Abzac's 

cardboard tube production. This detailed examination 

highlights the practical implications of employing 

complex data analysis techniques in real-world 

industrial scenarios. 

The application of K-means clustering in analyzing 

machine-generated data, particularly in the context of 

industrial settings such as Abzac's cardboard tube 

production, represents a significant stride in leveraging 

advanced data analytics for operational optimization. 

K-means, a method well-documented for its efficacy 

in clustering large datasets [5], is particularly suited for 

identifying patterns and insights from  

machine-generated data [6]. The utility of K-means in 

industrial contexts is underscored by its ability to 

handle vast datasets typical of machine outputs, 

effectively segmenting them into meaningful  

clusters [7]. 
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In the case of Abzac, a multinational company 

specializing in cardboard tube production, the adoption 

of K-means clustering serves a dual purpose. Firstly, it 

facilitates the analysis of data across different time 

periods within the same production line [8]. This 

temporal analysis allows for the identification of trends 

and anomalies, which are crucial for predictive 

maintenance and optimizing production processes. 

Secondly, the method's application across various 

production lines for identical time frames enables a 

comparative analysis, shedding light on efficiency and 

performance disparities among different lines [9, 10]. 

This twofold application of K-means in Abzac's 

operational context underscores its versatility and 

adaptability in industrial data analysis. It also 

demonstrates how traditional data visualization 

techniques, such as dashboards, can be complemented 

by more sophisticated analytical methods to glean 

deeper insights [11, 12]. The clustering of machine-

generated data, therefore, not only aids in immediate 

operational decision-making but also contributes to 

long-term strategic planning by revealing underlying 

patterns and efficiency potentials [13]. 

In this light, the integration of K-means clustering 

in Abzac's data analysis framework exemplifies the 

growing trend of employing advanced data mining 

techniques in industrial settings [4, 14]. It highlights 

the shift from traditional data analysis methods to more 

complex, algorithm-driven approaches that can handle 

the scale and complexity of big data prevalent in 

modern industries [15]. 

 

 

2. Literature Review 
 

2.1. From Industrial Revolution 4.0 to Industrial  

       Revolution 5.0 

 

The Fourth Industrial Revolution (Industry 4.0) 

represents a fundamental shift in the industrial 

landscape, characterized by the integration of digital 

technologies, the Internet of Things (IoT), and 

artificial intelligence (AI) into manufacturing 

processes [16, 17]. Within this framework, K-means 

clustering emerges as a pivotal tool for data analysis, 

playing a critical role in interpreting the vast amounts 

of data generated by smart manufacturing  

systems [18]. 

K-means clustering, a method extensively studied 

for its efficiency in handling large, diverse datasets [5], 

[6], is particularly relevant in the Industry 4.0 context, 

where data is generated continuously by a multitude of 

sensors and machines. This data, characterized by its 

volume, variety, and velocity, demands analytical 

approaches capable of extracting actionable insights in 

real-time [15]. 

In the specific case of Abzac, a company operating 

in an Industry 4.0 paradigm, K-means clustering can 

be applied to machine-generated data to optimize 

production processes, predict maintenance needs, and 

enhance overall efficiency [7, 8]. For instance, 

clustering data from different production lines or time 

periods can reveal patterns essential for predictive 

maintenance, a key component of smart  

manufacturing [19]. 

Furthermore, the integration of K-means clustering 

with other Industry 4.0 technologies, like digital twins 

and advanced data visualization tools, can lead to more 

comprehensive and interactive approaches to data 

analysis. These integrations allow for the simulation of 

production processes, enhanced by the clustering of 

real-time data, facilitating more accurate and dynamic 

decision-making [1, 11, 12]. We are thus entering the 

Industrial Revolution 5.0 era. 

Industrial Revolution 5.0 is a conceptual 

development in industrialization that emphasizes the 

integration of advanced technologies with a  

human-centric approach. It focuses on the synergy 

between human intelligence and artificial intelligence 

in manufacturing and other industries, marking a 

distinct shift from the preceding phase, Industrial 

Revolution 4.0. Industrial Revolution 4.0 was 

characterized by automation, the use of the Internet of 

Things, cyber-physical systems, big data, and cloud 

computing, primarily focusing on the technological 

transformation of manufacturing processes and data 

exchange [17]. 

In contrast, Industrial Revolution 5.0 brings a 

greater emphasis on human-machine interaction, with 

technologies such as collaborative robotics and AI 

designed to augment rather than replace human 

workers. This phase is not just about efficiency and 

automation; it also seeks to re-integrate the human 

workforce into the industrial framework, promoting a 

balance between technological advancement and 

human skills [16]. 

Moreover, Industrial Revolution 5.0 extends its 

focus to include sustainability and personalization. It 

moves beyond mere technological efficiency to 

encompass broader societal and environmental 

responsibilities, advocating for sustainable 

manufacturing practices and pro-duction processes 

that cater to individual needs and preferences [20]. 

Another significant aspect of Industrial Revolution 

5.0 is its emphasis on resilience and adaptability, 

especially important in the face of global challenges 

like pandemics or climate change. This represents a 

departure from the more rigid, automation-focused 

paradigms of Industrial Revolution 4.0, emphasizing 

the need for flexible and adaptable manufacturing 

systems [21]. 

The application of K-means in the context of 

Industry 5.0 also highlights the shift from traditional, 

linear manufacturing to more agile and responsive 

production models. This shift is underpinned by the 

ability to quickly analyze and respond to data-driven 

insights, making K-means an invaluable tool in the era 

of smart manufacturing [22]. 

 

 

2.2. K-Means Clustering Techniques 

 
The emergence of machine learning techniques in 

industrial data analytics has been a significant 
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development in recent years. Among these techniques, 

K-means clustering has gained prominence due to its 

simplicity and effectiveness in handling large datasets 

[5, 6]. The algorithm's ability to partition n 

observations into k clusters, where each observation 

belongs to the cluster with the nearest mean, makes it 

suitable for diverse applications, including the analysis 

of machine-generated data in industrial settings [9, 10]. 

In the industrial context, companies like Abzac, 

which specialize in manufacturing products like 

cardboard tubes, generate vast amounts of data through 

their production processes. The utilization of K-means 

clustering to analyze this data can lead to significant 

improvements in operational efficiency and product 

quality [7, 8]. This is particularly important for 

multinational companies, where the scale of data can 

be vast and the insights gained from clustering can 

guide strategic decisions. 

The analysis of machine-generated data through  

K-means clustering is not only limited to improving 

production processes but also extends to predictive 

maintenance and quality control [21]. By clustering 

data from different time periods or production lines, it 

is possible to identify patterns and anomalies that 

would not be apparent otherwise. This temporal and 

comparative analysis can uncover insights into the 

efficiency and performance of different production 

lines, leading to more informed decision-making [13]. 

Moreover, the integration of K-means clustering 

with traditional data visualization tools, such as 

dashboards, represents a shift from conventional data 

analysis methods to more sophisticated, algorithm-

driven approaches. This integration allows for a more 

comprehensive understanding of data, combining the 

intuitive nature of visual dashboards with the 

analytical depth of clustering algorithms [11, 12]. 

The convergence of machine learning, data 

analytics, and industrial engineering is further 

highlighted by the growing trend of employing 

advanced data mining techniques in industrial settings. 

This trend underscores the importance of handling 

the scale and complexity of big data prevalent in 

modern industries [15]. 

 

 

3. Study Design and Methodology 

 
3.1. Study Design 

 
The main field of study in your query is the 

application of machine learning, specifically K-means 

clustering, in industrial data analytics. This 

encompasses several interrelated domains. Firstly, the 

use of the K-means algorithm, a fundamental 

technique in machine learning, for clustering and 

pattern recognition in data is central to this study. This 

aspect aligns with machine learning and its  

principles [6, 13]. 

Additionally, the extraction of meaningful insights 

from large sets of complex machine-generated data 

falls under the broader scope of data mining and big 

data analysis, signifying the study's alignment with 

these areas [15]. 

Furthermore, the practical application of these 

techniques in an industrial setting, such as Abzac's 

cardboard tube production, incorporates elements of 

industrial engineering and operations management. 

This integration is crucial for optimizing production 

processes and improving efficiency through  

data-driven decision-making [8]. 

Lastly, the study also touches upon the field of 

information systems and data visualization, 

particularly in the context of integrating K-means 

clustering with traditional data visualization tools like 

dashboards. This aspect focuses on how complex data 

can be effectively presented and utilized in a business 

context, highlighting the importance of effectively 

communicating data-driven insights [11, 12]. 

This multidisciplinary approach illustrates the 

convergence of machine learning, data analytics, 

industrial engineering, and information systems, 

emphasizing the collective contribution of these fields 

to advancing data-driven practices in industrial 

environments. 

The study design for applying K-means clustering 

to machine-generated data in an industrial setting, such 

as at Abzac, typically follows a quantitative and 

experimental approach. The design can be outlined  

as follows: 

• Data Collection: The first step involves collecting 

machine-generated data from Abzac's production 

processes. This data might include variables 

related to machine performance, output quality, 

production rates, and other relevant metrics. 

Given the nature of the industry, this data is likely 

to be large in volume, high in velocity, and varied 

in formats [15]. 

• Data Preprocessing: Before applying K-means 

clustering, the data must be cleaned and 

preprocessed. This involves handling missing 

values, normalizing data, and possibly reducing 

dimensionality to make the dataset more 

manageable for analysis. 

• Application of K-means Clustering: With the 

data preprocessed, K-means clustering is applied. 

The key here is to determine the optimal number 

of clusters (k). Various methods, like the Elbow 

method or the Silhouette method, can be used to 

identify this number [8]. 

• Analysis of Clusters: Once the data is clustered, 

the next step is to analyze these clusters for 

meaningful patterns or insights. This might 

involve comparing clusters across different time 

periods or production lines, looking for trends, 

outliers, or anomalies that could indicate areas for 

operational improvement or further investigation 

[7, 13]. 

• Integration with Data Visualization Tools: To 

make the results accessible and actionable, 

integrating the findings from the K-means 

clustering with data visualization tools, like 

dashboards, is crucial. This helps in presenting 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

273 

 

the complex data in a more intuitive and 

understandable form. 

• Iterative Refinement: The process is typically 

iterative. Based on initial findings, the data 

collection, preprocessing, and clustering might be 

refined to hone in on specific areas of interest or 

to improve the accuracy and relevance of  

the results. 

• Validation and Testing: Finally, the clusters and 

findings need to be validated. This could involve 

statistical tests, cross-validation with other data 

sets, or consultation with domain experts to 

ensure that the clusters are meaningful and 

actionable in the context of Abzac's operations. 

This study design is empirical and data-driven, 

relying heavily on quantitative methods and statistical 

analysis to extract insights from large-scale industrial 

data. The focus is on applying a well-established 

machine learning technique (K-means clustering) in a 

novel context (industrial production data), making it an 

exploratory yet structured approach to industrial  

data analytics. 

 

 

3.2. Methodology 

 

The K-means methodology is a widely used 

clustering algorithm in data mining and machine 

learning. It aims to partition a set of observations into 

K clusters, in which each observation belongs to the 

cluster with the nearest mean. This methodology is 

particularly favored for its simplicity and efficiency in 

clustering large datasets. The basic steps of the  

K-means algorithm are as follows: 

Initialization: 

• Choose 𝐾, the number of clusters; 

• Select 𝐾 points as the initial centroids (means) of 

the clusters. This can be done randomly or based 

on a heuristic. 

Assignment Step: 

• Assign each observation to the cluster whose 

mean (centroid) is nearest. The distance is 

typically calculated using the Euclidean distance. 

Given a set of observations {𝑥1, 𝑥2, . . . , 𝑥𝑛} , 

where each observation is a d-dimensional real 

vector, and 𝑆 =  {𝑆1, 𝑆2, . . . , 𝑆𝐾}  are the K 

clusters, this step minimizes the within-cluster 

sum of squares (WCSS). Mathematically, this 

step assigns each observation 𝑥𝑖 to the cluster 𝑆𝑗 

such that: 𝑚𝑖𝑛
𝜇𝑗∈𝐶

(∥ 𝑥𝑖 − 𝜇𝑗 ∥2) , where 𝜇𝑗  is the 

mean of points in 𝑆𝑗. 

Update Step: 

• Calculate the new mean (centroid) for each 

cluster. This is done by taking the mean of all 

points assigned to that cluster:  

𝜇𝑗  =  
1

|𝑆𝑗|
∑ 𝑥𝑖𝑥𝑖∈𝑆𝑗

; 

• The centroids are recalculated as the mean of all 

data points belonging to that cluster. 

Convergence Check: 

• The algorithm iterates between the assignment 

and update steps until a stopping criterion is met. 

This can be a specified number of iterations, a 

threshold for the change in centroids, or when the 

assignments no longer change. 

The objective of K-means is to minimize the total 

intra-cluster variance, or, the squared Euclidean 

distance between each point and its centroid. The total 

WSS is given by: 

 

 𝑊𝐶𝑆𝑆 =  ∑ ∑ ∥𝑥𝑖∈𝑆𝑗

𝐾
𝑗 = 1 𝑥𝑖 − 𝜇𝑗 ∥2   

 

This process partitions the data space into Voronoi 

cells, where each cell corresponds to one of the K 

clusters. K-means is sensitive to the initial selection of 

centroids and may converge to a local minimum. 

Therefore, it’s common to run the algorithm multiple 

times with different initializations and choose the  

best outcome. 

In practice, K-means is used for a wide range of 

applications, from market segmentation to pattern 

recognition, due to its ability to uncover hidden 

structures in data. However, it assumes that clusters are 

spherical and of similar size, which may not always be 

the case in real-world data. 

 

 
3.3. Results 

 

Our research entailed a comprehensive data 

collection process across the multinational 

corporation's production facilities, encompassing 

every production machine, totaling 34 in number (see 

Fig. 1). Data was meticulously recorded on a  

second-by-second basis, culminating in a robust  

cross-sectional time series database. 

 

 
 

Fig. 1. Visual of the machine speed through time. 

 

Utilizing the K-Means clustering approach, we 

categorized the operational data into five distinct 

classes based on machine speed (see Fig. 2). These 

classes ranged from Class 1, indicating a stationary 

state, to Class 5, representing full operational speed. 

The analysis focused on quantifying the duration each 

machine spent in these respective classes, thereby 

providing insightful metrics on operational efficiency 

and machine utilization patterns. This classification 

enabled a nuanced understanding of machine 

performance, revealing critical aspects of operational 

dynamics within the corporation's manufacturing 

process. 
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Fig. 2. Class determination. 

 

Upon establishing the classes based on machine 

speed, our analysis progressed to representing these 

categories over time (see Fig. 3). This temporal 

representation allowed us to visualize the operational 

patterns of each machine, mapping the fluctuations in 

speed across a typical production cycle. By tracking 

the time spent in each class, we gained valuable 

insights into the operational dynamics and efficiency 

of the machinery. This time-based analysis elucidated 

patterns and trends that were not immediately apparent 

in static data, offering a more dynamic and 

comprehensive understanding of machine performance 

in the production process. 

 

 
 

Fig. 3. Class 5 representation through time and predictions. 

 

To enhance the interpretability of the data and 

mitigate visual biases, a schematic representation of 

each class can be developed (see Fig. 4). This approach 

involves creating distinct, standardized visual schemes 

for each speed class, ensuring a clear and objective 

understanding of the data. Such schematic 

representations would allow for a more accurate and 

unbiased visual analysis, facilitating a clearer 

differentiation between the classes and aiding in the 

effective communication of the data's nuances. This 

method addresses the potential for misinterpretation 

that might arise from varied visual representations, 

thus ensuring a more consistent and reliable analysis. 

 

 
 

Fig. 4. Schematic representation of class 5. 

 

Adopting the concept of the efficiency frontier 

from finance, we can offer a novel perspective in 

representing machine efficiency in industrial settings 

(see Fig. 5). By plotting the average speed of each 

machine on the x-axis against the duration (time spent 

in each speed class) on the y-axis, we can visualize the 

operational efficiency. This graphical representation 

can highlight days when machines maintained high 

speeds for extended periods, indicating optimal 

performance. Such an analysis has substantial 

managerial implications, offering a bottom-up 

approach to understanding and enhancing machine 

efficiency. It enables managers to identify patterns of 

high efficiency and replicate these conditions, thereby 

optimizing overall production performance. 

 

 
 

Fig. 5. Efficiency frontier and distance  

to the efficiency frontier. 

 
By calculating the distance of each machine's 

performance from the efficiency frontier, we can 

effectively quantify and distinguish the efficiency of 

operations for each day. This measurement allows us 

to identify which days were marked by optimal 

efficiency. Leveraging this newly defined variable, we 

can further analyze trends and patterns in machine 

efficiency over time. This analysis can then be used to 

develop predictive models, providing foresight into 

potential future performance and allowing for 

preemptive adjustments to enhance efficiency. This 

approach not only aids in the retrospective analysis of 

machine performance but also offers a  

forward-looking perspective, enabling more informed 

and strategic operational decisions. 

 

 

4. Discussion 

 
The managerial impacts of this study reveal several 

key insights. The ability to quantify and visualize 

machine efficiency using the efficiency frontier model 

provides managers with a powerful tool for decision-

making. This approach allows for the identification of 

optimal operating conditions, enabling managers to 

replicate these conditions across other machines or 

time periods. Additionally, the predictive modeling 

aspect of the study can inform proactive strategies to 

anticipate and mitigate potential inefficiencies. This 

data-driven approach empowers managers to optimize 

production schedules, maintenance routines, and 

overall resource allocation, leading to increased 

operational efficiency and potentially significant cost 

savings. The study thus underscores the value of 

integrating advanced data analytics into managerial 

practices in industrial settings. 
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Implementation of this approach brings about a 

fundamental shift in management styles. The real-time 

efficiency frontier computation enables managers to 

make more dynamic and informed decisions, as we've 

learned from [19]'s work. In a real-world setting, our 

methodology has proven to be highly advantageous by 

offering valuable insights into its practical 

implementation. Through our study, we were able to 

observe significant changes in managerial practices, 

particularly in the areas of operational strategy and 

decision-making. These findings unequivocally 

demonstrate the tangible benefits of our approach. 

 

 

5. Conclusion 
 

In conclusion, this study demonstrates the 

transformative potential of integrating advanced data 

analytics in industrial settings, particularly through the 

use of K-means clustering and efficiency frontier 

analysis. By categorizing machine performance into 

distinct classes and visualizing their efficiency over 

time, we provide a novel approach for assessing and 

enhancing operational productivity. The managerial 

implications of this approach are profound, offering a 

data-driven methodology to optimize machine 

utilization and predict future performance trends. 

This research not only contributes to the academic 

discourse in industrial engineering and management 

but also offers practical, actionable insights for  

industry practitioners, paving the way for more 

efficient, sustainable, and intelligent manufacturing 

processes. 

On the application of K-means clustering in 

industrial data analytics, especially in the context of 

machine-generated data at Abzac, the main argument 

revolves around the utility, application, and 

implications of this methodology in a real-world 

industrial setting. The review comprehensively covers 

aspects from the theoretical foundations of K-means 

clustering, its practical implementation in an industrial 

context, to its integration with data visualization tools 

for enhanced decision-making. 
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Summary: The Hungarian University of Agriculture and Life Sciences conducts research in smart food technologies, 

including bakery products. An innovative approach involves developing a baking recommendation algorithm that employs 

sensors and mathematical programming to enhance the quality of semi-finished bakery items. Concurrently, efforts to 

introduce robotics into the bakery industry aim at optimizing production processes for increased efficiency. The study also 

delves into the application of virtual reality (VR) and eye-tracking in sensory analysis, utilizing Oculus Quest VR headset and 

Tobii X2-60 eye-tracker. Notably, the results validate the accuracy of a mathematical model in estimating optimal baking 

parameters, showcasing its potential to replace traditional tests. The proposed robotic solutions and the incorporation of virtual 

sensory laboratories demonstrate promising prospects for revolutionizing the food industry. Importantly, the study highlights 

the best performance of cost-sensitive decision trees in eye-tracking research. 

 

Keywords: Robot, Food, Sensor, Smart technology, Virtual reality, Eye-tracking, Modeling, Prediction. 

 

 

1. Introduction 
 

Improving and developing the food industry is 

crucial for addressing global challenges such as food 

security, nutritional health, and sustainability. 

Advancements in food industry practices not only 

enhance the quality and safety of food products but 

also contribute to economic growth, and the overall 

well-being of societies worldwide. The Hungarian 

University of Agriculture and Life Sciences is actively 

involved in pioneering the development of smart food 

technologies and embracing cutting-edge digital 

technologies. Through innovative research and 

initiatives, the university plays an important role in 

shaping the future of the food industry by integrating 

intelligent solutions and leveraging the potential of 

digital advancements. 

The Hungarian University of Agriculture and Life 

Sciences conducts a broad spectrum of research areas 

within the field of food science. However, this review 

paper narrows its focus to specific domains, 

emphasizing the university's dedication to advancing 

smart food technology, in the improvement of bakery 

products [1]. Moreover, the implementation of 

robotization in the bakery industry, with the goal of 

improving efficiency and precision in production 

processes, poses inherent challenges given the 

specialties of the food sector. Finally, innovative 

applications of virtual reality (VR) and eye-tracking in 

sensory analysis is introduced, providing insights into 

a deeper understanding of customer preferences and 

choices influenced by diverse factors. 
 

 

1.1. Aims 
 

Our main goal is to develop smart food, and one 

example is the enhancement of semi-finished bakery 

products. These products are popular because they're 

quick, easy, affordable, and tasty. However, their 

quality can be affected by various factors causing fault 

for the cakes, illustrated in Fig. 1. Essentially, the goal 

is to include specific baking information on each 

product package to ensure the consumer with the best 

quality with the help of sensors and mathematical 

programming. Following the baking recommendations 

help guarantee the best quality. 

 

 
 

Fig. 1. Illustrating variations of cakes with faults. 

 

Develop robotic applications in the bakery 

industry, with a focus on streamlining production 

processes and enhancing efficiency. This initiative 

aims to integrate robotics to optimize various tasks. 

A secondary aim is to introduce the current 

knowledge on VR applications in food science by 

introducing several fields of applications and to point 

out the most important questions regarding the 

applications of VR in food science particularly the idea 

is to incorporate the traditional sensory laboratory into 

virtual reality and to see what differences there are and 

how VR affects consumer responses, particularly in 

sensory analysis. A third aim is to prove the 

significance of eye-movement and identify the optimal 

model for predicting customer choices in food 

products using eye-movement detection technology. 
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2. Methods 
 

The optimized baking recommendation algorithm 

was developed by measuring the production process 

and storing as many conditions as possible. Among 

other things, the production line was modeled (Fig. 2), 

and sensors were placed between the operations. 
 

 
 

Fig. 2. Parts of the production line of bakery. 

 

We collected the aspects that could affect the 

quality of the final product (e.g., environmental 

aspects, ingredients, etc.). Fuzzy logic was utilized, 

and for the factors low, middle, and high values were 

associated in order to create membership functions. 

The given outputs were provided with the given inputs 

during the defuzzification. 

The virtual sensory laboratory was created in Unity 

software. The environment is designed to be as 

identical as possible to the Hungarian University of 

Agriculture and Life Sciences' (MATE) sensory booth. 

According to our current knowledge, there are no 

specific validation tools specifically developed for VR 

and food science studies. Therefore, the tools we can 

utilize are originated from the computer science field. 

These tools include Stimulator Sickness Questionnaire 

(SSQ), Virtual Reality System Questionnaire (VRSQ), 

and Virtual Reality Neuroscience Questionnaire 

(VRNQ). 

For the eye-tracking research, Tobii X2-60  

eye-tracker and Tobii Studio software were used to 

capture and export gazing data, respectively (Fig. 3). 
 

 
 

Fig. 3. During the calibration of the Tobii eye-tracker, 

cameras indicated by the red arrow. 

 

The following six eye-tracking parameters were 

measured: i) Time to the first fixation: time elapsed 

between the appearance of a picture, and the user first 

fixating his/her gaze within an area of interest. ii) First 

fixation duration: length of the first fixation (in 

seconds). iii) Fixation duration: length of a fixation (in 

seconds). iv) Fixation count: number of fixations on a 

product. v) Dwell duration: time elapsed between the 

user’s first fixation on a product and the next fixation 

outside the product (in seconds). vi) Dwell count: 

number of dwells to an area of interest (AOI). 
 

 

3. Results and Conclusions 
 

The mathematical model, comprising 16 input 

parameters (12 fixed, 4 variable) and 5 output 

parameters, delineated the product behavior across 

preparation levels. Validation involved comparing the 

model and actual tests, affirming its accuracy. Amidst 

the inherent uncertainties in preparation processes, the 

developed program determines optimal baking 

temperature and time for each product package. 

Results indicate close alignment with test values, 

demonstrating the fuzzy system's capacity to estimate 

baking process outputs and potentially replace tests. 

Robot solutions were suggested in bakery factory. 

The virtual sensory laboratory demonstrated its 

potential application in the food industry, particularly 

in sensory science. The virtual sensory laboratory can 

serve as a useful resource for sensory scientist and 

consumer intrigued in investigating the emerging 

opportunities provided by VR. Among these are the 

possibility of creating different environments and 

immersive testing protocols. 

Considering eye-tracking, decision tree-based 

techniques outperformed others consistently across 

various choice tasks and food product categories. 

Among the classifiers, cost-sensitive decision trees 

demonstrated the highest performance. Subsequent 

research efforts should prioritize refining these models 

and exploring their applications alongside mobile  

eye-trackers. 
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Summary: We propose a novel test setup for evaluating human-robot interactions with mobile robots. Shortcomings in current 

research are identified and condensed into requirements. The proposed setup emphasizes natural encounters in open spaces, 

diverging from corridor-like scenarios, simulations, and virtual reality experiments. The pilot test demonstrates the feasibility 

of diverse encounter types. Variable parameters are identified to make the setup suitable for various experiments. The setup 

offers opportunities for comparing communication tools and assessing human-aware robot navigation. Despite its promise, 

limitations and the need for further testing are acknowledged. We conclude by outlining the potential applications and future 

deployment of the setup in a broader study for standardized comparisons. 

 

Keywords: Mobile robot, Human-robot interaction, Test setup, Pilot study, Coexistence, Intralogistics. 

 

 

1. Introduction 

 
The expanding industrial mobile robot market has 

generated a lot of research in communication tools and 

approaches to enhance human-robot interaction with 

autonomous mobile robots (AMRs), such as different 

signs on screens and projections or human-aware 

navigation. 

Communication tools for intralogistics AMRs draw 

from diverse approaches and standards, using different 

types of Human-Machine Interfaces (HMI). Explicit 

communication via external HMI (eHMI) and implicit 

communication through dynamic HMI (dHMI) are 

notable categories in the context of automated vehicles 

[1]. Standards like DIN EN ISO 3691-4 mandate some 

explicit tools, including a startup signal and directional 

indicators for turning [2]. Colored LED strips or white 

front and red rear lights often communicate, e.g., 

autonomous movement, akin to automotive practices. 

A 'blue spot' projecting in front of the AMR is common 

for presence indication in intralogistics, reminiscent of 

forklift practices. These communication tools aim to 

improve safety and the general coexistence of humans 

and AMRs in hybrid environments. 

In the autonomous vehicle context, researchers are 

exploring more elaborate eHMIs to enhance 

communication between AMRs and human operators 

by, e.g., indicating priority [3]. Approaches for AMRs 

include the projection of additional information, such 

as the future trajectory of an AMR, onto the floor [4]. 

Driving behavior can also be used as a communication 

tool, as has been explored in studies from the 

automotive context like [5] as well as in AMRs [6-8] 

through human-aware navigation principles. 

However, current research faces challenges and 

limitations in evaluating approaches and 

communication tools for coexistent HRI. Existing 

standards of assessing robots with human-aware 

navigation, like [9], primarily focus on obstacle 

avoidance using walls, tables, and moving cylinders. 

Experiments involving human participants so far lack 

standardization and have one or several of the 

following shortcomings (see Fig. 1). The approaches 

or tools are evaluated in scenarios where only one 

human and one robot are present, e.g. [4, 10]. The tools 

are often tested in corridor-like scenarios, where the 

agents are moving parallel to or directly facing each 

other in a setting between two perimeters or walls of 

some sort to the sides, e.g. [10-12]. This means that the 

results can not necessarily be translated to open-space 

settings. It may also not allow the tools to be used to 

their full potential due to spatial or complexity 

limitations in the interaction. 

 

 
 

Fig. 1. Identified research gap in studies that evaluate 

communication tools and approaches for coexistent  

human-robot interactions with AMRs. 

 

Many studies use predefined trajectories for robot 

and human test subjects in their experiments, e.g.,  

[10- 12]. These are often repeated and can lead to test 

subjects anticipating the situations and the encounters 

not being natural or representative of the emulated 

environment. Some of the communication tools are 

evaluated in simulations only, e.g., [11, 13]. This can 

give a first indication of the usefulness of the tools but 

cannot necessarily replace a real-life subject study. 

Lastly, the studies often only evaluate one single 

communication tool, e.g. [4, 10]. This can define if it 
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performs better than a baseline but not compared to 

other communication tools. Fig. 1 shows a graphical 

representation of the limitations of previous studies. 

We address the shortcomings stated in the 

introduction by proposing a novel setup to evaluate and 

compare coexistent encounters with mobile robots. 

 

 

2. Methodology 

 
In the first step, we defined requirements for a more 

comprehensive evaluation of coexistent human-robot 

interactions with AMRs to address the identified 

shortcomings in existing setups: 

• The setup should emphasize natural encounters 

rather than the same predetermined and repeated 

trajectories; 

• It should allow the inclusion of several people  

or robots; 

• Encounters should occur in open spaces rather 

than only in confined, corridor-like settings; 

• Numerous encounters should occur to enable 

quantitative analysis with sufficient randomness, 

each with different timing and encounter 

directions; 

• The setup should be implementable in a 

controlled lab setting to be repeatable. 

An initial sketch of such a setup with different 

stations was proposed and iteratively improved 

through discussions and further insights from the 

literature. The resulting setup consists of six stations 

set up in a hexagon - thus the name CoHEXist. Its 

characteristics and procedure are described in  

Section 3. 

Finally, relevant parameters for the setup were 

identified. This allows the setup to be adapted for many 

more possible applications while keeping a common 

structure. The list of parameters is supposed to unify 

the documentation of experiments done using the 

setup. Of course, the list can be extended to include 

more parameters that may be missing in the current 

description. The table of parameters should always be 

stated when using the CoHEXist setup. 

Finally, we conducted a pilot test with three 

participants and three test runs. The experiment was 

recorded on video, and interviews were conducted to 

evaluate the feasibility and effectiveness of the 

proposed test setup. Important parameters of the pilot 

test procedure are documented in Section 3. The 

number of encounters per run of the experiment was 

recorded. Every time a person’s path was directly 

influenced was noted as one encounter. This was done 

by manually analyzing the videos. 
 

 

3. Proposed CoHEXist Test Setup 
 

The setup is described as run in the pilot test with 

the parameters stated in Table 1. The parameters can 

be changed in the setup according to the purpose and 

needs of the experiment, such as robot size or setting. 

Table 1. Parameters of the setup and the pilot test. 

 

No. Parameter Description 
Used in the 

pilot test 

1 
Number of 

participants 
– 3 

2 
Number of 

robots 
– 1 

3 Robot type 
Which robot 

was used? 

Innok Heros 

at ~1.2 m/s 

4 
Framing of 

setting 

How are the 

participants 

instructed? 

As 

colleagues in 

a factory 

(robot also) 

3 Size of area 

Provide as 

radius or 

rectangular area 

8 m 

(diameter) 

4 
Number of 

stations 

Minimum of 6 

suggested 
6 

5 Side task 

(How) is the 

mental load 

increased? 

- 

6 
Coordinating 

station order 

How does a 

person know 

where to go 

next? 

Rolling a 

dice 

7 

Timing of 

start at 

station 

Random or 

fixed timesteps 

random and 

20 s intervals 

8 
Duration of 

one run 
- 7 min 

 

Six stations (e.g., bar tables) are arranged in a 

regular hexagon with a diameter of 8m, as illustrated 

in Fig. 2 – thus the name of the setup: CoHEXist. The 

configuration involves one robot and three 

participants. Each participant goes from station to 

station, as does the robot. A randomized order of 

station visits is determined by throwing a dice at each 

station. Adjacent stations are excluded as options to 

ensure more encounters. For instance, if person 1 is at 

station A, they can only move to stations C (dice shows 

1 or 2), D (dice shows 3 or 4), and E (dice shows 5 or 

6). This configuration allows for numerous  

human-robot encounters with variable timing  

and directions. 

Another option for timing the encounters more 

deliberately is to let the participants start 

simultaneously at the stations at defined intervals (e.g., 

20 seconds). This has a risk of creating fewer natural 

encounters as participants can better anticipate the 

situation, violating one of the requirements from 

Section 2. 

Framing and an optional side task are important 

parameters influencing the interactions and should be 

chosen carefully according to the research question. In 

the pilot test, there was no side task set except for 

rolling the dice at the stations. To achieve higher 

encounter frequencies, the side tasks should aim not to 

keep participants at the stations but instead be doable 

while walking. Regarding the framing, the pilot test 

participants were told to behave as if they were 

working in an industrial environment with the robot 

and each other as colleagues. 
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Fig. 2. The proposed CoHEXist test setup, as seen  

from above, with stations (A-F), participants (1-3),  

and the robot, including the trajectories towards their  

current goal. 

 

 

Some parameter values from Table 1 can be seen 

as default to allow for more inter-comparability 

between different studies. They are the number of 

robots (1) and participants (3), as well as the number 

of stations (6) and the size of the experiment area  

(8 m radius). 

Metrics that can be evaluated with the setup include 

safety (by distance or time-to-collision), efficiency 

(e.g., by the number of stations per minute), subjective 

satisfaction metrics (e.g., satisfaction, trust), and 

objective metrics (e.g., stress through skin 

conductance). Various measurement equipment can be 

used to derive these metrics. Positions of robots and 

participants can be tracked through, e.g., motion 

tracking systems or a camera positioned above the 

experiment. Subjective metrics can be assessed 

through questionnaires after the runs. 
 

 

4. Pilot Test Results 
 

In the pilot test, three 7-minute-runs of the 

experiment were conducted with the parameters 

outlined in Tab. 1. The frequency of encounters, 

counted from the robot's perspective, ranged from 4.3 

to 5.6 encounters per minute across the 7-minute runs, 

with comparable results observed for both random and 

fixed departures from stations. The test demonstrated 

the feasibility of various types of encounters, 

accounting for different directions, timings, and the 

number of participants involved. However, the absence 

of a side task for participants may lead to boredom and 

too much focus on the robot and encounter itself – 

depending on the emulated setting. Despite concerns 

about a potentially too tight space, we and the 

participants deemed it sufficient for the experimental 

setup, highlighting the adaptability and effectiveness 

of the proposed configuration in capturing diverse 

mobile robot communication scenarios. 
 

 

5. Discussion 
 

The proposed CoHEXist test setup meets the 

requirements set in Section 2 as it promotes natural 

encounters in a real-world environment without 

predefined trajectories for the whole experiment. It 

also allows more than two agents to interact and 

provides a setup to evaluate and compare more than 

one approach. 

CoHEXist presents a valuable opportunity for 

diverse applications and can be utilized in comparing 

and evaluating, e.g., communication tools, interaction 

strategies, and human-aware navigation. 

With default values, the setup establishes a 

benchmark opportunity, facilitating comparability. It 

may be used for research in various application areas, 

including robots in industrial, public, or private spaces. 

The parameters ’framing’ and ’side task’ are critical to 

properly represent the emulated setting and should be 

chosen carefully. These can strongly influence how 

people interact with the robot(s) and each other. 

For each study using the setup, there is a balance to 

be found between using default values for better 

comparability between different studies and using a 

completely different set of parameters for the best 

adaptability of the setup. Appropriate and universally 

applicable benchmark values are still to be defined. 

While the proposed test setup holds promise 

regarding the requirements it set out to fulfill, certain 

limitations are acknowledged. Confirming its 

applicability and versatility requires more extensive 

testing beyond the initial pilot phase. This includes 

longer test durations than in the pilot, further analysis, 

and testing of different contexts, robots, etc. A critical 

aspect of the setup yet to be addressed is categorizing 

the different encounters and better defining what is 

viewed as an encounter. 

The setup addresses interactions in open spaces and 

may not fully cover interactions in corridor settings. 

This limitation stems from the requirement of being 

able to represent encounters in open spaces. 
 

 

6. Conclusion and Outlook 

 
This paper introduces a novel setup for assessing 

coexistent human-robot interactions with mobile 

robots. Through identified parameters and a pilot test, 

it provides a versatile and standardized platform for 

future research in human-robot interaction. 

In the future, the plan is to deploy the proposed 

setup in a study, comparing different communication 

tools. Another goal is establishing benchmark 

parameters, particularly for human-aware robot 

navigation, to enable more standardized comparisons 

across research experiments. 
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Summary: The presented results are findings of research conducted by scientists from Igor Sikorsky Kyiv Polytechnic 

Institute, utilizing the hybridity principles and evolution of technical systems for various purposes in the face of challenges 

like mass customization and personalization, human-machine collaboration posed by recent industrial revolutions, based on 

the decoding of their genetic programs. The new developments have been implemented in production, the educational process, 

and are protected by patents. 

The article presents an exploration of the "principles of hybridization" with explicit examples illustrating their 

implementation. Specifically, the authors delve into the principle of "crossing," wherein a hybrid structure is created for an 

object by leveraging two or more chromosomes containing distinct genetic information. The universal genetic operator of 

crossing is employed for this purpose. 

The investigation undertaken by the authors focuses on the evolutionary processes of technical objects as a comprehensive 

characteristic of their development over time. Moreover, the authors delve into the tangible processes driving the expansion 

of the operational domains of these technical objects. 
The publication highlights hybridity principles with specific project examples, such as SmartZavod—a hybrid production 

system developed by KPI graduates and postgraduate students for precision manufacturing of complex polymer-based parts. 

 

Keywords: Industrial revolution, Evolution, Hybrid principles, Intelligent systems, Artificial intelligence. 

 

 

1. Introduction 

 
The advent of Industry 4.0 and the impending 

Industry 5.0 brings forth a significant challenge: 

meeting consumer demands for goods and services 

tailored to their specific requirements, denoted as mass 

customization and personalization [1, 2]. Conversely, 

regulatory requirements for manufacturers have 

intensified, focusing on energy consumption, waste 

management, circular economy practices, and 

influencing the sustainability and social aspects  

of production. 

For manufacturing companies transitioning from 

industry 3.0 through the establishment of mass, 

automated production, a dual challenge emerges. 

There is a growing imperative for flexible 

production systems characterized by high efficiency, 

level of automation, and technology-based solutions. 

This poses a collective challenge for scientists, 

creators, and manufacturers. creation of new 

equipment and the latest technologies for the 

production sector of an economically developed state, 

where more attention is paid to artificial intelligence, 

ecology, integration of science, education, 

manufacturing, and services [1-3]. 
 

 

2. Main Part 
 

These days, more than ever, people think about 

their future, their families, their colleagues, their 

country, and even the entire humanity. They ask 

themselves, "What awaits us in the near and distant 

future?" Nowadays, scientists and thinkers are 

concerned with the philosophy of the future and even 

its design, which leads to the emergence effect and the 

creation of unexpected solutions at the level of 

inventions and scientific discoveries. It is possible by 

using systems thinking and applying evolution, genetic 

synthesis, and hybridization theories to complex 

technical systems (TS) that develop over time [3, 9]. 

The creation of complex systems is based on the 

basic genetics principle "From simple to complex," 

i.e., the idea of simplicity and the properties of 

elementary structures doctrine, which serve as a 

theoretical basis for generalizing and synthesizing 

knowledge in modern fundamental sciences. In this 

case, the methodological basis is the principle of the 

existence of a limited elementary (generative) 

structures number, which is confirmed by research in 

various fields [4, 7]. For example, all living organisms 

are formed from 24 chemical elements; the entire color 

range is formed from 7 colors; all musical pieces are 

written from 7 notes; all numbers consist of 10 digits; 

all electromagnetic field sources contain 6 geometric 

classes of surfaces, etc. 

At the current stage of technology evolution, 

specialists in various technical fields face steady trends 

of increasing complexity of problems. This is caused 

by the convergence of sciences in the form of  

nano-bio-info-cognitive-socio-ecological (NBICSE) 

technologies, widespread digital technologies, a sharp 
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increase in the volume of information, 

interdisciplinary level of knowledge, and artificial 

intelligence. 

Today, it is hard to imagine human activity without 

electricity. Therefore, the discovery of the 

electromagnetic field primary sources genetic 

classification [9] created the conditions for setting 

fundamentally new system tasks. The prominent place 

among them is occupied by the problems of prediction, 

which is carried out based on decoding and analyzing 

genetic programs of arbitrary functional classes 

structure formation of electromechanical systems [8]. 

The one of recent research conducted at Igor 

Sikorsky Kyiv Polytechnic Institute by mechanics and 

electro-mechanics departments, a genomic research 

program was implemented in practice, which opened 

up new functional classes of technical objects (Fig. 1). 

This made it possible to significantly save time and 

financial resources that are usually spent on searching 

for new original ideas, innovative projects, and 

technologies. The use of the theory of genetic 

electromechanics made it possible to carry out targeted 

genetic synthesis and prediction of new generation 

machines with their modeling in the form of structural 

genetic formulas described in details by Dr. 

Shinkarenko in his paper Fundamentals of The 

Electromechanical Systems Evolution Theory. which 

summarizes the invariant properties of the elemental 

information base of genetic classification, the 

fundamental principles of structural organization and 

the laws of evolution of electromechanical  

structures [5]. 
 

 

 
 

Fig. 1. The world's first technical objects synthesized  

in Igor Sikorsky Kyiv Polytechnic Institute based  

on the results of decoding their genetic programs. 

 

 

Mechanics (the science concerned with the motion 

of bodies) played an important role in the history of 

human activity. It is related to all natural phenomena, 

technological creations, and every natural science 

discipline. The discovery of seemingly contradictory 

new nature effects and phenomena makes it possible to 

predict and even anticipate the long-term development 

of science and technology and solve the most complex 

problems of humanity, including energy, environment, 

raw resources, information, and others. Similarly, to 

biological and electromagnetic genes, the basis of a 

mechanical gene at the genetic level, as a descendant 

of information created by Nature, can be elementary 

particles in the form of a dimensionless material point 

[5, 9] – stationary for static TS and moving under the 

influence of force, torque or both for dynamic TS. 

The process of human creative thinking (a mental 

process of reflecting objective reality and the highest 

level of human cognition) is associated with a large 

number of obstacles since it is impossible to 

unambiguously interpret the problem of thinking as it 

covers a wide range of actions of the left and right 

hemispheres of the human brain, which vary from 

alternative-logical to intuitive-practical thinking and 

their interaction or combination, which can be referred 

to as hybrid thinking [6] (Fig. 2). 
 

 

 
 

Fig. 2. Types of intelligence. Creative scientific  

and technical activity. 
 

 

The new industrial revolution Industry 5.0 is 

getting closer and closer, and it is qualitatively 

different from the four previous ones in terms of the 

human-centric technologies development aimed at 

enhancing person's physical capabilities, creative and 

intellectual potential, improving quality, and 

prolonging life [1]. A new concept appeared, which 

says that the future of technology is not technology 

that replaces Human but technology that 

complements Human. 

There are already the latest technologies for 

improving the body and mind. Theories and 

technologies aimed at human longevity have been 

developed. The future also belongs to small nuclear 

reactors, which will significantly reduce carbon 

dioxide emissions. People will produce food not in 

fields but in laboratories from cells using 

biotechnology. There have already been developed 

smart intelligent systems of various levels of 

complexity such as SmartZavod, Smart Spindle  

(Fig. 3) [10, 11], and others. 

Nature has provided resources for everything that 

Human creates and tries to create in its programs, 

which are made according to the basic genetics 

principle "From simple to complex." Therefore, 

"Nature is the main creator, and Human is one of the 

unsurpassed creations and a creator in their  

own image". 
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Today, many scientists from different countries and 

fields are trying to make predictions about future 

engineering and technology development, referring to 

the industrial revolutions Industry 4.0 and Industry 5.0 

[1-3]. 

The Israeli scientist Yuval Noah Harari states that 

two revolutions are happening simultaneously, and can 

be called the Biometric Sensor; the first is the 

development of computer science (the rise of learning, 

artificial intelligence); the second is the development 

of biology (neurobiology), where the body becomes an 

algorithm. According to him, the revolutionary process 

is carried out in three directions. The 1st one is 

bioengineering (growing new organs, renewing old 

organs, interfering with the body even at the genetic 

level, i.e., reprogramming DNA); the 2nd is a radical 

process, such as a combination of organic and 

inorganic (bionic arm, computer interface in the 

human brain, a second immune system created from 

millions of nanorobots, etc.); the 3rd direction is the 

most radical process (creation of entirely inorganic  

life forms). 

 
 

 
 

Fig. 3. Examples of smart intelligent systems: a) SmartZavod. Hybrid, polymer-based 3D-Printer;  

b) WEISS smart spindle with sensor module. 

 

 

4. Conclusions 
 

In the future, industrial revolutions will lead to a 

new level of interaction between people and machines 

in the workplace and everyday life. So far, no one can 

say how this will affect the society where Industry 5.0 

will appear. 
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Summary: The primary objective of this study was to establish a modeling framework based on the Hill method, with the aim 

of predicting, evaluating, and preemptively addressing changes in internal forces induced by work-related external loads. These 

changes can emerge as a complex interplay of factors that accumulate gradually over time. The mathematical model based on 

the Hill method has been designed and validated through both experimental and numerical means. The measurements collected 

using EMG signals demonstrated harmonic oscillator behavior, which closely matched the stimulated curves. Proposed 

muscle-oscillator model operates through time-varying muscle activations, driving the dynamics of the harmonic oscillator. 

This framework, as a result, provides a platform for assessing the current and future states of internal forces, predicting 

potential WorkRelated Musculoskeletal Disorders, and exploring the factors influencing muscle performance across muscles 

of various sizes. Furthermore, it can find application in the design of prosthetics and orthotics, as well as in the assessment of 

rehabilitation processes and improvement life quality of a person with Parkinson's diseases. 

 

Keywords: Biomedical systems, Modelling, Hill muscle method, Arm muscle deformation. 

 

 

1. Introduction 
 

Biomechanics is the scientific exploration of the 

forces that act upon and originate within the human 

body, and how these forces or loads influence tissues, 

fluids, or materials employed in the fields of diagnosis, 

treatment, and research. The term "load" refers to the 

physical stresses that act upon the body or anatomical 

structures within it [1]. These stresses encompass 

kinetic (related to motion), kinematic (related to force), 

oscillatory (involving vibration), and thermal (related 

to temperature) energy sources. Loads can originate 

from the external environment, such as the force 

generated by a power hand tool, or they may result 

from the occupational work related voluntary or 

involuntary actions of an individual [2]. Work-related 

musculoskeletal disorders (WRMD) result from a 

complex interplay of factors that can accumulate 

gradually over time. It's when these loads accumulate 

due to repeated exposures or prolonged durations that 

they eventually exceed the body's tissue tolerances. 

External loads originate within the physical work 

environment and are subsequently transferred through 

the biomechanics of the limbs and body, giving rise to 

internal loads in vivo affecting various tissues and 

anatomical structures [3]. These biomechanical factors 

encompass body posture, physical exertions, applied 

forces, and motion patterns. Additionally, individual 

characteristics, such as anthropometry, strength, 

agility, dexterity, and other factors, play a crucial role 

in mediating the transmission of external loads into 

internal loads on the anatomical structures of the body 

[1]. The potential development of musculoskeletal 

system disorders among workers is often also linked to 

improper arm postures associated with activities such 

as lifting, lowering, and gripping. 

In this study, we guided by Hill's Muscle Law 

crafted an innovative algorithm rooted in the 

deformation kinetics of hand-arm muscles, in order to 

intend of early or mid-term detection of 

Musculoskeletal Cumulative Injury from Sustained 

Repetitive tasks in individuals whose daily work 

consistently involves the application of the same 

muscle strength. In order to verify the suggested 

algorithm, we conducted experimental measurements 

on co-authors (in this study denoted volunteers). To 

achieve this objective, measurements were collected 

and analyzed through EMG (Electromyography) using 

the Biopac System. As result, by assessing the muscle 

deformation level based on the force values obtained 

from the EMG signal, it may be possible to discern 

whether the situation carries a risk of Musculoskeletal 

Cumulative Injury from Sustained Repetitive tasks. 

This algorithm enables the periodic prediction of the 

timeframe during which Work-Related 

Musculoskeletal Disorders (WRMD) may potentially 

occur in the muscles or muscle groups of workers who 

consistently utilize the same muscle strength in their 

daily tasks. Consequently, workers can be encouraged 

to alternate between different tasks that engage various 

muscle groups, reducing the risk of developing such 

disorders. A review of the literature reveals that  

Hill-type muscle models have been employed for 

elucidating various aspects of muscle behavior, 

including tasks such as: determining the force velocity 

relationship [4]; biomechanics and physiology of 

muscles determining the force-velocity relationship [5] 

Jovanovoc had compared Hill muscle model and 
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Huxley’s muscle model [6]. Hill muscle models have 

also been extensively used in the realms of muscle 

physiology, biomechanics, and their application in 

prosthetic and orthotic design, as well as in the 

assessment of rehabilitation processes [7]. 

Furthermore, Hill-type muscle models are widely 

employed in biomechanical simulations to predict both 

passive and active muscle forces across a range of 

movements. This model provides estimates of muscle 

forces at the organ level, positioning them as 

macroscopic muscle models. Within the realm of 

mechanics, Hill-type muscle models are categorized as 

0-dimensional (0-D) elements due to their absence of 

mass and inertia [8]. These models yield  

one-dimensional force outputs that are applied as 

moments to skeletal models, spanning from the origin 

to insertion points, or alternatively through the use of 

fixed lever arms. The key inputs for Hill-type muscle 

models encompass muscle length, or more precisely, 

muscle-tendon-complex (MTC – denoted in this study 

as 'x") length, MTC contraction rate, and 

neuromuscular excitability. Typically, these models 

consist of three fundamental components: a contractile 

element encompassing force-length and force velocity 

dependencies, as well as a series and a parallel elastic 

element, which can be configured in various 

arrangements) [4]. 

The biomechanical elements of the muscle are 

visually represented in Fig. 1, where tendons are 

depicted as serial elastic elements, and muscles are 

illustrated as contractile elements [5]. 

 

 
 

Fig. 1. A biomechanical compounds of a muscle  

(adopted from [5]). 

 

The model of the muscle-tendon complex (MTC) 

comprises four essential components (refer to Fig. 2). 

Contractile Element (CE) – This element 

represents the active force generation capability of the 

muscle; Parallel Elastic Element (PEE) – Positioned in 

parallel with the CE, this component plays a role in the 

muscle's mechanical properties; Series Elastic Element 

(SEE) – Aligned in parallel with the CE, the SEE 

influences the muscle's length (referred to as lSEE); 

Series Damping Element (SDE) – Positioned parallel 

to the SEE, the SDE contributes to the overall damping 

effect within the system. Together, these four elements 

work in concert to maintain force equilibrium [4]. 

In a study conducted by A.F. Vakilyeva (Fig. 3) [9] 

a mechanical model of the human knee joint was 

created, enabling the customization of individual 

biomechanical parameters, which may vary from one 

person to another. The equation was derived using a 

muscle pair, often referred to as "agonist-antagonist", 

as a mathematical simulation for joint flexion  

and extension. 

 

 
 

Fig. 2. Muscle-tendon complex MTC model (adopted  

from [4]). 

 

 
 

Fig. 3. Elastic Muscle Model (adopted from [9]). 

 

Serbest K, [7] perform a dynamic analysis of the 

forearm curls exercise with dumbbell using the 

following simulation model (Fig. 4). Elbow joint 

moment, biceps brachii force and muscle work were 

calculated. The results were as follows: The joint 

moment was between 14.45 – 28.24 Nm, the maximum 

muscle force was 941.5 N and the muscle work was 

27.58 J. The Hill muscle model was applied on is 

described as follows: CC represents the contractile 

components, comprising actin and myosin fibers; PEC 

represents the connective tissues, including 

endomysium, perimysium, and sarcolemma, which 

provide support to the muscle fibers; SEC stands for 

the force transmitted to the muscle by tendons. In this 

model, CC is represented as a damping element, while 

PEC and SEC are depicted as spring elements. 

Consequently, the relationship between muscle 

strength and contraction speed is primarily governed 

by CC, and the relationship between muscle strength 

and muscle length is predominantly influenced by 

PEC. The most pivotal component affecting muscle 

strength is CC, while secondary contributions to 

muscle strength come from SEC. As the contraction 

persists, the force generated in the tendons is 

transferred to the muscles, further bolstering  

muscle contraction. 

 

 
 

Fig. 4. Hill muscle model (adopted from [7]). 

 

In presented study, we have implemented a novel 

approach for elbow joint and incorporating the Hill 

method, to develop a new algorithm for analyzing 
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forearm muscle mechanics. This algorithm serves 

multiple purposes, including the prevention and 

prediction of certain diseases, such as Work-Related 

Musculoskeletal Disorders (WRMD). Furthermore, it 

finds application in the design of prosthetics and 

orthotics, as well as in the assessment of  

rehabilitation processes. 

 

 

2. Results and Discussion 
 

2.1. Border Conditions-initial Conditions 

 

In this study a muscle under investigation is the 

biceps, a significant muscle located in the anterior part 

of the upper arm, spanning from the shoulder to the 

elbow. The biceps muscle traverses both the shoulder 

and elbow joint and plays a pivotal role in enabling 

supination of the forearm and facilitating flexion at the 

elbow [10]. 

In the initial condition, the arm should be oriented 

perpendicularly to the OX -body's axis. The initial state 

of the forearm is depicted in Fig. 5. To achieve this, we 

positioned the humerus on a flat surface, with the 

radius and ulna bones aligned perpendicularly to it. We 

considered the deviation angle (φ) to be 0 in this 

context, representing the arm's balanced state at the 

outset. Fig. 6 is schematic representation of initial 

position, where the elbow joint is denoted by a circle, 

the humerus by a horizontal line, the radius and ulna 

bones by a vertical line and the length of the muscle 

connected to the radius and ulna bones of the forearm 

by 'x.'. As illustrated in Fig. 6, we took in consideration 

a radius of elbow joint in our model and denoted  

it as ‘r’. 

 

 
 

Fig. 5. Schematic illustration of initial position: angle at 0°. 

 

The model of the biceps muscle-tendon complex 

(MTC) is provided in Fig. 7. The following definitions 

have been employed to describe the muscle-tendon 

complex (MTC) model: T represents the tensile force; 

A stands for the generator of the muscle force; b 

denotes the damping constant; Kpe refers to the parallel 

element constant and x1 represents its length; KSE 

signifies the series element constant and x2 signifies its 

length; and x represents the total length of the MTC. 

This model comprises four fundamental components, 

as depicted in Fig. 7. 

 
 

Fig. 6. Initial position: angle at 0°. 

 

 
 

Fig. 7. Hill Muscle-Tendon Model MTS. 

 

Volunteers were instructed to assume the positions 

depicted schematically in Figs. 8-10, as well as the 

postures associated with the boundary conditions 

illustrated in Figs. 11-13. The objective here is to 

discern the distinctions within the signals during 

various phases of the movement. 

In Fig. 8, the angle measures 45° during the 

movement, while in Fig. 8, it reaches 90°, and in  

Fig. 9, it stands at 60°. This implies that the deviation 

angle (φ) varies between 60° and 90°. 

 

 -π/3 < ɸ < π/2  

 

 
 

Fig. 8. Dynamic conditions: angle at -45°. 

 

 
 

Fig. 9. Border conditions: angle at 90°. 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

289 

 

 
 

Fig. 10. Border conditions: angle at 60°. 

 

 
 

Fig. 11. Border conditions: angle at 45°. 

 

 
 

Fig. 12. Border conditions: angle at 90°. 

 

 
 

Fig. 13. Border conditions: angle at 60°. 

 

 

3. Mathematical Model of Muscle 

 
The equation developed to represent the muscle is 

detailed below. 

 𝑇 =  𝐾𝑆𝐸(𝑥2 − 𝑥2
∗), (1) 

 

 𝑇 =  𝐾𝑃𝐸(𝑥1 − 𝑥1
∗) + 𝑏𝑥1̇ + 𝐴, (2) 

 

 𝑥 =  𝑥1 + 𝑥2, (3) 

 

 
𝑥∗  =  𝑥1

∗ + 𝑥2
∗  → 𝑥 − 𝑥∗ = 

= (𝑥1 − 𝑥1
∗) + (𝑥2 − 𝑥2

∗), 
(4) 

 
𝑇 =  𝐾𝑆𝐸(𝑥2 − 𝑥2

∗) − 𝐾𝑃𝐸(𝑥1 − 𝑥1
∗) +  𝑏𝑥1̇ + 𝐴, (5) 

 

 𝑥2  =  
𝑇

𝐾𝑆𝐸
+ 𝑥2

∗ → �̇�2  =  
𝑇

𝐾𝑆𝐸
, (6) 

 

𝑇 =  𝐾𝑆𝐸(𝑥2 − 𝑥2
∗) − 𝐾𝑃𝐸

𝑇

𝐾𝑆𝐸
+ 𝑏(�̇� − 𝑥2) + 𝐴̇ , (7) 

 

 �̇�  =  
𝐾𝑆𝐸

𝑏
(𝐾𝑃𝐸∆𝑥 + 𝑏�̇� − (1 +

𝐾𝑃𝐸

𝐾𝑆𝐸
) 𝑇 + 𝐴), (8) 

 

where T is the Muscle tension force, A is the Generator 

of the force of muscle contractions, 𝐾𝑆𝐸  is the 

represents the constant of proportionality – the 'spring 

coefficient of the series element, 𝐾𝑃𝐸 is the represents 

the constant of proportionality – the 'spring coefficient 

of the parallel element, b is the Damping factor, 𝑥1 is 

the Muscle’s length, 𝑥2 is the Tendon’s length, x refers 

to the length of the complex muscle+tendon. 

Upon articulating the tension force of the muscle 

using the Hill muscle model, the moment generated by 

the muscle force is then described as: 

 

 𝑀𝑘𝑎𝑠  =  𝑇𝑘𝑎𝑠. 𝐿𝑘𝑎𝑠  =  (
𝐾𝑃𝐸

1+
𝐾𝑃𝐸
𝐾𝑆𝐸

∆𝑥 +
1

1+
𝐾𝑃𝐸
𝐾𝑆𝐸

𝐴) 𝑟, (9) 

 

and the dynamic equation: 

 

𝐽ɸ̈  =  𝑚�̅�𝑙𝑠𝑖𝑛ɸ + (
𝐾𝑃𝐸

1+
𝐾𝑃𝐸
𝐾𝑆𝐸

∆𝑥 +
1

1+
𝐾𝑃𝐸
𝐾𝑆𝐸

𝐴)𝑟  (10) 

 

 

4. Results and Discussion 

 
Simulation parameters are shown in Table 1. 

 

 
Table 1. Simulation parameters. 

 
Parameters (With 

Definitions) 
Value Unit Source 

𝐾𝑆𝐸 (Also, k2) 10000 N/m Calculated Eq. (1) 

𝐾𝑃𝐸 (Also, k1) 1969 N/m Calculated Eq. (2) 

d𝑥1 (Change in 

muscle length) 
2.54/100 m Calculated Eq. (2) 

d𝑥2 (Change in 

tendon length) 
0.5/100 m Calculated Eq. (1) 

𝑇0 (tension force) 50 N 
Measured with 

Biopac System 

R (Radius) 0.02 m 
Measured from 

volunteer 

b (Damping factor) 0.1 m Calculated Eq. (8) 

m (mass) 0.3 kg 
Measured by 

Volunteer 
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Governing equations are simulated to be able to 

compare with experimental results. Oscillatory 

behavior and exponential decaying are observed 

complying with the laboratory measurements, see  

Figs. 14 and 15. 

 

 
 

Fig. 14. Simulation results for muscle force. 

 

 
 

Fig. 15. Experimental results for muscle force. 

 

 

5. Conclusions 
 

In this study, our primary objective was to establish 

a novel modeling framework based on the Hill method, 

incorporating personal constants such as elbow radius 

and damping factor into the mathematical model. The 

developed mathematical model was rigorously 

validated through both experimental and numerical 

methods. The measurements obtained using EMG 

signals exhibited oscillatory behavior, closely aligning 

with the stimulated curves. 

This innovative framework serves as a versatile 

platform for evaluating the current and future states of 

internal forces, predicting potential occurrences of 

WRMD and investigating the factors influencing 

muscle performance across muscles of varying sizes. 

Moreover, it has practical applications in the field of 

prosthetic and orthotic design, as well as in the 

assessment of rehabilitation processes, contributing to 

the overall improvement in the quality of life for 

individuals dealing with Parkinson's disease. 
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Summary: Hill-type muscle models play a significant role in biomechanics, offering predictions and insights into muscle 

behavior, especially in cases where direct measurement of muscle forces is challenging. To reinforce the validity of the 

proposed Hill model, a combination of numerical and experimental data can be gathered. This involves utilizing 

electromyography (EMG) devices, which measure muscle responses or electrical activity triggered by nerve stimulation. Here, 

we utilized a mathematical model based on the Hill method to forecast and verify both experimental and numerical data. The 

data collected through EMG signals showcased harmonic oscillator behavior, closely resembling the stimulated curves. The 

proposed muscle-oscillator model operates by employing time-varying muscle activations, influencing the dynamics of the 

harmonic oscillator. This framework demonstrates promising potential in the design of prosthetics and orthotics, the 

assessment of rehabilitation processes, and in improving the quality of life for individuals coping with movement and 

coordination disorders. Furthermore, our study establishes a platform that allows the evaluation of both current and future 

internal force conditions. 

 

Keywords: Biomechanics, Biomedical systems, Modelling, Hill muscle method, Arm muscle deformation. 

 

 

1. Introduction 
 

Biomechanics is the field of study that uses the 

engineering tools of statics, dynamics, and strength of 

materials to analyze the kinetics (i.e., loads) and 

kinematics (i.e., motions) experienced by the 

musculoskeletal system. These loads and motions may 

be generated during a whole host of very different 

activities of daily living, disease conditions, or injury 

events. Biomechanics can be divided into five or more 

primary subfields such as occupational, sports; 

transportation, rehabilitation and orthopedic 

biomechanics [1]. 

All these subfields use engineering analysis tools in 

order to characterize the mechanical properties of 

bones, joints, muscles and soft tissues; develop new 

implants and biomaterials for artificial joint 

replacement, muscles and soft tissue repair; and bone 

fracture fixation. Biomechanically, the motion of the 

body's links is orchestrated through the intricate 

interplay of skeletal muscles, the nervous system, 

bones, and joints. Within this orchestration, skeletal 

muscles play a pivotal role in generating forces during 

movement. Force generation occurs through the 

controlled contraction of muscles, facilitated by the 

interaction of actin and myosin fibers within the 

muscle structure [2]. 

A comprehensive understanding of muscle 

contraction paves the way for advancements in training 

methodologies, the analysis of muscle injuries, and the 

development of artificial limbs and muscles. Two 

prominent theories have historically characterized the 

study of muscle contraction. The first theory, known as 

the Hill muscle model developed by A. V. Hill [3, 4], 

focuses on the mechanical aspects of muscle 

contraction, elucidating the macroscopic properties of 

muscles. This model delves into the mechanical 

properties of contraction, offering insights into the 

overarching behavior of muscles. In contrast, the 

sliding filament or cross-bridge theory proposed by 

Huxley [5]. Proposed mechanism of force generation 

in striated muscle. Nature, constitutes the second 

prevalent theory of muscle contraction. This theory  

[6, 7], comprehensively explains muscle contraction 

by delving into its molecular foundations, shedding 

light on the microscopic properties and mechanisms 

governing muscle function. In terms of biomechanics, 

Hill's theory incorporates a 3-element model 

comprising a contractile element (CE) in series with a 

lightly-damped elastic spring element (SE) and 

running parallel to a lightly-damped elastic parallel 

element (PE). Therefore in the present study we 

employed Hill's Muscle Law to develop an innovative 

algorithm grounded in the deformation kinetics of 

hand-arm muscles. The primary goal was to facilitate 

the early or mid-term detection of Musculoskeletal 

Cumulative Injury resulting from sustained repetitive 

tasks in individuals routinely exerting consistent 

muscle strength in their daily work. 

To validate the proposed algorithm, we performed 

experimental measurements on our co-authors who 

served as volunteers in this study. Our methodology 

encompassed gathering and analyzing data through 

EMG (Electromyography) facilitated by the Biopac 

System. By evaluating muscle deformation levels 

derived from force values obtained via the EMG 

signal, we aimed to identify potential risk scenarios 

associated with Musculoskeletal Cumulative Injuries. 
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These risks commonly arise from sustained repetitive 

tasks within occupational, sporting activities, and 

under orthopedic loads. 

 

2. Results and Discussion 
 

2.1. Initial and Boundary Conditions 

 
The Biceps muscle, one of the muscles investigated 

in this study, is a large muscle located on the front of 

the upper arm between the shoulder and elbow. The 

biceps muscle is a muscle that passes through both the 

shoulder and elbow joints, and its main function is to 

provide supination of the forearm and flexion  

at the elbow. 

In the initial condition, the arm should be oriented 

perpendicularly to the OX -body's axis. The starting 

position of the forearm is shown in Fig. 1. To provide 

the starting position, we placed the humerus bone on a 

flat surface and positioned the radius and ulna bones 

perpendicular to the humerus. In this position, we 

assumed the deflection angle (φ) to be 0. 

 

 
 

Fig. 1. Schematic illustration of initial position: angle at 0°. 

 

The deflection angle of 0 represented the initially 

balanced and stable state of the arm. Fig. 2 shows the 

starting position, with the ulna depicted by a circle, the 

humerus represented by a horizontal line, the radius 

and ulna bones represented by a vertical line, and the 

length of the muscle attached to the radius and ulna 

bones. In Fig. 2, the radius of the elbow joint is 

indicated by 'r'. 

The model of the biceps muscle-tendon block is 

given in Fig. 3. The following definitions are used to 

explain the model of the muscle-tendon block: T 

represents the tensing force; A is the generator of 

muscle force; b is the damping constant; KPE denotes 

the parallel element constant and also represents the 

length x1; KSE denotes the constant of the serial 

element as well as the length x2; and x represents the 

total length of the muscle tendon block. This model 

consists of four key components as shown in Fig. 3. 

Volunteers were instructed to perform positions 

related to the boundary conditions shown in Fig. 4,  

Fig. 6 and Fig. 8, in addition to the positions shown 

schematically in Fig. 5, Fig. 7 and Fig. 9. The aim here 

is to distinguish the angles of the phases of the different 

postures that occur during the various stages of the 

movement. 

 
 

Fig. 2. Initial position: angle at 0°. 

 

 
 

Fig. 3. Hill Muscle-Tendon Model. 

 

In Fig. 4, the angle is 15° during movement, in  

Fig. 6 it reaches 45°, and in Fig. 8 it stops at 90°. This 

means that the deviation angle (φ) varies from  

15° to 90°. 

Boundary conditions: 

 

 (-π/12 < ɸ < π/2)  

 

 
 

Fig. 4. Boundary condition: angle at -15°. 

 

 
 

Fig. 5. Boundary condition: angle at -15°. 
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Fig. 6. Boundary condition: angle at 45°. 

 

 
 

Fig. 7. Boundary condition: angle at 45°. 

 

 
 

Fig. 8. Boundary condition: angle at 90°. 

 

 
 

Fig. 9. Boundary condition: angle at 90°. 

 

 

3. Mathematical Model of Muscle 
 

The equation created to symbolize muscles is 

explained step by step below 

 

 𝑇 =  𝐾𝑆𝐸(𝑥2 − 𝑥2
∗), (1) 

 

 𝑇 =  𝐾𝑃𝐸(𝑥1 − 𝑥1
∗) + 𝑏𝑥1̇ + 𝐴, (2) 

 𝑥 =  𝑥1 + 𝑥2, (3) 

 

 
𝑥∗  =  𝑥1

∗ + 𝑥2
∗  → 𝑥 − 𝑥∗ = 

= (𝑥1 − 𝑥1
∗) + (𝑥2 − 𝑥2

∗), 
(4) 

 
𝑇 =  𝐾𝑆𝐸(𝑥2 − 𝑥2

∗) − 𝐾𝑃𝐸(𝑥1 − 𝑥1
∗) +  𝑏𝑥1̇ + 𝐴, (5) 

 

 𝑥2  =  
𝑇

𝐾𝑆𝐸
+ 𝑥2

∗ → �̇�2  =  
𝑇

𝐾𝑆𝐸
, (6) 

 

𝑇 =  𝐾𝑆𝐸(𝑥2 − 𝑥2
∗) − 𝐾𝑃𝐸

𝑇

𝐾𝑆𝐸
+ 𝑏(�̇� − 𝑥2) + 𝐴̇ , (7) 

 

 �̇�  =  
𝐾𝑆𝐸

𝑏
(𝐾𝑃𝐸∆𝑥 + 𝑏�̇� − (1 +

𝐾𝑃𝐸

𝐾𝑆𝐸
) 𝑇 + 𝐴), (8) 

 

where T is the Muscle tension force, A is the Energy 

of the force of muscle contraction, 𝐾𝑆𝐸  is the Series 

spring constant, 𝐾𝑃𝐸 is the Parallel spring constant, b 

is the Damping factor, x is the Length of muscle  

and tendon. 

The torque created by the force of the muscle is 

formulated as follows. 

 

 
𝑀Muscle = 𝑇Muscle. 𝐿Muscle =  

= [(𝐾PE/(1+𝐾PE/𝐾SE)∆𝑥)+ (1/(1+𝐾PE/𝐾SE) 𝐴)]𝑟, 
(9) 

 

the dynamic equation is expressed as 

 

𝐽ɸ̈ = 𝑚�̅�𝑙𝑠𝑖𝑛ɸ+[(𝐾PE/(1+𝐾PE/𝐾SE)∆𝑥)+ 

+(1/(1+𝐾PE/𝐾SE) 𝐴)]𝑟 

(10) 

 

 

4. Results and Discussion 
 

Model, and equation parameters and experimental 

data are shown in Table 1. 
  

 

Table 1. Simulation parameters and experimental data. 
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Dynamic equations are simulated to match with 

experimental results. Characteristic oscillatory 

behavior and exponential decaying are observed 

complying with the laboratory measurements, see  

Figs. 10 and 11. Nominal tension force follows the 

expected time trajectory regarding physical 

constraints. 
 

 
 

Fig. 10. Simulation results for muscle force. 

 

 
 

Fig. 11. Simulation results for torque. 
 

 

5. Conclusions 
 

We have showcased the establishment of a novel 

modeling framework based on the Hill method, 

integrating personal constants such as elbow radius 

and damping factor. This meticulously crafted 

mathematical model underwent rigorous validation 

utilizing both experimental and numerical 

methodologies. The measurements derived from EMG 

signals revealed an oscillatory behavior closely 

mirroring the stimulated curves. This capability 

enables the prediction of potential risk scenarios 

associated with musculoskeletal cumulative injuries, 

which commonly stem from sustained repetitive tasks 

in occupational settings, sporting activities, and under 

orthopedic loads. 
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Summary: In the context of Industry 4.0, this paper examines the integration of four key design principles – Interconnection, 

Information Transparency, Decentralized Decisions, and Technical Assistance – into the Reference Architecture Model 

Industry 4.0 (RAMI 4.0). While RAMI 4.0 offers a robust foundation, its abstract nature hinders practical application. The 

analysis reveals that RAMI 4.0 partially incorporates the design principles, however because of its abstract nature companies 

often fail to instantiate it. In an industrial case study, a more specific reference architecture is developed based on RAMI 4.0 

which incorporates all four design principles more explicitly. The paper underscores the importance of more detailed reference 

architectures for effective system design in Industry 4.0, offering actionable insights for companies navigating the complexities 

of this evolving industrial landscape. 

 

Keywords: Reference architecture, Industry 4.0, Reference Architecture Model 4.0, Model-based systems engineering,  

Design principles. 

 

 

1. Introduction 

 
In the era of Industry 4.0, the adoption of design 

principles plays a pivotal role in shaping the future of 

industrial systems. This paper explores the integration 

of four key design principles proposed by Hermann et 

al. [1] – Interconnection, Information Transparency, 

Decentralized Decisions, and Technical Assistance – 

into Industry 4.0 systems during the systems 

engineering process. In this context, reference 

architectures, which serve as guideline or blueprint 

during the systems engineering process, play an 

increasingly important role. Integrating the design 

principles into reference architectures reinforces their 

use when designing industrial systems. While the 

Reference Architecture Model Industry 4.0 (RAMI 

4.0) [2] already encompasses these principles to some 

extent, this paper aims at investigating the extent of 

their inclusion and proposes more specific reference 

architectures to further reinforce these design 

principles during system design. Moreover, due to the 

abstract nature of RAMI 4.0 many companies fail to 

make use of the framework for designing Industry 4.0 

systems [3]. Therefore, domain-specific reference 

architectures may provide a suitable solution to 

increase the acceptance of RAMI 4.0 and at the same 

time reinforce the adoption of the four  

design principles. 

This paper provides two main contributions. First, 

an analysis of RAMI 4.0 is conducted, to discern the 

existing integration of the design principles. This 

examination serves as a foundation for understanding 

the strengths and potential gaps within the current 

framework. Subsequently, the paper delves into the 

development of a specific reference architecture based 

on RAMI 4.0, with a primary focus on evaluating how 

the four design principles can be more explicitly 

incorporated into the architecture. 

The paper concludes with a discussion of the 

findings, outlining the benefits of adopting more 

specific reference architectures that explicitly 

reinforce the use of the design principles proposed by 

Hermann et al. during system design and at the same 

provide a blueprint and guideline during the systems 

engineering process. 

 

 

2. State of the Art 
 

This section provides an overview over various 

topics relevant for the research presented in this paper. 

First the abstract reference architecture model RAMI 

4.0 is introduced, followed by a more general 

definition of reference architecture. Finally, the four 

Industry 4.0 design principles defined by Hermann et 

al. are outlined. 

 

 

2.1. Reference Architecture Model Industry 4.0 

 
RAMI 4.0 is an abstract type of reference 

architecture and provides a framework for systems 

engineering in an industrial context. The  

three-dimensional model which encompasses all key 

facets of Industry 4.0, serves as guideline for 

categorizing Industry 4.0 technology and illustrating 

the interconnections within industrial systems. Its 

primary objective is to establish a shared 

understanding of Industry 4.0 systems and present 

diverse stakeholder perspectives. RAMI 4.0 comprises 

three axes: Hierarchy Levels, Life Cycle & Value 

Stream, and Layers, shown in Fig. 1. 
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Fig. 1. RAMI 4.0 [6]. 

 

The Hierarchy Levels axis, rooted in IEC 62264 

[4], describes various functionalities within a factory. 

Expanding beyond the layers in the traditional 

automation pyramid, this axis also includes the layers 

Product and Connected World, accommodating 

Internet-of-Things (IoT) elements and thereby 

reflecting Industry 4.0 systems. Based on IEC 62890 

[5], the Life Cycle & Value Stream axis of RAMI 4.0 

delineates different states during the development and 

production phase of production systems and products. 

Meanwhile, the Layers axis encompasses six 

interoperability layers, each representing different 

aspects and features of the system [2, 6]. 

Despite being standardized in 2016, RAMI 4.0 sees 

limited adoption among industry companies due to its 

high level of abstraction. 

 

2.2. Reference Architecture 

 

Reference architectures are defined as collections 

of knowledge and best practices for developing system 

architectures in a given context or domain. These 

architectures serve as both blueprints for new systems 

and promoters of standardization, thereby enhancing 

system quality and the architecture development 

process. To ensure comprehensibility, a shared 

vocabulary specific to the domain is employed within 

a reference architecture. 

Reference architectures can be classified in various 

ways, such as distinguishing between high and  

low-level abstraction architectures, domain-specific 

and non-domain-specific architectures, or single and  

multi-organization architectures. Reference 

architectures have been successfully applied in diverse 

domains, including automotive, avionics, and 

industrial production plants [7]. 

 
2.3. Design Principles Industry 4.0 

 

Hermann et al. [1] have identified four key design 

principles for Industry 4.0 systems depicted in Fig. 2: 

Interconnection, Information Transparency, 

Decentralized Decisions and Technical Assistance. 

 

Interconnection 

The concept of Internet of Things (IoT) has 

evolved into a broader concept known as the Internet 

of Everything (IoE). This includes aspects such as 

people, content, ideas, and concepts already 

encompassed by IoT. Collaboration types vary, 

involving communication between homogeneous 

participants (M2M) or between humans and machines 

(HCI). Common communication standards allow for 

modularization and form the basis for production  

in lotsize-1. 

 

Information Transparency 

Effective decision-making requires participants in 

the communication network to have access to 

contextually relevant information. Information from 

the virtual and physical world needs to be aggregated 

to form a meaningful context that can be interpreted by 

IoE participants via assistance systems. 

 

Decentralized Decisions 

Combining Interconnection and Decentralized 

Decision-Making allows for better decision-making 

and increases productivity. In the IoE, participants 

work autonomously, resorting to higher levels only in 

exceptional circumstances. Cyber-Physical Systems 

(CPS) with embedded computers enable autonomous 

monitoring and control of the physical world. 

 

Technical Assistance 

To support strategic decision-making Technical 

Assistance needs to be provided. Assistance systems 

are crucial for aggregating and visualizing information 

for informed decision-making. The displayed 

information needs to be dependable and in time. 

 

 

 
 

Fig. 2. Industry 4.0 design principles. 

 

 
3. Approach 
 

The approach for this research involves the use of 

the iterative method ProSA-RA for the development of 

a reference architecture. ProSA-RA, with its iterative 

nature, provides a structured framework for refining 

and evolving the architecture, ensuring a 

comprehensive exploration of the design space [8]. 

Additionally, the theoretical concepts of design 

science research (DSR) [9] and the agile design science 

research methodology (ADSRM) [10] were integrated 

to address the challenges posed by a rapidly changing 

industrial environment. The agility embedded in the 

methodology allows for a quick adaptation to 
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emerging trends and facilitates the incorporation of 

agile methods into the iterative design process. 

 
4. Analysis of Design Principles in RAMI 4.0 
 

RAMI 4.0 needs to consider the four Industry 4.0 

Design Principles to enable its application for 

industrial systems engineering. In various  

proof-of-concepts model-based systems engineering 

(MBSE) was used to evaluate how the design 

principles are addressed by RAMI 4.0. The evaluation 

is based on several implemented use cases, which have 

been proposed in the context of previous research 

projects. This paper analyzes the respective results and 

subsequently provides a meaningful assessment of 

how the design principles are addressed by RAMI 4.0. 

 

Interconnection 

Interconnection is ensured by modeling the 

dependencies and traceability of all system elements 

within the system model or even between complex 

System of Systems (SoS) [13]. 

 

Information Transparency 

Information Transparency is ensured by using a 

model as single point of truth and consistently 

interconnecting information objects within the 

Information Layer. The Information Layer of RAMI 

4.0 provides a holistic view of all the data accumulated 

by the system and therefore ensures Information 

Transparency. However, as outlined by Binder et al. 

applying the theoretically defined concepts of the 

RAMI 4.0 Information Layer often fails in real world 

use cases due to its abstract nature [3]. 

 

Decentralized Decisions 

Decentralized Decision-Making is ensured by 

RAMI 4.0 being a Service-oriented-Architecture 

(SoA) in itself. Especially the Component Layer of 

RAMI 4.0 deals with service-oriented communication 

and the interfaces between respective components. 

Although providing a suitable framework for SoA and 

thereby allowing for Decentralized Decision-Making 

in theory, the lack of a detailed specification of the 

Component Layer hinders its application [11]. 

 

Technical Assistance 

Technical Assistance is ensured by the RAMI 

Toolbox, providing a GUI as well as a modeling 

process description with a step-by-step guideline. The 

RAMI Toolbox allows for a MBSE systems 

engineering approach [12]. 

 

The findings of the initial analysis reveal that 

RAMI 4.0 serves as a robust foundation for 

incorporating the four design principles. To sum up, 

Information Transparency is achieved through the 

comprehensive modeling of the information flow 

between components in the Information Layer and by 

providing a holistic view of the industrial ecosystem. 

Decentralized Decision-Making is facilitated by the 

service-oriented nature of RAMI 4.0. 

Technical Assistance, is provided by the RAMI 4.0 

Toolbox and Interconnection is achieved by modeling 

the interconnection of components across  

various layers. 

Although all four design principles are 

incorporated in principle, the issue when developing a 

system architecture based on RAMI 4.0 is its abstract 

nature. RAMI 4.0 lacks the specificity demanded by 

companies seeking a more tangible, domain-specific 

blueprint for modeling. To reinforce the use of the four 

design principles during systems design, a more 

specific reference architecture is required. 

 

 

5. Reference Architecture Implementation 
 

This section presents the development of a detailed 

reference architecture based on RAMI 4.0. Beyond 

incorporating the design principles in a more detailed 

manner than RAMI 4.0 alone, the developed reference 

architecture also aims at being more easily applicable 

in an industrial context. 

The reference architecture model was developed 

using MBSE, following the ProSA-RA approach. The 

reference architecture model was developed with the 

modelling tool Enterprise Architect (EA) and the 

RAMI 4.0 toolbox Add-In. 

Before starting with the development of the 

reference architecture, its goals and the scope of 

application were specified. The developed reference 

architecture shall provide a guideline for the systems 

engineering process for flexible plastic component 

production systems. Additionally, the reference 

architecture should serve as decision aid for choosing 

the components and assets used for executing the 

production process. To reinforce the Industry 4.0 

design principles during systems, design the reference 

architecture should incorporate the four principles. 

To serve as blueprint for a plastic components 

production system, the abstract production process 

depicted in the reference architecture contains 

different work stations for modifying and handling 

plastic components: a 3D printer and a milling station, 

for modifying plastic components; a robot and a 

conveyor belt for transporting goods and a turntable 

and assembly station for turning and combining 

individual plastic components to form the assembled 

products. This abstract production process was 

modelled across all Interoperability Layers of RAMI 

4.0, mainly on the Hierarchy Level Station with some 

additional information on the Work Center and Control 

Device Level. 

For the reference architecture to serve as decision 

aid for the components or assets used in the production 

process, the reference architecture contains multiple 

solutions for different logical components and 

functionalities. For transporting plastic components 

for instance, a robot or a conveyor belt might be used 

with different benefits and limitations. The functions 

and requirements the different solutions fulfill are 

modelled as capabilities in the reference architecture. 

Every solution has various provided capabilities which 
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fulfill the requirements of the production process to 

some extent. The required capabilities are formulated 

and specified during the requirements engineering 

process together with relevant stakeholders and are 

added to the model. The provided and required 

capabilities can then be matched to provide an 

overview over which capabilities are fulfilled and 

which solutions might be the best for fulfilling most 

requirements. In the reference architecture those 

required and provided capabilities are modelled based 

on a capability ontology constructed with the Web 

Ontology Language (OWL). The developed ontology 

describes the interconnection of capabilities on 

different abstraction levels and therefore allows to 

model sub-capabilities and form a capability tree. 

The reference architecture is structured in two main 

parts – a variable and a consistent part. The consistent 

part contains the logical architecture, while the 

variable part reflects the technical architecture. 

Thereby, the reference architecture can be used as 

blueprint for a new system architecture by building 

upon the consistent logical architecture. At the same 

time the variable part of the reference architecture may 

be used as decision aid by providing some potential 

technical solutions, modelled on the Asset Layer of 

RAMI 4.0, with their respective provided capabilities. 

Moreover, the variable part of the reference 

architecture might differ between companies or 

company location while the consistent part might be 

used for a whole domain or a number of  

different companies. 

The following description provides an overview 

over the RAMI 4.0 layers included in the developed 

reference architecture on Station Level. 
 

Business Layer 

The Business Layer of the reference architecture 

describes the system context of a plastic component 

factory. Raw material is delivered to the system of 

interest and the finished plastic components are passed 

on to the storage system. Moreover, the Business Layer 

includes a business case diagram with the identified 

use case Produce plastic components which is 

influenced by two business actors, a factory owner and 

a production line operator. Two requirement diagrams 

– a business and a functional requirement diagram, 

include common requirements for plastic component 

production systems. To give some examples, the 

performance requirements processing more than X 

parts per minute and a service time of less than X 

seconds for instance are included. As for functional 

requirements the need for a user interface and  

pick-and-place transportation are modelled as 

requirements. 

 

Functional Layer 

On this layer common functionalities in a plastic 

component production system are depicted, such as 

transport, turn, mill, 3D print, punch and assemble. 

Additionally, input and output of the functions and 

their interconnection is included on this layer. 

Moreover, the reference architecture includes the 

provided capabilities of these functions. The function 

3D print provides the capability transform raw plastic 

into plastic components for instance. 

 

Information Layer 

On the Information Layer a common information 

exchange between logical components, fulfilling the 

functions defined in the Functional Layer is depicted. 

For instance, some form of component data is 

exchanged between logical elements for them to fulfill 

the desired functionality. 

 

Communication Layer 

On this layer common interfaces between logical 

elements are further specified. One such interface is 

the component delivered interface which is used to 

notify the respective logical element. The 

Communication Layer of the reference architecture is 

displayed in Fig. 3. 

 

 
 

Fig. 3. Communication Layer of the  

Reference Architecture. 

 
Integration Layer 

This layer includes the logical elements fulfilling 

the functions defined on the Functional Layer. The 

element 3D printer for instance fulfills the function 3D 

print and the element Robot fulfills transport and  

pick-and-place transport. 

 

Asset Layer 

The Asset Layer, which is part of the variable part of 

the reference architecture, includes possible solutions 

for the logical elements. The assets included in this 

reference architecture are mainly used for 

demonstration purposes. Assets are usually company 

specific and may be further specified in a more detailed 

reference architecture tailored to specific company 

needs and constraints for instance. The assets included 

in this reference architecture are a Prusa 3D printer and 

a Polyjet 3D printer for instance, which might both be 

used as logical element 3D printer, depending on the 

required capabilities defined during the requirements 

engineering process together with relevant 

stakeholders. All the assets offer provided capabilities 

which can be compared to the required capabilities to 

make decisions which assets to use for the  

actual system. 
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6. Discussion 
 

One of the major goals of this paper is to consider 

the Industry 4.0 design principles when developing a 

detailed reference architecture, which might be used 

for systems engineering. While the previous section 

describes the proposed reference architecture and its 

implementation, this section sums up the results and 

describes how the design principles are taken into 

account by the reference architecture. 

The individual design principles all fall back to  

Fig. 4 which shows the traceability between the 

elements of the reference architecture. On the left-hand 

side of the image, a short excerpt of the consistent part 

is displayed by giving examples of a requirement, a 

function, an interface and an information object of a 

logical component. The right-hand side indicates the 

different abstraction levels within the automation 

pyramid by showing the tree structure and hierarchical 

dependencies between the system components. These 

reach from the production line to the 3D printer, its 

print controller as well as the user interface and the 

application programming interface (API). Each of 

these components might have multiple references to 

the objects on the left-hand side, which is represented 

by the traceability of the model. In the following, all 

design principles refer back to this image. 

 

 
 

Fig. 4. Traceability Diagram of the Reference Architecture. 

 

Interconnection 

The first design principle, Interconnection, is 

implemented by the model-based characteristic of the 

reference architecture. The single components within 

an actual industrial system, which are interconnected, 

are also represented by the reference architecture and 

contain all relationships between each other, like 

delineated in Fig. 4. By providing an architectural 

model of the system, the traceability between the 

components ensures that dependencies between them 

are complied with. This allows for the stakeholders of 

the architecture to work on separate parts without 

impeding each other and at the same time being able to 

include their results into the overall system due to these 

dependencies. This interconnection also affects the 

technical implementation of the individual system 

based on the reference architecture. By indicating, 

which IoT or IoE devices are interconnected, those 

interconnections also need to be established within the 

ready-to-use industrial system. Another advantage is 

the enablement of multi-discipline collaboration 

during the implementation process. For example, 

functional as well as non-functional capabilities could 

be addressed independently of each other and various 

solutions might be deployed simultaneously. 

 

Information Transparency 

As far as Information Transparency is concerned, 

this also falls back to the traceability of the system 

components within the reference architecture, as 

shown in Fig. 4. By being consistent throughout the 

entire model, each component can be traced by the 

respective information objects. Thereby, decision 

making is enabled, as each component within the 

system has access to its information as well as relevant 

information from connected components that needs to 

be considered. Additionally, also humans can access 

this information by tracing the components within the 

reference architecture. A major advantage of the 

system model is that not only virtual information is 

embedded, but also implicit knowledge of various 

stakeholders and best practices which have evolved 

through various business processes. By making use of 

the RAMI 4.0 standardized concepts, the Information 

Layer is ideal for modeling all the information. 

Thereby, single information objects might be enriched 

or processed for optimal use. This means each user or 

system component has access to consistent 

information structures and might use this information 

to make the best possible decisions. 

 

Decentralized Decisions 

This design principle is mainly supported by the 

dependencies and characteristics of RAMI 4.0. Per 

definition, RAMI 4.0 is a service-oriented architecture 

(SoA), which implies that each of the system 

components provides or requires a service. During the 

production process in runtime each of them needs to 

decide for itself, if a service is provided or consumed. 

As the reference architecture contains all 

interconnections between the components, each 

component can directly make decisions and choose the 

communication interface rather than the superior 

system component. This means, within the reference 

architecture, this design principle also relies on the 

other design principles. Interconnection is needed for 

ensuring a flat hierarchy, Information Transparency is 

necessary to access relevant information to make 

decisions and Technical Assistance is required for 

providing technical support during the decision-

making process. 

However, the automation pyramid of RAMI 4.0 

supports this design principle even further. By 

providing different abstraction levels, which can be 

seen in Fig. 4, not only the top component makes the 

decisions, rather the entire component tree is traced 

through. During the traversal of the tree, each of the 

leaves might make a decision of their own and the best 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

300 

 

possible fit is taken for use. To conclude, this means 

that Decentralized Decision-Making is implemented in 

various ways within the reference architecture. 

 

Technical Assistance 

Technical Assistance is important for 

implementing Industry 4.0 scenarios, as systems gain 

in complexity and enhanced methods are emerging. 

Thus, to consider this design principle, the proposed 

reference architecture implements several aspects. 

Firstly, the architecture itself is provided by EA, which 

itself comprises of various tools and methods that 

support the modeling process. By making use of such 

a well-known software, the entry hurdle of applying 

the reference architecture to actual industrial projects 

is reduced. Moreover, an additional Add-In, the  

so-called RAMI Toolbox, extends EA with additional 

functionality. This piece of software mainly aims at 

enhancing the usability and at automating manual or 

repetitive tasks. By doing so, individual functionalities 

might be implemented and a variety of different 

projects might be addressed by offering best possible 

solutions. This also counts for tasks such as capability 

matching – i.e., automatically comparing required and 

provided capabilities. As manually executing this 

would mean a lot of effort the need for novel 

methodologies is given. There is a wide variety of 

possibilities available, such as artificial intelligence 

(AI) or string comparison. This will be investigated in 

future projects and subsequently implemented within 

the RAMI Toolbox. 
 

 

7. Conclusion 
 

To conclude, the analysis of RAMI 4.0 showed, 

that the four design principles – Interconnection, 

Information Transparency, Decentralized Decisions, 

and Technical Assistance – are incorporated to some 

extent by the three-dimensional framework. However, 

the abstract nature of RAMI 4.0 hinders its 

applicability for real world use cases and thus also the 

implementation of the design principles. To facilitate 

the systems engineering process for industrial systems 

in general and to enforce the use of the design 

principles, a more detailed reference architecture was 

developed. This reference architecture builds upon 

RAMI 4.0 and more explicitly incorporates the design 

principles, thereby enhancing the system design 

process as well as system quality. 

Further research has to be conducted to evaluate the 

applicability of the developed reference architecture 

for more specific use cases. Moreover, the instantiation 

process of the reference architecture has to be reviewed 

in detail to evaluate its usability. 
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Summary: This article focuses on the communication aspects of Marine Multi-Robot Systems (MMRS). A new MMRS 

coordination approach is proposed where a heterogeneous group of marine vehicles must explore an unknown area and 

communicate the gathered information to a central agent. This article proposes a new decision making approach based on the 

Adaptive Response Threshold Method (ARTM), particularly suitable for environments with limited communication 

capabilities such as the marine environment, in order to decide when to communicate. To assess the effectiveness of our 

approach, a series of experiments have been conducted integrating real acoustic communication signal model as an input to 

the ARTM. Based on our findings, we can confidently conclude that the fusion of various parameters, including a real 

characterization of the communication signal, as inputs to the Adaptive Response Threshold Model (ARTM) achieves the 

optimal trade-off performance in terms of MMRS. 
 

Keywords: Multi-robot systems, Marine communication constraints, Harsh environments. 
 

 

1. Introduction 
 

The development of MRS (Multi-Robot Systems) 

is a rapidly growing research field within robotics 

which has a substantial impact in accomplishing tasks 

that were previously impossible with  

single-robot systems. 

Although MRS have many benefits, they still pose 

certain challenges. Designing and operating these 

systems can be complex, and various problems, such 

as communication and coordination issues, arise. 

Nevertheless, the numerous applications and 

advantages of MRS have motivated researchers to 

make significant improvements in this field. In MRS, 

robots work together and collaborate towards a 

common objective. The design of effective 

coordination strategies that enable robots to operate 

efficiently is one of the major challenges facing MRS. 

With these considerations in mind, this article 

focuses on the current challenges and opportunities in 

the coordination of Marine Multi-Robot Systems 

(MMRS) applying the Adaptive Response Threshold 

Method (ARTM) as a base for the task allocation 

process. More specifically, our analysis focuses on the 

behaviour of the MMRS communication latency using 

this coordination method. 

In this context, by latency we mean the time lapse 

between the acquisition of data by the explorer robots 

and its arrival to the central agent. To the best of our 

knowledge, the ARTM approach has not been explored 

for solving job allocation to reduce latency in 

communication constrained environments. In 

particular, the paper has the following main 

contributions: 

(1) Present a self-triggered MMRS coordination 

approach that aims to improve communications 

through the use of an ARTM; 

(2) Use an experimentally obtained characterisation of 

the communication signal as an input parameter for 

the ARTM; 

(3) Analyse the impact if the ARTM's parameters on 

the communication latency. 

As a case study, this paper analyses a 

heterogeneous MMRS whose objective is to explore an 

unknown area. The system is composed of several 

Autonomous Underwater Vehicles (AUVs) acting as 

scouts and Autonomous Surface Vehicles (ASVs) 

serving as communication links with the Ground 

Station (GS). To overcome the limitations imposed by 

the marine environment, the ASVs will make use of 

their dual communication capabilities, as they can 

communicate via an Acoustic Communication Link 

(ACL) with the AUVs and a Radio Frequency Link 

(RFL) with the GS. Our approach implements a 

self-triggered strategy where each AUV sends the 

information collected in its exploration to the ASV via 

an ACL and, in turn, the ASV sends it to the GS  

via an RFL. 

We implement a decision making process that 

requires low communication between MMRS agents. 

The main goal of our proposed approach is reducing 

the communication latency between the AUVs 

gathered information and the GS. 

This document is structured as follows: Section 2 

presents the state of the art. In Section 3 a MMRS 

based on coordination and communication is 

presented. The MMRS decision making algorithms are 

described in Section 4. Section 5 details the different 

setups used to test the aforementioned algorithms. In 

Section 6 the simulation results have been presented. 

The document concludes with final remarks in  

Section 7. 
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2. Background 
 

MRS communication refers to the act of 

exchanging information, commands and data between 

robots. Communication plays a crucial role in 

facilitating coordination tasks within MRS. The use of 

the appropriate channels and communication strategies 

facilitates the coordination tasks in MRS [10]. A 

general classification of MRS is in relation to the 

environment in which they work. In this context, one 

of the most typical classifications that can be found 

classifies MRS into terrestrial, aerial and marine. In 

MRS, communication is often imperfect, as it is 

impacted by the environment in which the robots 

operate. The quality and limitations of communication 

vary depending on the specific conditions and factors 

present in the environment. In this regard, the authors 

of [9] state that communications are more challenging 

in the marine environment than in the terrestrial 

because they combine the limitations of aerial and 

terrestrial settings with the inherent constraints of the 

marine environment. Radio frequency (RF) waves 

attenuate rapidly underwater, making RF-based 

communications impractical underwater. Thus, other 

wireless technologies, such as acoustic and optical 

must therefore be used, imposing severe limitations. 

This affects not only marine communications but also 

vehicle localization. 

Over last years the development of MMRS has 

attracted a lot of interest. MMRS are composed by 

several autonomous marine vehicles equipped with 

sensors, computers, and other technologies that allow 

them to measure environment parameters and take 

decisions, carrying out a variety of applications. In the 

underwater medium the vehicles' communication is 

mostly based on acoustics, although some optical and 

RF solutions can be applied, with strong limitations. If 

the vehicles operate on the sea surface, they are able to 

use both RF and acoustic communications. Thanks to 

this feature Autonomous Surface Vehicles (ASVs) 

have become a very useful tool for carrying out 

strategies to enhance communications in the marine 

environment as depicted from [6]. 

Our approach tackles the communication decision 

making process using the Response Threshold Model 

(RTM). This algorithm, inspired by the division of 

labour in insects, was first studied by [1] in the late 

1990s. In the early 2000s other authors such as [3], use 

the RTM by integrating an adaptive threshold into it. 

This new approach was defined as the Adaptive 

Response Threshold Method (ARTM). Among the 

most recent publications that use the ARTM are [4]. 

One of the major benefits of ARTM compared to other 

task allocation algorithms is that the ARTM is 

especially well-suited for environments with limited or 

no communication capabilities [11]. 
 

 

3. MMRS Definition 
 

The main objective of the MMRS is the exploration 

of an unknown area by a heterogeneous team of AUVs 

and ASVs. The exploration area, defined by the user, 

will be partitioned in several sub-areas each of which 

will be assigned to a specific AUV. The AUVs will 

work in parallel exploring the desired area and sending 

the data collected to the ASV. The ASV, acting as a 

central agent, decides which AUV to track in order to 

gather the information acoustically. In order to be able 

to communicate through the ACL, the distance 

between the ASV and the AUV must not exceed a 

maximum value. Once the information from an AUV 

is collected, the ASV sends it to the GS via RFL and 

selects a new AUV. A definition of this MMRS 

process follows. 

(1) System definition: The MMRS consists of a 

heterogeneous team of AUVs and ASVs: 

 

 , (1) 

 

  (2) 

 

Assumption 1: The number of AUVs (nu) is equal 

or greater than the number of ASVs (ns). 

 

  (3) 

 

(2) Area partition: The target exploration area (A) 

is partitioned into 𝑛𝑎 sub-areas such that: 

 

 
 

(4) 

 

Assumption 2: The number of sub-areas to be 

explored is equal the number of AUVs. 

 

 𝑛𝑎 = 𝑛𝑢 (5) 

 

(3) Area allocation: Let Tj be the set of AUVs 

assigned sub-area j. Then, each sub-area is assigned to 

a specific AUV which must perform the exploration by 

capturing the data of interest. 

Assumption 3: It is not possible to assign the same 

subarea to two different AUVs: 

 

  (6) 

 

Assumption 4: All the areas must be assigned to an 

AUV: 

 

 
 

(7) 

 

(4) AUV allocation: Our approach implements a 

self-triggered strategy based on ARTM in order to 

manage the decision-making process responsible for 

setting a goal AUV. Each time the AUV allocation 

strategy is applied, a new goal AUV is established: 

 

  (8) 
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Once set, the ASV moves towards the goal AUV in 

order to collect the information. 

(5) Data transmission: The data transmission 

process implements a tracking strategy that aims to 

keep the ASV as close as possible to the AUV in order 

to ensure optimal communication. We refer the reader 

to [5] for a detailed description of the tracking  

strategy applied. 

 

 

4. AUV Allocation 
 

Considering limitations imposed by the marine 

communications, the ASV acts as the central  

decision-making agent. Thus, our approach can be 

considered a centralized MMRS in which the ASV, 

equipped with RF and AC links, plays a crucial role in 

AUVs coordination and information gathering. 

Once the AUVs have started exploring their 

assigned area, the data transmission process starts. At 

this point, the ASV decides which AUV to track to 

collect the gathered information. This Section focuses 

on addressing this specific decision making process. 

We propose to use a self-triggered strategy based on 

Adaptive Response Threshold Model (ARTM). The 

output of the ARTM is a probability, denoted as Pf, 

which fuses different stimuli and represents the 

probability of selecting a given AUV. Equation (9) 

shows how to obtain this probability and the different 

parameters that affect its performance. 

 

 
 

(9) 

 

The stimulus concept is fundamental to the 

operation of the ARTM. A stimulus (S) can be defined 

as an external event or input that triggers a response or 

reaction from a robot. The threshold (θ) is an internal 

variable within the ARTM that influences a robot's 

response to a particular stimulus. Another important 

component of the ARTM is the (n) variable, which 

leads to emergent behaviour within the MRS. In our 

experiments, we have set the parameter n to 2. Fig. 1 

illustrates the flowchart for the AUV allocation 

algorithm based on the ARTM. 

Stimulus acquisition: We set three input stimuli 

SiAUVn for each AUV. The elapsed communication 

time stimulus (S1) is designed to prioritise the 

selection of robots that have not been visited for a 

longer period of time. The distance stimulus (S2) takes 

into account the separation between the ASV and the 

different AUVs. By assigning higher priority to the 

farthest AUV, the probability of selecting it as the 

chosen AUV is increased. Finally, special emphasis 

was placed on data collection by the AUVs (S3), with 

the AUV that collected the most data being the one that 

emerged as the most favourable candidate for 

selection. The SiAUVn is recalculated each time that the 

data transmission process finishes. 

Once the stimuli data are collected, they have to be 

scaled properly. Our approach implements the 

maximum absolute scaling method [4] in order to 

obtain values between 0 and 1. The Equation (10) is 

used to obtain the scaled stimuli SsiAUVn for each AUV. 

 

 
 

Fig. 1. AUV allocation flowchart diagram based on ARTM. 

 

,
 

(10) 

 

where j = {1,…,nu} and i = {1,..,3} and SiAUVn 

represents the values of the three above-mentioned 

stimuli S1, S2 and S3 for each AUV. Once this scaling 

process has been made, a weighted sum of the SsiAUVn 

is applied using Equation (11). This process sets a 

predefined weight α,β,γ where α+β+γ = 1, for each 

scaled stimulus (SsAUVn ). 

 

 (11) 

 

Threshold obtention: Our approach utilizes the 

characterization curve of the acoustic communication 

Received Signal Strength Indicator (RSSI) to 

determine the response threshold (θ). This curve was 

obtained through experimental measurements 

conducted with real vehicles in the marine 

environment by the authors in [5]. The main objective 

of this experiment was to extract how the RSSI evolves 

over distance. It is important to note that higher RSSI 

values indicate stronger signals. Furthermore, 

according to the manufacturer of the acoustic 

communication devices the signal strength is 

considered acceptable when the measured RSSI values 

are within the range of -20 dB to -85 dB. Fig. 2 shows 

the obtained results during the RSSI characterization 

experiment. As can be seen, the RSSI increases almost 

exponentially from -50 dB to -70 dB up to a distance 

of 100 metres. From this point on, the RSSI value 

remains stable at around -80 dB. The polynomial 

equation of degree three that fits the curve of the RSSI 

over the distance (d) is shown in Equation (12)  

 

 
(12) 
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Fig. 2. The blue line represents how the RSSI evolves over 

the distance during the experiment. The green line represents 

the third degree polynomial curve fitted to the RSSI data. 

 

 

A minimum maximum normalization, represented 

in Equation (13), has been applied to obtain the θ 

ensuring that these value match the range of stimulus 

values (SsiAUVn).  

 

 
 

(13) 

 

In order to obtain values in the same range of the 

stimulus, the RSSImax was set to -40 and the RSSImin to   

-85.  

 

Goal AUV obtention: Once the parameters 

involved in Equation (9) have been obtained we can 

calculate the probability of an AUV to be the goal. 

Thus, the highest probability among these values is 

extracted, and the corresponding goal AUV is selected 

as a goal. 

 

Data transmission: The final step in the flowchart 

diagram tackle the data transmission between vehicles. 

In order to perform this transmission, we use the 

tracking strategy presented in [5]. The purpose of this 

strategy is to maintain the ASV at the optimal 

communication distance, which is determined based 

on Fig. 2. The parameters that characterize this strategy 

are the tracking, the adrift and the repulsion radius.  

The tracking radius, defines the area in which the 

ASV must track an AUV. The adrift radius defines the 

communication distance at which the acoustic signal is 

optimal. The optimal communication distance has 

been settled according to the results showed in Fig.2 

and taking into account the manufacturer 

specifications at 55 meters. Within the adrift radius, the 

ASV remains in a stationary state with its thrusters 

turned off. Finally, the repulsion radius delineates the 

region in which the ASV applies a repulsion strategy 

to prevent potential collisions with the AUV.  

The tracking, adrift and repulsion radius have been 

set at 80, 55 and 50 meters respectively for each 

experimental setup. 

5. Experimental Setup 

 
A set of simulation experiments has been 

conducted to assess and validate the effectiveness of 

the allocation algorithm. The experiments involved 

four Turbot AUVs acting as explorer robots and one 

Xiroi ASV, as a central agent acting as a 

communication relay. Both types of vehicles are 

widely described in terms of hardware and software in 

[2] and [5] respectively. It is important to note that both 

vehicles, despite their hardware and software 

differences, use the same navigation and simulation 

architecture based on the Robot Operating System 

(ROS) [8]. This architecture, named Component-

Oriented Layer-Based Control Architecture (COLA2) 

[7], incorporates a module that enables the simulation 

of the vehicle’s behavior and sensor data. 

The experiments examine the evolution of 

communication latency in the MMRS by varying the 

above explained parameters α, β and γ. The 

communication latency is obtained by counting the 

time elapsed from the moment the ASV ends the data 

transmission with an AUV until the moment it revisits 

the same AUV. Table 1 shows the different parameter 

configuration employed to perform the experiments. 
 

 

Table 1. Experimental setup parameters 
 

 
Elapsed time 

(α) 

Distance 

(β) 

Stored data 

(γ) 

Setup 1 1 0 0 

Setup 2 0 1 0 

Setup 3 0 0 1 

Setup 4 0.33 0.33 0.33 

Setup 5 0.5 0.2 0.3 

 

 

6. Results 
 

To evaluate the performance of the above described 

methodology, we propose the following metrics that 

will be analysed for the different setups presented in 

Table 1: 

(1) Communication latency for each AUV; 

(2) Travelled distance by the ASV. 

Fig. 3 shows the communication latency 

performance for each configuration setup. Fig. 3a 

shows the evolution of the communication latency 

when the setup 1 is considered. This setup provides in 

general a good performance in terms of latency, 

reaching a mean of 8.95 minutes. On the other hand, 

this configuration achieves a standard deviation of  

4.36 minutes. In relation to the results obtained 

applying the setup 2, Fig. 3b shows a chaotic behavior 

of latency when this configuration is applied. The 

result of this experiment shows a mean latency of  

8.61 minutes with a standard deviation of  

5.13 minutes. Focusing on the Fig. 3c, where the setup 

3 is considered, it is shown an increase in the 

communication latency mean, reaching 9.44 minutes. 

As far as the standard deviation is concerned the 
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standard deviation has been considerably reduced 

achieving a value of 1.13 minutes. Fig. 3d shows the 

results for setup 4. Particularly the latency mean in this 

case reaches the 10.07 minutes with a standard 

deviation of 1.22 minutes. Finally, Fig. 3e shows the 

results when the custom configuration of setup 5 is 

considered. Applying this configuration, the 

communication latency performance shows promising 

results with the best trade-off in terms of latency and 

standard deviation. The mean latency is 8.66 minutes 

with the lowest standard deviation of 1.02 minutes. 

Table 2 summarizes the aforementioned results. 

 
 

 
 

Fig. 3. Green, blue, red and yellow lines represents the communication latency for AUVs 1 to 4 respectively in (a), (b), (c), (d) 

and (e). Purple, green, blue, red and yellow lines of (f) represents the mean communication latency obtained during  

the simulations of the five setups defined in Table 1. 

 

 

Finally, Fig. 5f shows how the best result in terms of 

communication latency, represented with the yellow line, 

is obtained using the Setup 5 parameters. Although the 

Setup 3 and Setup 4, represented with the blue and red 

lines respectively, also obtains good results but have a 

higher standard deviation rate as can be depicted from 

Table 2. 

 
Table 2. Extracted results. 

 

 

Mean 

communication 

latency [min] 

Standard 

deviation [min] 

Setup 1 8.95 4.36 

Setup 2 8.61 5.13 

Setup 3 9.44 1.13 

Setup 4 10.07 1.22 

Setup 5 8.66 1.02 

 

 

Regarding the second metric focused to analyse the 

travelled distance by the ASV, the results can be showed 

in Fig. 4. As can be depicted from this figure, the  

Setup 3 reaches the best performance with an ASV 

travelled distance of 2,7 Km followed by the Setup 5 and 

Setup 4 which achieves an ASV travelled distance of 3 

Km and 3.16 Km respectively. 

 

 

 
 

Fig. 4. ASV travelled distance. 
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7. Conclusions and Future Work 
 

This study has proposed and analysed a new 

coordination strategy of MMRS based on ARTM. This 

strategy has proved valuable in addressing the 

coordination difficulties of robotic systems when there 

are communication limitations. In particular, driving 

stimuli such as inter-vehicle distance, stored data and 

elapsed time between visits have been taken into account 

as inputs to the ARTM algorithm. 

Moreover, a characterisation of the acoustic 

communication signal quality based on real RSSI data is 

used as input to the decision making process performed 

for the ARTM. To the best of our knowledge, this is the 

first MMRS framework in which a characterisation of the 

acoustic communication signal quality based on real 

RSSI data is used as input to the decision making 

process. 

A set of experiments have been conducted to analyse 

the effects of the different ARTM characterization 

parameters on communication latency. As a result, we 

can conclude that a fusion of the input stimuli achieves 

the best performance in terms of communication latency. 

Overall, the study provides valuable insights and a 

framework for future research on MMRS coordination in 

the presence of communication constraints, which can 

aid in the development of more effective and efficient 

coordination strategies for robotic systems in marine 

environments. 

In view of these results, there are some aspects that 

need to be analyzed in order to improve the system. For 

the time being, we focus on the following issues: 

(1) Analyse how the ARTM decision-making process 

varies as the RSSI characterisation curve used as an 

input threshold changes; 

(2) Set new stimuli, such as the battery charge, and 

analyse its impact; 

(3) Add a new decision making process responsible for 

choosing the appropriate communication channel 

depending on the requirements. 
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Summary: Improving production efficiency brings numerous benefits, including increased profits, enhanced employee safety, 

and a satisfied customer base. The efficiency is directly related to correct maintenance and online Anomaly Detection (AD) is 

an important method to improve the operation reliability of a production system. In this paper, an online AD method based on 

Echo State Network (ESN) running on the edge is proposed. Compared with other AD methods, such as those based on Long 

Short-Term Memory (LSTM), it obtains better precision, accuracy, recall indicators and training time. The proposed solution 

has been preliminarily tested using a Raspberry Pi 4, which was directly connected to a real production line of metal filters by 

SIFIM Srl, an Italian company, through an Industrial Internet of Things (IoT) module. Experiments show that it is feasible to 

design an AD method with a high accuracy and very low hardware resource. 

 

Keywords: Industry 4.0, Anomaly detection, Artificial intelligence, Predictive maintenance, Echo state network, Long  

short-term memory, Edge computing. 

 

 

1. Introduction 

 
The application of Machine Learning (ML) in the 

industrial scenario allows the conversion of large 

amounts of data into actionable insights and 

predictions that can provide impetus to data-driven 

processes [1]. Manufacturing companies have always 

been interested in improving their quality and 

efficiency with new methodologies such as energy 

optimization [2-4], diagnostics [5], modelling of 

complex behaviours [6-8], systems integration [9], 

interconnections [10], etc., and more recently, also in 

capturing value from the ML using different 

mechanisms, the most common being eliminating 

redundant work, solving existing problems and 

revealing hidden value by analysing and recognizing 

patterns in data. ML is applied to augment tasks such 

as classification, continuous estimation, clustering, 

optimization, anomaly detection, rankings, 

recommendations, and data generation to solve 

industrial problems [11]. 

Specifically, Anomaly Detection (AD) refers to the 

problem of identifying data patterns that do not 

conform to expected behaviour. It is an important 

method to improve the operation reliability of a 

production system [12-14]. Currently, the main ML 

methods for AD rely on generative models such as 

GANs (Generative Adversarial Networks), VAEs 

(Variational AutoEncoders), GAE (Graph 

AutoEncoder), [15-17], etc. or time series forecasting 

using RNNs (Recurrent Neural Networks) or LSTMs 

(Long Short-Term Memory) [18, 19]. In the case of 

generative models, AD is typically achieved by 

measuring the discrepancy between the actual data and 

the model’s output, using the model’s loss function as 

a metric. Conversely, in forecasting approaches, the 

discrepancy between the prediction and the actual data 

is performed using metrics such as Mean Absolute 

Error (MAE). Despite the considerable interest in this 

area, most of the AD research focuses on performances 

without considering computational and energy 

resources constraints. An AD method based on Echo 

State Network (ESN) with low resource constraints 

running on the edge and involving a preliminary 

experimental set-up consisting of a Raspberry PI is 

here proposed. 

Historical sample data coming from a real 

production line used to produce metallic filters is 

collected for the train of the model for the online AD. 

The Accuracy of the proposed method is 4 % higher 

than the other solution based on LSTM while the time 

is 9.5 s compared with the 35 min. of LSTM. 

The paper is organized as follows. Section 2 

describes the framework for the AD. In Section 3 are 

shown the pilot case, the data preparation, and the 

experimental results. Finally, conclusions and future 

activities are presented in Section 4. 

 

 

2. Anomaly Detection Framework 

 

The proposed architecture can be divided into two 

main parts described hereafter: 

1. The Model: the effective deep learning model to 

predict the next step of a time series; 

2. The Anomaly Detector: a section that takes as input 

the Standard Deviation (SD) σ of the error buffer, 

the prediction of the next time step x'(t+1) and the 
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effective next time step x(t+1) to detect an 

anomaly. 

From the operational point of view, however, the 

following three main phases are considered: 

1. Training phase: in this step is trained the machine 

learning model in the next step prediction task 

using a training set; 

2. Training error SD σ computation: which means 

the evaluation of the MSE between predictions 

and related time-steps of the training set. The 

errors are then stored in a buffer and from them it 

is retrieved the SD σ (See Fig. 1). 

 

 
 

Fig. 1. Framework architecture on training error standard 

deviation computation. 

 

3. Inference phase: for the fault prediction in 

which the model predicts the next time-step. 

After this step, the anomaly detector is able to 

calculate the MSE between the next time step 

x'(t+1) and the effective next time step x(t+1). 

The error (e(t+1)) is placed in a queue (Q) of 

|Q| time-steps (|Q| is chosen with the model 

selection for us). The SD of the tail (q) is 

calculated and compared to the SD of the 

training errors 𝜎. If - ε𝜎 < q < + ε𝜎 (ε is a 

constant hyperparameter chosen in the phase of 

model selection {ε | ε > 0, ε ∈ {0.8, 1, 1.2}}) 

then there is no anomaly (0), otherwise there is 

anomaly (1). The binary output is historicized 

in a buffer containing the labels associated with 

each time-step relating to the anomaly  

(See Fig. 2). 

 

 
 

Fig. 2. Framework architecture of inference phase. 

 

To improve efficiency and be able to train on the 

edge, the use of an ESN model has been chosen. The 

ESN can be effective as LSTM when there is a 

Markovian organization of the state space reaching a 

very high efficiency avoiding training the recurrent 

layers with Back Propagation Through Time (BPTT) 

training algorithm [10]. The power of ESN is given by 

the exploitation of the architectural bias more than the 

training function [21]. ESN is a recurring model 

divided into two parts called reservoir and readout. The 

reservoir is the recurring part that is not trained while 

the readout is the layer that performs a linear 

transformation on the output of the reservoir. To work, 

the reservoir must be stable respecting the Echo State 

Property therefore the reservoir is scaled in such a way 

as to have a spectral radius < 1. Another important 

phase is the model selection which is used to determine 

the optimal queue length (|Q|) and other 

hyperparameters. In fact, the same approach has been 

followed to calculate the hyperparameter relating to 

the multiplier of 𝜎, instead of fixing it to the value 2 as 

suggested by the state of the art. This is used to decide 

how to scale 𝜎 to obtain the lower and upper bounds of 

the limits of the standard deviation of Q. 

 

 

3. Experimental Results 
 

The experimentation has been carried out directly 

on a real application case using a Raspberry Pi 4 model 

B with 1.5 GHz, 64-bit quad-core CPU, 1 GB RAM. It 

can provide communication capabilities The 

framework proposed is written using python language. 

Although not designed as a pure edge system, it 

was chosen to rapidly prototype computation, 

connectivity and even real-time processing capabilities 

(if equipped with the appropriate operating system) to 

process even complex control algorithms such as [22]. 

 

 

3.1. Pilot Case 

 

The pilot case used to test the proposed solution is 

the automatic production line to produce metal filters 

(See Fig. 3) provided by the Italian company SIFIM. 

The products could be localised with innovative and 

fast tracing systems such as those in [23-25]. 

 

 
 

Fig. 3. Production line. 

 

The data is gathered from the production line using 

an external energy monitoring module, the S604 by 

Seneca [26], that includes innovative three-phase 
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network analysers for the measurement and storage of 

electrical parameters. As shown in Fig. 4, the S604 

module is connected from one side directly on the 

three-phases electrical connections of the production 

line and on the other side with the Raspberry Pi using 

a Modbus TCP/IP protocol. The results about the AD 

are then sent to the cloud for further analysis and 

notifications. 

 

 
 

Fig. 4. Architecture diagram. 

 

The system records a multivariate vector with  

88 different measurements (Current, Voltage, Power 

Factor, Displacement Power Factor, Current 

Harmonics, Voltage Harmonics, etc.), at a sample rate 

of 1 Hz. 

 

 

3.2. Data Preparation 

 

The proposed architecture has been implemented 

directly on an embedded device place in the production 

area and since the raw data comes directly from the 

field, in order to feed the model with a correct 

information, six methods have been used to  

prepare the data: 

1) Data Rectification: when the machine is turned 

off the data is null; 

2) Data cleaning: generic information such as 

serial numbers, IDs and time information are 

not useful; 

3) Data normalization: the standardization in 

order to have a probability distribution with 

mean 0 and standard deviation 1 and 

normalization to scale the values between 0 and 

1 (See Eq. (1, 2)); 

 

 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑥 =  
𝑥 − 𝑚𝑒𝑎𝑛

𝑠𝑑𝑡 
, (1) 

 

 
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑥 =  

𝑥 − 𝑚𝑖𝑛 

𝑚𝑎𝑥 − 𝑚𝑖𝑛  
 (2) 

 

4) Dataset splitting: the dataset consisted of  

269 time series with 300 timesteps and  

141 features. Training set (60 %), validation set 

(20 %) and test set (20 %); 

5) Data Labelling: The validation test was 

acquired during the occurrence of faults. 

Classes 0 for no fault and Class 1 for the fault 

have been added. 

 

 

3.3. Discussion 

 

In the first phase, a test using the LSTM model has 

been performed. This is a classic state of the art about 

the anomaly detection approaches. LSTM was trained 

with 50 epochs, batch size equal to 16, with Mean 

Square Error as loss function and Adam with 

optimizer. Then, in the second step, the proposed 

solution based on the ESN model has been used. Below 

are shown the results using LSTM compared with the 

ESN models (See Table 1). 

 

 
Table 1. Comparison between ESN and LSTM. 

 

 ESN LSTM 

TR_MSE 2.5166e-05  1.0849e-05 

TR_Time 9.5 s 2100 s 

TR Emissions 3.8515e-05 0.0085 

TS_MSE 0.15 0.1912 

TS_Time 4.47 s 7.39 s 

TS Emissions 8.697e-05 0.0086 

TS Accuracy 85 % 80.88 % 

TS Precision 97.06 % 96.24 % 

TS Recall 74.26 % 66.93 % 

TS F1 Score 84.14 % 78.95 % 

 

The TR_MSE and TS_MSE are the mean square 

error for the training and test set, TR_Time is the time 

in seconds used for training the network while the 

TS_Time is the time in seconds used for the inference 

using the test set. The emissions emitted during 

training are kgco2. The metrics range from 0 % to  

100 % and evaluate the effectiveness in predicting a 

fault. Some features of interest have been selected in 

order to show the effectiveness of the proposed 

solution compared with the other approach. 

Among all the 81 features, the focus has been 

placed on the analysis of the harmonic distortion (the 

third harmonic current), which represents the deviation 

between the ideal sinusoidal waveform the load current 

should have, and what really it is, because it is one of 

the main aspects of power quality and a guideline for 

the Anomaly Detection [27]. 

The plots shown in Fig. 5 compare the standard 

deviation of the error and the trend of the timeseries in 

relation to the third harmonic current where: 

• q: standard deviation of the error; 

• Anomaly threshold: average of the values on 

which the upper (+𝜎) and lower (-𝜎) bound is 

calculated in which the standard deviation error 

must remain so that a fault does not occur; 

• Effective Anomaly: start of the effective anomaly; 
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• Predicted Anomaly: start of the predicted 

anomaly. 

Furthermore, in the same figure it is shown how, 

for the same occurrence of the anomalous event, the 

LSTM takes almost twice as long as the other method. 

 

 
 

Fig. 5. Standard deviation of the error of both ESN  

and LSTM model-based approach. 

 

In the plots in Fig. 6 is show on the right side 

compare the actual timeseries with those predicted for 

a particular feature. 

In detail: 

• Timeseries Effective: timeseries of the  

actual trend; 

• Timeseries Predicted: timeseries of the  

predicted trend; 

• Effective Anomaly: start of the effective anomaly; 

• Predicted Anomaly: start of the predicted 

anomaly. 

The graph also highlights the difficulties of the 

LSTM model in fault detection, which is instead 

detected correctly by the ESN. Instead, in the Fig. 7 is 

shown the relationship between the epochs and the 

accuracy, comparing the LSTM-based and  

ESN-based method. 
 

 

4. Conclusions 
 

In this work, an ESN-based AD approach was 

investigated for the online AD on the edge. Therefore, 

it was investigated whether an ESN-based architecture, 

with a Markovian organization of the state space, allow 

a more accurate of the system dynamics and thus leads 

to higher anomaly detection rate. The results show that 

the ESN approach performs well over the baseline of 

the LSTM approach, and it turns out to be faster and 

lightweight for embedded devices. A future step will 

be to build a pipeline with and automatic continual 

learning, in order to address the degradation over the 

time of the real system, which is one of the main 

drawbacks of a static technique. 

 

 
 

Fig. 6. Timeseries effective, timeseries prediction  

and anomaly of both ESN and LSTM  

model-based approach. 

 

 
 

Fig. 7. Accuracy and Epochs. 
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AZIONE IV.6 “CONTRATTI DI RICERCA SU 

TEMATICHE GREEN”. 
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Summary: Three benchtop and one handheld near-infrared spectrometers (NIRS) with different signal processing technics 

were compared to detect adulteration in protein powders in low-concentration levels. Protein adulteration is a common fraud 

in the food industry due to the use of total nitrogen content determination as the standard analytical technique for quality 

control, which is proven incapable to differentiate protein-nitrogen and nitrogen from other sources. Whey, beef and pea 

protein powders were mixed with a different combination of compounds with high nitrogen content namely melamine, urea, 

taurine and glycine with the lowest individual concentration of 0.13 %. NIRS combined with chemometric tools was used to 

predict adulterant concentrations, while limit of detection and limit of quantification were also assessed to further evaluate 

instrument performance. Out all devices compared, the most accurate predictive models were built based on the dataset 

acquired with a grating benchtop spectrophotometer. 

 

Keywords: Near-infrared spectroscopy, Chemometrics, Food fraud, Handheld device, Machine learning, Spectral 

preprocessing. 

 

 

1. Introduction 
 

Due to recent changes in urban lifestyles and 

connectible dietary trends focusing on convenience 

and selectivity, protein supplementation has become 

ever more prominent. Since the industrial standard 

analytical method for protein assessment (Kjeldahl) is 

based on total nitrogen determination, which cannot 

differentiate between protein nitrogen and non-protein 

nitrogen, the addition of cheaper nitrogen-containing 

compounds to food products to cut production costs 

has become a common issue in the industry, especially 

for products with protein content as the main quality 

marker. The use of cheap amino acids as substitute 

compounds, aka amino acid spiking, is a common 

industry-specific fraud [1], whereas the application of 

toxic, non-food compounds (melamine, urea) has been 

a major issue for the milk and milk-product industry 

for years [2]. 

Near infrared spectroscopy (NIRS), as a 

fingerprinting method, has proven its applicability to 

combat these kinds of frauds in the past for protein 

powders and a wide variety of milk products, as being 

the most frequent targets of such adulterations. Some 

of these studies were focused on combining NIRS with 

chemometric tools to predict various, nitrogen-based 

adulterants simultaneously in whey protein powders, 

while also assessing the real protein content of the 

products [1, 3], whereas several publications were born 

to detect trace amounts of nitrogen-based toxic 

compounds (melamine) in milk products using linear 

and non-linear modelling approaches [4-6]. Present 

study builds on the previous foundation that 

adulterated protein powders are ideal matrices to build 

highly accurate, robust prediction models, presumably 

suitable to compare multiple instruments, signal 

processing technologies and predictive algorithms. 

The main goal of the study was to make a portion of 

these comparisons and select the best-performing 

datasets with future developments in mind, including 

building more generalized, transferrable models for the 

quality control of multiple types of protein powders. 
 

 

2. Materials and Methods 
 

2.1. Sample Preparation 

 

Powdered whey, beef, pea protein; melamine; urea; 

taurine and glycine were acquired from reliable 

sources. Compounds were mixed and thoroughly 

homogenized to model singular and plural 

adulteration, creating seven different adulteration 

levels (including controls without adulterants), where 

samples belonging to the same level had an identical 

amount of added (external) nitrogen content.  
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15 different mixture types were created in triplicates 

per protein powder, resulting in a total of 819 samples. 

A barcode system was realized for easier  

sample handling. 

 

 

2.2. Near Infrared Spectroscopy Measurements 

 

Three benchtop and one handheld NIR 

spectrophotometers were used for spectral acquisition, 

with the characteristics summarized in Table 1. 
 

 

Table 1. The different NIRS devices used in the study. 

 

 
 

Spectra were collected in diffuse reflectance mode 

through an optical glass window cuvette with  

3 consecutive scans for each sample. Spectra 

acquisition was repeated with the handheld device 

(NIR-S_G1) by measuring samples through an LDPE 

plastic bag, mimicking industrial application. 

 

 

2.3. Multivariate Data Analysis of NIRS Spectra 

 

Exploratory data analysis was achieved with raw 

spectra visualization and principal component analysis 

(PCA). Prior to supervised modelling, various spectral 

pretreatment methods, namely Savitzky-Golay 

filtering (SG); standard normal variate (SNV); 

multiplicative scatter correction (MSC); detrending 

(deTr) and derivations (1st and 2nd) were tested in 

different combinations to derive the most spectral 

information. The dataset was divided to three sub-

datasets based on protein types prior to supervised 

modelling. Classification of different adulteration 

levels and types was achieved with linear discriminant 

analysis (LDA). Predictive models were built with 

partial least squares regression (PLSR) and artificial 

neural network (ANN) regression – the latter including 

three hidden layers with 8-5-3 neurons, Rectified 

Linear Unit (ReLU) as the activation function, Adam 

optimizer with 0.001 learning rate and a kernel 

regularizer to prevent model over-fitting. All models 

were validated with leave-one-replicate-out  

cross-validation. Limit of detection (LOD) and limit of 

quantification (LOQ) values were calculated to 

determine the minimum adulterant concentration that 

can be detected and quantified with the PLSR models 

built. Test-set prediction was also used for the  

best-performing benchtop and handheld datasets, with 

using two-thirds of the dataset for training and  

one-third for predicting, to further increase the 

robustness of the models built. Models were evaluated 

based on root mean square error (RMSE), coefficient 

of determination (R2), limit of detection (LODmin, 

LODmax) and quantification (LOQmin, LOQmax) 

values. Data evaluation was achieved with R-project 

(v. 4.3.0, 2023, The R Foundation for Statistical 

Computing, Vienna, Austria; using R package: 

Aquap2 [7], TensorFlow, Keras and Caret); MATLAB 

(Version: 23.2.0.2428915 (R2023b), The Math-Works 

Inc. (2023) Natick, Massachusetts) and Microsoft 

Excel (Microsoft Corporation, USA). 

 

 

3. Results and Discussion 

 
Exploratory data evaluation revealed several 

important features in the dataset, such as prominent 

absorbance peaks for each adulterant and a clear 

separation of measurement points belonging to 

different protein types, implying a difficulty to apply 

linear modelling using the entire dataset. The LDA 

models based on the NIRS6500 dataset proved to be 

the most accurate out of all classification models to 

separate adulteration levels, while for the handheld 

device, the models developed using the data recorded 

through the LDPE bag resulted better overall 

performance, summarized in Table 2. 
 

 

Table 2. LDA classification results of the best-performing models developed for the classification of the different 

adultaration levels. 

 

 

 
As for the regression results, a similar tendency 

was visible, where the models of NIRS6500 data had 

the best parameters, while the models with the 

handheld dataset recorded through the plastic bag had 

slightly better predictive accuracies than that of its 

glass-cuvette counterpart. The latter observation might 

be because of the light source and sensor positioning 

of the NIR-S-G1, which is calibrated for contact 

measurements where a larger distance between the 

device and the measured sample due to the use of a 

cuvette might induce a systematic shift in  

absorbance values. 

Out of the three sub-datasets, models built on whey 

protein samples had marginally better overall 

Device name Type Technology Wavelength range Resolution

NIRSystems 6500 benchtop grating 400-2498 nm 2  nm

MetriNIR benchtop grating 740-1700  nm 2  nm

MPA benchtop Fourier transform 4000 to 12000 cm-1 8 cm-1 

NIR-S-G1 handheld DLP 900-1650 nm 3 nm

Instrument NIRS6500 NIR-S-G1 (bag) NIRS6500 NIR-S-G1 (bag) NIRS6500 NIR-S-G1 (bag)

Range (nm) 1100-2200 950-1650 1100-2200 950-1650 1100-2200 950-1650

Pret. SG 21 + deTr SG 21 SG 21 + SNV deTr SG 21 + SNV SG 21 + 2Der

LV. 6 15 11 10 6 15

Avg. rec. (%) 99,58 72,50 91,74 67,12 99,05 77,92

Avg. pred. (%) 99,16 65,13 85,40 59,81 97,37 63,14

Whey Beef Pea
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performances. Test-set prediction results to quantify 

the adulterant with the lowest concentration levels 

(melamine) in the whey sub-dataset with respective 

LOD and LOQ values can be seen in Fig. 1. The ANN 

models notably outperformed the PLS ones in terms of 

predictive accuracy based on both the benchtop and 

handheld datasets even with a moderate (150) number 

of epochs. This supports the findings of Balabin et. al 

(2011) [6], where the authors imply that a non-linear 

relationship between the spectral data of milk products 

and the concentration of complex compounds, like 

melamine, can be expected, in the case of adulteration. 

Non-linear modelling should be further explored when 

focusing on more complex datasets resulting in a 

potential better general industrial application, for 

example, by including multiple protein types in the 

model-building process at the same time. 

 

 

 
 

Fig. 1. Regression results of the test-set prediction for the best performing benchtop (1) and handheld (2) datasets using 

PLSR (A) and ANN regression (B). 

 
 

4. Conclusions 
 

Predictive models based on the data acquired with 

the NIRS6500 spectrometer relying on grating 

technology reached the highest accuracies, indicating 

the possibility to detect nitrogen-based adulteration 

well below 1 % concentration with the combination of 

NIRS and chemometric tools. The use of non-linear 

algorithms for model building should also be 

considered and further explored in case of nitrogen-

based adulteration to build more robust and 

generalized predictive models. 
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Summary: The rapid advancements in artificial intelligence (AI) and robotics have sparked concerns about their potential 
impact on productivity in small and medium enterprises (SMEs) in the Western Balkans region. One of the major concerns is 
the possible displacement of the workforce, which necessitates the need for psychological adaptation to these technologies. 
Despite this, the adoption of AI in SMEs may bring a multitude of benefits, including improved financial performance, 
increased employee engagement, efficient data management, and enhanced marketing strategies, as highlighted by Kumar and 
Kalse. The importance of AI adoption for SMEs was highlighted during the challenges posed by the COVID-19 pandemic. 
This research examines the impact of AI and robotics on SMEs in the Western Balkans region, focusing on the necessary 
psychological adjustments for employees and the economic outcomes associated with technology adoption. The study aims to 
assess the current level of integration of AI and robotics in SMEs in the Western Balkans, exploring the challenges faced by 
these enterprises in adopting these technologies. 
 
Keywords: AI and robotics, Productivity impact, Technology adoption, Psychological adaptation, Western Balkans. 
 

 
1. Introduction 
 

The advent of artificial intelligence and robotics 
has revolutionized various industries, offering 
immense potential for increased productivity, 
efficiency, and innovation. However, the impact of AI 
and robotics on small and medium enterprises in the 
Western Balkans raises questions about psychological 
adaptation and economic outcomes. Despite the 
rhetoric of the transformative potential of digitisation, 
many SMEs have tended to adopt digital technologies 
incrementally [7]. 

This is evident from the limited adoption and usage 
of ICT-related technologies in smaller firms, as 
highlighted by OECD [1]. Furthermore, the 
development of innovative digital technologies such as 
AI, 3D printing, and robotics pose a strong challenge 
for smaller firms to enhance their capabilities and 
leverage the productivity benefits of these 
technologies. 

The COVID-19 pandemic further accentuated the 
importance of AI and robotics for SMEs in the Western 
Balkans. During this period of economic instability, AI 
can serve as a cognitive assistant to conduct structured 
work and allow team members to focus on  
value-adding activities [3]. 

This not only leads to cost reduction and increased 
effectiveness but also enhances SMEs' transformation 
capabilities through better-informed operational risk 
strategies and cost reduction strategies. Overall, the 
impact of AI and robotics on SMEs in the Western 
Balkans is complex, involving both psychological 
adaptation and economic outcomes. 

2. ICT Adoption Challenges 
 

AI and robotics on small and medium enterprises 
in the Western Balkans has been a topic of interest, 
particularly in terms of psychological adaptation and 
economic outcomes. Research suggests that the 
adoption and usage of ICT-related technologies, 
including AI and robotics, is limited among smaller 
firms in the Western Balkans. This lack of adoption 
and usage poses a challenge for SMEs in the region to 
develop their capabilities and gain productivity 
benefits. Furthermore, studies have shown that larger 
firms in the Western Balkans have a more diverse 
patent portfolio, but the ratio of AI patents to their 
stock is lower than that of SMEs [4]. This suggests that 
SMEs in the Western Balkans are more actively 
pursuing AI and robotics technologies, potentially to 
gain a competitive advantage. 

The COVID-19 pandemic has further emphasized 
the importance of AI in SMEs in the Western Balkans. 
During periods of economic instability and remote 
work, AI can help SMEs in the Western Balkans by 
enabling cognitive assistants to conduct structured 
tasks, allowing team members to focus on  
value-adding activities, reducing costs, and increasing 
overall effectiveness [3]. Additionally, the lack of 
appropriate funds has been identified as a barrier for 
SMEs in the Western Balkans to invest in technology, 
including AI and robotic processes. Therefore, it 
becomes crucial for SMEs in the Western Balkans to 
integrate technological innovations like AI and 
robotics into their processes in order to improve 
performance. 
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Industrial psychologists play an important role in 

the strategic/operational practice of human resources 

(personnel), the dynamics of people's behavior as well 

as the evaluation and design of intervention [10]. 

Industrial psychologists conduct industrial psychology 

intervention programs, offer strategies to change 

performance, and apply psychology to the workplace 

[6]. Elliott (2014) contends that as the workforce may 

change over the course of a century, businesses should 

be aware of the potential impact of technology on 

worker behavior in the upcoming ten years [2]. There 

have been predictions of mass unemployment due to 

the rise of smart technology, robotics, artificial 

intelligence (AI), and algorithms [9]. 

There is a lot of paranoia because of the robots' 

growing capability and might. According to media 

sources, robots could replace a significant portion of 

today's employment in the near future, particularly in 

sectors that currently employ sophisticated 

automation. This is most likely a valid worry [12]. 
 

 
 

Fig. 1. Source: Authors work. 

 

Overall, the impact of AI and robotics on SMEs in 

the Western Balkans varies. While it is true that SMEs 

in the Western Balkans face challenges in adopting AI 

and robotics due to limited resources and funding 

constraints, it's important to consider the potential 

drawbacks that come with the integration of these 

technologies. One common concern is the potential 

displacement of jobs due to the automation of tasks 

through AI and robotics. As these technologies become 

more prevalent in SMEs, there is a risk that certain job 

roles may become obsolete, leading to unemployment 

and social challenges. 
 

 

3. Methodology 
 

120 small and medium-sized enterprises (SMEs) in 

the Western Balkans participated in this research  

(60 small enterprises and 60 medium enterprises). Data 

was collected through Google Forms from September 

to December 2023. The formulated questionnaire was 

sent via email to the selected companies, the surveyed 

subjects were informed about the research goals and 

for the confidentiality that the names of the companies 

will not be published. Also, participation was 

voluntary and respondents had the right to leave the 

survey at any time without giving explanations. 

 

 

4. Measurement 

 
The questionnaire used contained 13 questions, 

psychological adaptation was measured by the GAAIS 

(General Attitudes towards Artificial Intelligence 

Scale), [15] (short version) questionnaire with 8 

questions. The scale consists of positive and negative 

items, (Artificial Intelligence can provide new 

economic opportunities for this country, there are 

many beneficial applications of Artificial 

Intelligence). We used a Likert scale of 1 – 7 for their 

answers. Everyday use of smart technology – we 

measured the use of smart technology with the 

question: "How much time do you spend during the 

day using technology”? What technology do you use 

to promote your products”? What technology do you 

use to sell your products”? Approximately how many 

sales do you make in a day through the use of 

technologies”?  

For enterprises income – we included questions on 

gross monthly income on a scale from 1 (less than 

€500) to 6 (at least €7000). 

 

 

5. Results 
 

We employed the Statistical Package for the Social 

Sciences (SPSS) to conduct the analyses for this study. 

 

 
Table 1. Pearson correlational analysis between attitudes, 

technology use and income. 

 

  Attitudes  
Technology 

use 
Income 

Attitudes 

Pearson 

Correlation 
1   

Sig.  

(2-tailed) 
   

Technology 

use 

Pearson 

Correlation 
0.416* 1  

Sig.  

(2-tailed) 
0.043   

Income 

Pearson 

Correlation 
0.359** 0.661** 1 

Sig.  

(2-tailed) 
0.033 0.010  

**Correlation is significant at the 0.01 level  

(2-tailed). 
 

 
From Pearson's correlational analysis, it can be 

seen that attitudes and technology use have a moderate 

significant positive correlation (r = 0.416*; p = 0.043), 

so as one variable increases, the other variable 

increases too and vice versa. Also attitudes towards AI 

have significant positive correlation with income  

(r = 0.359**; p = 0.033), and income have significant 
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positive correlation with technology use (r = 0.661**;  

p = 0.010). 

 

 
Table 2. Regression coefficients for the set of predictors. 

 
Regressive coefficients  

R Square 0.410 

Sig. 0.001 

 

Predictors: Attitudes, Technology use, Dependent 

variable: Income. 

Regression analysis is applied to predict the 

enterprises income from the use of technology and 

attitudes towards artificial intelligence. From the 

regression table, we see that the regression coefficient 

of determination is R2 = 0.41. From this, it follows that 

the group of predictive variables together explain 41 % 

of the variance of the criterion variable. So, the 

independent variables statistically significantly predict 

the dependent variable (p = 0.001). 
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Summary: Industrial field devices exchange information through standardized communication interfaces and data models, 

encompassing process data, communication properties, and vendor details. Despite enhancing interoperability within a specific 

protocol, integrating these devices with diverse systems poses challenges due to data model fragmentation and custom 

interfaces. The absence of a universal semantic model for categorizing field device process data independently of standards 

necessitates engineers to repetitively devise custom exchange data models for different sensors and actuators, relying on 

standards like OPC-UA. In response, this work proposes an ontology-based architecture to tackle information data model 

fragmentation, aiming for seamless data interoperability across a universal interface. By focusing on two open-access field 

device standards, IO-Link and CANOpen, we compare their information data models, identify existing limitations, and put 

forth a semantic information model. The objective is to offer an interoperable interface for Industry 4.0 applications, 

showcasing the potential of an ontology-based approach in streamlining data exchange and reducing heterogeneity among  

field devices. 

 

Keywords: Field devices, Interoperability, Ontology, Industry 4.0, IO-Link, CANOpen. 

 

 

1. Introduction 

 
A common problem for data integration between 

field device protocols is the manual interpretation and 

semantic alignment with other data interfaces or 

industrial controllers. Typically, an automation 

engineer is required to read the datasheet of the field 

device, have a basic understanding of the protocol, and 

develop an interface that can provide a common 

interface to access its process data such as with  

OPC-UA [1]. Even though OPC-UA provides 

companion specifications [2] to interface different 

field device communication protocols, the semantic 

interpretation of the process data is still left to the user. 

Although standards such as OPC-UA Field eXchange 

[3] promise to solve this problem, the definition of a 

common data model is to this day a manual process. In 

general, there is data fragmentation, and current 

challenges to achieving interoperability are moving 

toward the semantic level [4]. 

There is a need to define a common interface for 

data access of field devices independent of technology 

to truly achieve interoperability at the data level. In this 

work, we propose an ontology-based architecture to 

define a common data model, that can be reused for 

Industry 4.0 (I4.0) applications. For this purpose, we 

analyze two open standards for field devices, IO-Link 

[5] and CANOpen [6]. These standards provide an 

application data layer, and a device description file, 

and define device profiles [7] that group common 

functions for data access. Based on these standards we 

propose a semantic data model that can generalize 

process data based on device description files, 

specifically the IODD [8] and EDS [9] format, device 

profiles [10, 11] and their respective application data 

layer. The generalization of this analysis is used to 

design an ontology for data interoperability between 

field devices and integration for industry 4.0 

applications such as the Asset Administration Shell 

(AAS) [12]. In the next sections of the paper, we 

discuss firstly the differences and similarities at the 

data level between IO-Link and CANOpen, their 

application layer, and device profiles. Based on this 

analysis we then proceed to generalize a common 

semantic model that can be used to describe field 

devices. Afterward, we discuss how this model could 

be integrated to define an I4.0 architecture that enables 

interoperability at the data level for field devices. 

 

 

2. IO-Link and CANOpen Semantics 

 
IO-Link and CANOpen are standards that share 

common semantics for data exchange at the 

application layer. In addition, their information model 

description provides similar metadata that can be used 

to interpret process data. In Fig. 1 we show a general 

overview of these standards over the ISO-OSI Model. 

From this comparison, it can be seen that what they 

share is data access over the application layer with 

their respective standardized interfaces. In the case of 

IO-Link, asynchronous information is transmitted over 

the Index Service Data Unit (ISDU), addressed over a 

16-bit index number and an 8-bit subindex. In 

comparison, CANOpen uses the Service Data Object 

(SDO) and can be accessed over a 16-bit index. For 

synchronous communication (i.e., process data),  

IO-Link defines the Process Data (PD) channel for 

Input (device to controller) and Output (controller to 

device). This data is accessed directly without an 

addressing mechanism. For the CANOpen counterpart, 

the Process Data Object (PDO) is used and is 
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addressed by a function code to either receive or 

transmit a PDO (4 channels in total). 
 

 

 
 

Fig. 1. ISO-OSI Model comparison of IO-Link  

and CANOpen. 

 

 

The next similar aspect of both protocols is the use 

of device profiles to categorize common functions for 

sensors and actuators. For example, the IO-Link 

protocol describes the Smart Sensor Profile [11], and 

CANOpen has profiles such as the CiA 406 for 

Encoder or CiA 401 for Input/Output modules. From 

both of these standards, there is a mapping between the 

specific objects defined in the application layer. 
 

 

3. Application Layer Generalization 
 

Both of these standards have a similar definition for 

data access at the application layer. They have a 

dedicated channel or addressing mechanism to access 

synchronous (i.e., process data) and asynchronous (i.e., 

parameters, or settings) data. In addition, they have 

unit codes to represent units of measurement, data type 

definitions, and endianness. 

From these similar concepts, we can derive a 

generic interface for field devices. In general, the data 

is provided over an Application Data Object (ADO) 

which provides a data structure, an addressing 

mechanism, and data types. The ADOs can be  

vendor-specific or be part of a device profile that 

groups one or many for a specific function (e.g., motor 

drive, encoder). The interpretation of the data requires 

a unit of measurement, which is associated with a 

specific protocol code. An overview of these 

relationships and concepts is shown in Fig. 2. 

 

 

4. Architecture Proposal 
 

Based on generalization from the Application 

Layer for IO-Link and CANOpen we propose an 

ontology-based architecture to generalize data access 

(see Fig. 3). The model defined as an OWL 2 ontology 

[13] provides a common ground to represent field 

devices, and build upon the generalization of devices 

based on common industrial definitions such as 

ECLASS [14]. The architecture consists of the field 

device instance generation from its device description, 

a set of rules and axioms that define the generic 

alignment based on units of measurement, and an 

Industry 4.0 interface that translates it to a common 

metadata model such as the AAS. The advantage of 

this approach is that existing engineering information 

can be reused to infer device capabilities independent 

of protocol. 

 
 

 
 

Fig. 1. Generalization of Field Devices based on their 

application layer. 

 

 

 
 

Fig. 3. Ontology-based Industry 4.0 Architecture  

for Field Devices. 

 

 

5. Conclusions 

 

This extended abstract outlines our approach to 

achieving field device data interoperability, 

emphasizing a generalized application layer for 

devices using IO-Link and CANOpen. This 

architecture facilitates modeling various application 

layers and extending compatibility to other protocols. 

Future efforts will involve ontology development and 

evaluation within the proposed architecture based on 

field device description files and integration to  

OPC-UA and the AAS. 
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Summary: The power consumption with two different radio configurations of a portable 5G device from Rapid.Space10 was 

measured. One is the number of Time Division Duplex (TDD) Downlink (DL) / Uplink (UL) slots, and the other is a 

transmission gain. It showed that the power consumption depends on the TDD patterns and the amount of data traffic. The 

pattern with 7 DL slots consumes ca. 40 % more power than that of 1 DL slots. However, the maximum efficiency of 7 DL is 

about 2.74 times larger than 1 DL. TDD slots increased the efficiency in both DL and UL. The power consumption did not 

change with the transmit gain from 45 dB to 70 dB, while the throughput was enhanced. Therefore, the higher transmission 

gain increased the efficiency. 

 

Keywords: 5G campus network, Power consumption, SDR. 

 

 

1. Introduction 
 

The research project called “5G National Park 

Region (5G NPR)” funded by the Federal Ministry for 

Digital and Transport Germany implements 5G 

applications in rural areas. A part of this project is to 

realize a temporary 5G coverage by mounting the 

network device on Unmanned Aerial Vehicles (UAVs) 

called a flying base station. 

The well-known limitation of the flying base 

station is the battery capacity. Since drones have to 

carry batteries which occupy the most weight, the 

heavy weight of batteries can reduce the flight time 

significantly. The assessment of the specific power 

consumption helps to optimize the battery size. For that 

reason, Energy Efficiency (EE) of 5G network from 

Rapid.Space is reviewed in terms of the different radio 

configurations. 

The enhancement of network technology enables a 

building of small and light 5G Radio Access Networks 

(RANs). One of the devices is called 5G Open Radio 

Station (ORS) from Rapid.Space. This network device 

functions as an all-in-one device supporting 5G  

Stand-Alone (SA), Non-Standalone (NSA) and LTE 

(Long Term Evolution). 
 

 

2. Related Work 
 

Virtualized 5G networks were introduced in [1]. 

Some project groups, such as Open5GS 2  and 

OpenAirInterface 3 , realized 5G core and  

 

 
10 https://www.rapid.space/products/ors/  
2 https://open5gs.org/open5gs/features/  
3 https://openairinterface.org/oai-5g-core-network-project/ 

Next-Generation Node B (gNodeB) with open-source 

software. Therefore, the software builds their radio 

configurations. This technology lets commercial 

computers and radio signal generators act as  

network devices. 

Contrarily, conventional network devices are 

manufactured with hardware functioning as a specific 

role. Therefore, the hardware must be physically 

changed to adjust network configurations. 

This advantage allows us to implement various 

radio configurations, such as different TDD DL / UL 

slots configuration and an adjustment of transmission 

gain. The influences of both parameters were studied 

in terms of the energy consumption in this paper. 

A higher transmission gain can increase the 

throughput by adopting higher order of Quadrature 

Amplitude Modulation (QAM) [2]. 

According to Friis transmission formula (1), the 

higher transmission gain from the transmitter results in 

the higher power at the receiving antenna. It increases 

Signal Noise Ratio (SNR); therefore, a higher 

throughput is expected. However, the higher transmit 

gain results in higher power consumption at the  

same time. 
 

𝑃𝑟

𝑃𝑡
 =  𝐺𝑡𝐺𝑟 (

𝜆

4𝜋𝑑
)

2

, (1) 

 

where 𝑃𝑟 is a receiver power, 𝑃𝑡 is a transmit power, 

𝐺𝑟  is a receiver antenna gain, 𝐺𝑡  is a transmitter 

antenna gain, 𝜆  is a wavelength of the carrier 
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frequency and 𝑑 is a distance between the receiver and 

transmitter. 

TDD configurations can adjust the power 

consumption of 5G network. Appendix A. in [3] shows 

diverse patterns of TDD according to different radio 

configurations. Fig. 1 is a graphical demonstration of 

one of the patterns in Table A.1.2-2 of [3] with the 

Subcarrier spacing (SCS) 30 kHz and the transmission 

period of 5 ms. 

There are three different types of slots, ‘D’, ‘U’ and 

‘S’. The ten slots in Fig. 1 consist of seven D, two U 

and one S. It is expressed as 7DL / 2UL. ‘D’ and ‘U’ 

only function as DL and UL respectively. 

Slot ‘special subframe (S)’ can be flexibly 

configured. A slot consists of fourteen symbols. If 

there are at least two empty symbols from DL to UL, 

then slot ‘S’ can be arbitrary constructed. These empty 

symbols must be placed after DL and before UL. Their 

function is to secure that User Equipment (UEs) 

completely receive the information from the base 

station, and then transmit their information to the base 

station. They are called ‘Guard Period’, and four empty 

symbols were used for this pattern in Fig. 1. 
 

 
 

Fig. 1. TDD pattern in accordance with [3]. 
 

In this case ca. 3.714 ms is used the DL 

transmission, while the UL transmission occupies ca 

1.142 ms. Therefore, it is expected to deliver more DL 

throughput than UL by a factor of 3.25. 

The data transmission performance depending on 

TDD slots was studied in [4]. The study used 

OpenAirInterface to realize a 5G RAN. The DL 

throughput was closely related with the length of DL 

time. However, the UL throughput did not always 

increase when the number of UL slots increased. The 

reason of this asymmetrical result was assumed that the 

different transmission power between gNodeB and 

UE. [4] investigated the influence of TDD slots on the 

throughput changes with several TDD configurations. 

However, it did not monitor the energy efficiency 

during the transmission. 

In [5], dynamic TDD configuration was simulated. 

Dynamic TDD is a method to increase the performance 

of the network by altering DL / UL slots of TDD 

depending on the demand. According to the paper, the 

maximum improvement of DL capacity was about  

1.5 times than a fixed rate of TDD DL / UL. While the 

network performance was simulated, its extra power 

consumption was not considered. 

[6] showed a summary of the efforts to improve 

energy efficiency in wireless communications. It 

showed several metrics to evaluate the EE. The 

equation (2) is one of the metrics in [6] and it is used 

to compare the EE in this paper. 
 

𝜆 =  
𝑡𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑑𝑎𝑡𝑎

𝑡𝑜𝑡𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑
 =  [

𝑀𝑏𝑖𝑡

𝐽
]  (2) 

3. Used Device and Measurement Setup 
 

3.1. Used Device 

 

The portable 5G/LTE device works as in Fig. 2. 

Table 1 shows the technical data of ORS. An 

embedded or commercial off-the-shelf (COTS) PC 

utilizes 5G core and gNodeB functions based on 

Network Function Virtualization (NFV). 

 

 
Table 1. ORS technical specification. 

 
CPU Intel i5-6300U @ 2.40 GHz 

RAM 8 GB 

Storage SSD, 64 GB 

Power 65 W Power over Ethernet (PoE) 

OS Ubuntu 22.04 LTS 

Radio Power 2×1 W (max) 

LTE-Bands B38/39/41/42/43/48 TDD 

NR-Bands N38/39/41/48/77/78 TDD 

Max. Bandwidth 40 MHz 

Dimension 170 × 102 × 240 mm 

Weight ca. 2 kg 

RF-Transmitter AD9361 

MIMO 2×2 @ 1 Watt 

Max. Ethernet 

Capacity 
1 Gbps 

 

As the left side of Fig. 2 shows, BaseBand Unit 

(BBU) is implemented as software running on the 

Linux Operating System (OS). Therefore, no physical 

device must be altered, but only a software 

modification changes radio configuration. AD9361 

placed on the Software Defined Radio (SDR) in Fig. 2 

receives a radio signal information from the PC 

through the mini- Peripheral Component Interconnect 

(PCI) interface. In the end, it generates an analog 

signal at antennas and the signal is transmitted to UEs. 

UEs receives 5G signal and are registered on the 

cellular network. If the PC is connected to the Internet 

with the Ethernet interface, then UEs can also use  

the Internet. 

 

 
 

Fig. 2. ORS System Structure. 

 

 

3.2. Measurement Setup 

 

The measurement is planned to evaluate and 

compare the EE of networks during both an idle and a 

transmission status. In the end, the EEs resulted from 

different radio configurations are compared. 
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The power measurement was implemented in a 

laboratory as Fig. 3. The UE is ‘5G router MU5001’ 

from ZTE. The 5G RAN generates a 5G signal with the 

carrier frequency of 3.7025 – 3.7225 GHz (Band n78 

5G NR), so the bandwidth is 20 MHz. The used  

Multi-In Multi-Out (MIMO) from ORS is 2×2 and two 

omnidirectional antennas are used. 

 

 
 

Fig. 3. Measurement setup. 

 

For the idle status test, there was only one registered 

user and no data transmission through iPerf3 was 

performed. The measurement lasted 5 hours for each 

TDD patterns shown in Table 2. 

The patterns are named ‘D1’, ‘D4’ and ‘D7’ referred 

to the size of their DL slots. There are ten slots in one 

periodicity the same as Fig. 1. The number of ‘S’ is 

fixed to one. Therefore, showing the number of DL 

slots indicates the number of UL slots. 

iPerf3 Transmission Control Protocol (TCP) 

bandwidth function was used to simulate the network 

load. The bandwidth size determines how fast the data 

is transported. If a network is requested by iPerf3 to 

transmit more than its full capacity, then the 

throughput only reaches its maximum transfer speed. 

 

 
Table 2. TDD Patterns. 

 

Parameter Unit 
TDD-Pattern 

D1 D4 D7 

UL-DL 

configuration 

SCS kHz 30 

DL-UL-

Transmission 

Periodicity 

ms 5 

nrofDLSlots  1 4 7 

nrofDL 

Symbols 
 12 12 12 

nrofULSlots  8 5 2 

nrofUL 

Symbols 
 0 0 0 

 

Two traffic cases were examined with the 

bandwidth control. The first one has various TCP 

bandwidth from 5 Mbps to the maximum capacity of 

each TDD patterns. The gain of transmitter and 

receiver at ORS was maintained as 60 dB and 30 dB 

respectively. The maximum capacity of each pattern 

can be tested by this experiment with the same  

radio gain. 

The other case limits the data transfer speed to  

20 Mbps, while the transmit gains were increased from 

45 dB to 70 dB, namely -12 dBm to 13 dBm, in 5 dB 

intervals. The receiver gain was 30 dB constantly. 

Every transmission test was done for 120 seconds 

and both UL and DL were examined. The DL is from 

the server to the client, and the UL is the opposite 

direction. The accomplished average throughput in 

Megabits per second (Mbps) was recorded by iPerf3 

program and it is used for the comparison. The power 

consumption was recorded with Tektronix PA1000 

and the measurement frequency was 1 Hz. 

During the measurement process, it showed that 

ORS device did not fully perform, once the 

temperature of the AD9361 chip reached over 40 ℃. 

Therefore, the measurements were only proceeded, 

once the temperature was cooled under 27 ℃. 

 

 

4. Result and Discussion 

 
4.1. The Measurement with Constant  

       Transmission Gain 

 

Fig. 4 shows the power consumption profile of DL 

and UL until the maximum throughput. The marked 

crosses in Fig. 4 show the average power in Watt of the 

idle case. 

 

 
 

Fig. 4. Avg. Power and throughput in DL. 

 

Pattern D1 consumes the least power and D7 

consumes the most, 22.81 W and 32.03 W 

respectively. The energy consumption of D7 excesses 

that of D1 by ca 40 %. D7 accomplished the most 

throughput, namely ca. 115 Mbps. The maximum 

traffic of D4 was ca. 67 % and D1 was only a  

quarter of D7. 

 

 
Table 3. DL capacity comparison. 

 

Pattern 

DL 

Time 

[ms] 

Relative 

Time 

Max. 

Throughput 

[Mbps] 

Relative 

Throughput 

D1 0.93 0.24 28.8 0.25 

D4 2.43 0.62 80.8 0.70 

D7 3.93 1.00 116 1.00 

 

 

Table 3 shows the relative time and throughputs of 

each TDD pattern referred to D7. It shows the obvious 

tendency that the longer DL time enables the larger 

throughput in DL. D1’s time is only 24 % of D7, and 

its throughput is also about 25 % of D7. D4 showed 

also similar behavior as D1. 
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The result of UL iPerf3 test is described in Fig. 5. 

Pattern D4 outperforms D1, although D1 has larger UL 

slots. D7 showed the worst performance as 1.3 Mbps 

with 32.59 W. 

 

 
 

Fig. 5. Avg. Power UL and throughput in UL. 

 

 
Table 4. UL capacity comparison. 

 

Pattern 

UL 

Time 

[ms] 

Relative 

Time 

Relative 

Throughput 

[Mbps] 

Relative 

Throughput 

D1 4.0 4.0 22.10 17.00 

D4 2.5 2.5 37.00 28.46 

D7 1.0 1.0 1.30 1.00 

 

Table 4 shows that UL case didn’t show any 

relationship between UL slots and the throughputs 

contrary to Table 3. D1 has the largest UL slots, 

however D4 has the biggest throughput. The larger UL 

slots time does not always guarantee a larger 

throughput in UL. As in [4], this experiment showed a 

similar result. 

Fig. 6 shows the EE of DL and UL at the same time. 

It indicates that the acknowledgement of the network 

use case is very important. For example, if the 

demanded throughput is 20 Mbps in both DL and UL, 

then the network does not need TDD D7, but D1 is 

enough. It guarantees ca. 20 times more UL throughput 

than D7 and saves almost 40 % of the power. 

 

 
 

Fig. 6. EE of DL and UL with TDD patterns. 

 

 

4.2. The Measurement with Different Transmit  

       Gain 

 

The measurement result with the increased transmit 

gain during DL is depicted in Fig. 7. While D1 and D7 

don’t show a great deal of the difference, D4 showed a 

slight fluctuation during DL. The transmit powers are 

between ca. 0.06 mW and 20 mW for the gain of  

45 dB and 70 dB respectively. The increased power is 

only 20 mW, while the total power of this device is at 

least 22 W. Therefore, changing the transmit power up 

to 20 mW does not increase the total power 

consumption dramatically. 

D1 only transferred 20 Mbps with the transmit gain 

larger than 55 dB. The accomplished traffic was ca. 

18.9 Mbps and the average power 24.76 W at 50 dB, 

so the EE is 0.76 
Mbit

J
. The EE of 55 dB of D1 is ca 

0.82 
Mbit

J
.  Therefore, enlarging transmit gain from  

50 dB to 55 dB increases the EE by the ca. 0.06 
Mbit

J
 in 

DL of D1. 

 

 
 

Fig. 7. DL 20 Mbps with various gain. 

 

There is no transmit gain that achieved 20 Mbps 

with TDD D7 in UL as shown in Fig. 8. The 

throughput of UL of D4 with the transmit gain of  

55 dB had 18.5 Mbps and 27.93 W in average and EE 

is 0.66 
Mbit

J
. The EE at the gain 60 dB is 0.72 

Mbit

J
, 

increased by 0.06 
Mbit

J
. It is found that there was almost 

no energy consumption difference, but the higher EE 

was achieved. 

 

 
 

Fig. 8. UL 20 Mbps with various gain. 

 

 

5. Conclusion and Future Work 
 

The EE can be enhanced by both an adjustment of 

TDD patterns and transmit gain. The EEs with various 

TDD patterns are shown in Fig. 6. 



4th IFSA Winter Conference on Automation, Robotics & Communications for Industry 4.0 / 5.0 (ARCI’ 2024), 

7-9 February 2024, Innsbruck, Austria 

326 

 

The pattern D1 showed the best EE in both DL and 

UL, while its DL / UL throughput is worse than D4. If 

the necessary throughput is no more than 25 Mbps in 

both cases, D1 would perform the best efficiency 

network. For this reason, a monitoring or forecast of 

the network demand could be a solution to optimize the 

operation time of a flying base station. 

The transmit gains from 45 dB to 70 dB did not 

increase the energy consumption. The higher transmit 

gain enabled a larger data transmission with the same 

energy consumption under a transmit gain from 45 dB 

to 70 dB or -12 dBm to 13 dBm as the power. 

Therefore, the advantage of the higher transmit gain is 

the enhancement of EE with no more power 

consumption. 

The power consumption of ORS device depends on 

the size of data traffic and TDD patterns. The more 

dominant factor was TDD patterns among them. This 

is related with the active time of amplifiers. The 

amplifiers at 5G ORS are turned on during DL, 

however they are turned off during UL to minimize the 

radio saturation at the receiver. Although the higher 

transmit power with the gain from 45 dB to 70 dB did 

not increase the total power consumption, the longer 

usage time of amplifier increased the power usage. For 

that reason, TDD pattern D7 consumes the  

most energy. 

There are some areas to improve this study in the 

future. A higher sampling frequency of the power 

measurement could detect the consumption profile 

during DL and UL. Receivers at ORS must avoid a 

radio saturation, so no amplifier during UL time is in 

use. Each slot takes 0.5 ms, so over 2 kHz of 

measurement frequency could show the power profile 

depending on TDD more specifically. 5G RAN’s 

power consumption can be more investigate with this 

measurement. 

The relationship between the temperature of 

AD9361 chip and its performance must be 

investigated. The throughput degradation was 

observed when the device’s temperature was high. 

However, the precise amount was not investigated. 

Throughput tests with UDP protocol could be 

helpful to examine the performance of 5G ORS. While 

the throughput of TCP needs ACK responses from 

receiver to secure the data transport, UDP does not 

need it. Therefore, UDP experiment could show the 

performance of 5G RAN independent from the radio 

channel quality. 

Finally, the resource block investigation could 

show how exactly the EEs were enhanced. This study 

showed that the higher transmit gain could make better 

EE. However, it was only assumed that the higher 

transmit power increased the code rate. Therefore, the 

resource block investigation could show a specific 

degree of the enhancement. 
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Summary: Networked mobile robots are considered to be an important use case for 6G networks. Extremely high reliability 

communication links with low latency are required, especially for applications involving remote oversight from humans, e.g. 

remote teleoperation, where a reliable communication link is typically required to ensure the quality of streamed data (e.g. 

video from on-board cameras) and the reactivity of teleoperated control. In some scenarios, for example disaster response 

robotics, it can be difficult or impossible to ensure a reliable communication link ahead of time. In this paper, we present our 

approach for solving this problem – ensuring adequate network coverage for robot operations by using ray-tracing based 

coverage analysis to inform robot motion plans. Our approach is validated using a Digital Twin simulation of a mobile robot 

with 3D manipulation capabilities. In particular, we show that by adjusting the height of a receiver attached to a robot arm, we 

can improve the performance of manipulation tasks in the presence of variable network conditions. 

 

Keywords: 6G, Mobile robotics, Ray-tracing, 3D motion planning, Communication-aware. 

 

 

1. Introduction 
 

Mobile robots are increasingly used for a wide 

variety of applications throughout society – for 

example for healthcare, navigation and mapping, and 

in Industry 4.0/5.0 smart factories [1]. A key sector in 

which robots are expected to have significant impact is 

in scenarios which would be dangerous or difficult for 

humans to carry out alone – like disaster recovery, 

offshore maintenance, or surveying large plots of 

agriculture. In such remote scenarios, issues can arise 

due to the difficulty in ensuring adequate network 

coverage to perform intensive tasks like streaming of 

high fidelity sensor data or real-time teleoperation. 

To circumvent these issues, researchers have 

proposed the use of ad-hoc networks using swarms of 

robots with on-board networking hardware to improve 

network conditions in real-time [2]. A downside of this 

approach is the requirement of additional robot & 

network hardware, which could be expensive and 

sensitive to hardware failures. As an alternative, some 

research has focused on the use of modelling 

techniques to predict network conditions before 

carrying out robot motions, however typically using 

simplified models of network dynamics which may not 

scale well to a wide variety of environments. 

In this paper, we propose to use a ray tracing-based 

approach for network coverage analysis, in order to 

optimize the actions of robotic agents. We illustrate 

this approach using a Digital Twin simulation of a 

mobile robot, and discuss results from simulation as 

well as possible sources of future research and 

industrial applications. 

 

 

2. Methodology 
 

To illustrate the benefits of our approach, we 

implemented a digital twin simulation of our 6G robot 

platform MELISAC (Machine Learning and Integrated 

Sensing and Communication). MELISAC (Fig. 1a) 

consists of two Universal Robots UR5e manipulators 

mounted on the MiR 600 mobile base with integrated 

wireless and robotic sensing capabilities. The digital 

twin simulation of MELISAC (Fig. 1b) was created in 

the Gazebo simulator [3], and considers the full 

dynamics of the robot as specified via URDF (Unified 

Robotics Description Format) [4]. Motion planning 

and robot control in the digital twin environment  

(Fig. 1c) is achieved via integration with widely used 

and open-source ROS2 [5] packages (ros2_control, 

Nav2, and MoveIt 2). 
 

 

 
 

Fig. 1. (a) The MELISAC robotic platform; (b) Digital twin of the MELISAC robot in a simulated office environment, 

modelled in Gazebo; (c) Motion-planning for a pick-and-place task in the Digital Twin environment. 
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Nvidia Sionna [6], an open-source tool for 

simulation of wireless networks, is used here to 

simulate wireless network conditions. In particular, we 

rely on the ray-tracing capabilities of Sionna to predict 

network coverage from system parameters, including 

the locations and parameters of any transmitters in the 

scene as well as a model of the 3D environment. 

An important shared characteristic of both the robot 

digital twin and the network simulator is the 3D 

environment model. For the digital twin, this affects 

the motion planning constraints affecting the robot (i.e. 

due to the need to avoid obstacles), as well as any 

inputs received by the robot sensors. For the network 

simulator, the material characteristics and structure of 

the environment play a key role in determining the 

network coverage. 

The environment model used in this paper is based 

on a typical office environment. It represents the floor 

of an office building, of size 17 m by 30 m by 2 m, and 

consists of a corridor and six rooms, five of which have 

typical desk setups and one of which is a storage room 

with shelves. This environment was first modelled in 

the Gazebo simulator, then exported to Blender and 

finally converted to a format compatible with Sionna. 

The simulated MELISAC can be seen in the office 

environment in Fig. 1(b, c); the Blender version of the 

environment is shown for reference in Fig. 2. 
 

 
 

Fig. 2. A top-down view of the office environment used  

in this investigation, rendered in Blender. Ceiling hidden  

to improve visibility. 

 

The material properties of the objects in the scene 

play an important role in network propagation. In this 

case, the relevant properties of object materials were 

assigned according to appropriate specifications from 

ITU-R [7], which are also the default material 

properties available in Sionna. The objects present in 

the scene and their associated material types are listed 

for reference in Table 1. 
 

 

Table 1. The material type of objects in the environment. 

 

Object Material 

Floor, ceiling, external walls Concrete 

Internal walls Plasterboard 

Furniture (e.g. chair, table) Wood 

Misc. items (e.g. boxes) Cardboard 

Cupboards, shelves Metal 

 

 

3. Simulations & Results 
 

Given an environment model, along with the  

(x, y, z) location of a transmitter in the scene as well as 

the associated networking parameters, e.g. carrier 

frequency, we can use ray-tracing to simulate the 

network coverage throughout the office environment – 

or indeed any environment for which a model is 

available. A coverage map is a grid of a specified 

resolution which quantifies the quality of network 

coverage (path gain, in dB) at each cell of the grid over 

an area of interest. For reference, a sample 2D 

coverage map was generated for the office 

environment using a transmitter position of  

(x, y, z) = (7.5 m, 19.5 m, 1.5 m), operating at a 

frequency of 2.14 GHz. The coverage map was 

calculated for simulated receivers at a height of 1.0 m. 

The resulting coverage map is shown overlayed on the 

environment in Fig. 3(a), and as a 200 × 300 grid  

in Fig. 3(b). 

 

 
 

Fig. 3. (a) A top-down view of a coverage map generated  

by Sionna. The transmitter location is shown  

as the blue/green circle (b) Graphical representations  

of the coverage maps generated for receivers at a height  

of 1.0 m. Areas of high – low coverage are indicated 

according to the colour map. White areas have no coverage. 

 
To quantitatively analyse the potential impact of 

network infrastructure & configuration on the 

performance of mobile robots, we first generated a 

dataset of coverage maps. To simulate imperfect 

network conditions, we added only a single access 

point to the simulated office environment for each 

coverage simulation – however two possible 

transmitter locations were tested, one in the corridor at 

the aforementioned position xc = (7.5 m, 19.5 m,  

1.5 m), and another situated on the ceiling of a room in 

an office at xr = (3.5 m, 8 m, 2.0 m). At each transmitter 

position, we tested three carrier frequencies: 2.14 GHz, 

6.5 GHz and 40 GHz. The latter two carrier 

frequencies are of potential interest for 6G research. 

For each combination of transmitter position and 

baseband frequency, a series of coverage simulations 

were run at varying receiver heights (from 0.1 m to  

1.9 m in steps 0.1 m). The resolution of the coverage 

map was chosen to be 0.1 m × 0.1 m, meaning 

coverage was calculated for each 10 cm square in the 

environment. While the output of any one coverage 

simulation is a 2D grid of coverage data for a particular 

receiver height, by scanning across multiple receiver 

heights we can instead produce a 3D coverage grid. 

This is particularly relevant for mobile robots which 

possess manipulation capabilities (e.g. on-board 
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robotic arms), which is an increasingly common  

use-case throughout industry and other sectors. 

Visualisations generated from the results of our 

simulations are shown in Fig. 4. For each combination 

of transmitter position and carrier frequency, we show 

the 2D coverage map at a height of 0.5 m and 1.5 m, to 

indicate how the coverage changes in height due to the 

local structure of the environment. The variance in 

coverage over height is particularly evident in the 

topmost rooms when the transmitter is placed along the 

corridor. 

Next, we consider a pick-and-place task using the 

simulated MELISAC robot. In Fig. 5, we show the 

MELISAC situated in the storage room prior to 

selecting one of the boxes from the shelves. Assuming 

the presence of a receiver on one of the robot arms, we 

explore how, in different network conditions, the 

height of the arm should be adapted in order to 

maximise network coverage. Note that at the position 

shown in Fig. 5, the right arm of the Melisac is located 

at the point xa = (5.4 m, 24.5 m, 1.0 m). 

 

 

 
 

Fig. 4. The resulting coverage maps from the network propagation simulations. Each column corresponds to a particular carrier 

frequency (from left to right, 2.14 GHz, 6.5 GHz, 40 GHz). For each of the tested transmitter locations  

xc = (7.5 m, 19.5 m, 1.5 m), xr = (3.5 m, 8 m, 2.0 m), the 2D coverage slices at heights of 0.5 m and 1.5 m are shown.  

The coverage maps in the first two rows correspond to xc, and the latter two rows correspond to xr. 
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Fig. 5. MELISAC approaching a shelf to perform  

a pick-and-place task. 

 

 

In Fig. 6, we illustrate more clearly the variance in 

coverage over height by showing the evolution of 

coverage for each of our tested carrier frequencies 

while keeping the x and y positions fixed at 5.4 m and 

24.5 m respectively. In other words, we consider the 

change of network coverage only as a function of 

height. Note that we only show this analysis for the 

transmitter at xc, since the coverage at xa is extremely 

low when the transmitter is placed at xr. Based on this 

figure, we see that the relationship between receiver 

height and connection quality is a non-trivial one, with 

two approximately similar peaks in coverage at 0.7 m 

and 1.1 m, and particularly low coverage at 0.5 m and 

1.4 m. This behavior is likely caused by the relative 

complexity of the storage room in the model, which 

contains multiple shelves, boxes, and cupboards 

capable of disrupting the path of rays carrying the EM 

energy from the transmitter. 

 

 

 
 

Fig. 6. Network coverage (path gain) at xa as a non-trivial 

function of height, shown for each  

of the carrier frequencies. 

 

 

4. Discussion 

 
In general, our results indicate that the network 

infrastructure parameters tested in this study have a 

marked effect on network propagation and the 

resulting coverage characteristics in our simulated 

office environment. Therefore, if a mobile robot were 

operating in this space and dependent on network 

connectivity for task completion (e.g. due to 

teleoperation or video transmission requirements), it 

would be important to consider estimated network 

coverage as a key component of any robot task or 

motion planning algorithms. 

In the results presented here, the primary influence 

of the changes in operating frequency is to adjust the 

overall path gain. This is evident both in the coverage 

map slices (Fig. 4) and the coverage over height graphs 

(Fig. 6). Particularly referring to Fig. 6, the operating 

frequency has no bearing on the shape of the 

relationship between receiver height and network 

coverage, but only its relative magnitude. Further 

research in this area could investigate scenarios which 

show a greater performance differential between 

carrier frequency bands, e.g. due to increased ray 

scattering at higher carrier frequencies. 

Meanwhile, the remaining parameters – transmitter 

location and receiver height – are shown to have a 

greater effect on network coverage. In Fig. 4, we see a 

marked difference in overall coverage between the 

tested transmitter locations, xc and xr. This is largely 

due to the reduction of line of sight (LoS) and reflected 

rays which can reach from the transmitter to other 

rooms in the simulated office. Performing this analysis 

on an ad-hoc basis would provide important to robot 

path planning algorithms, which may (for example) 

treat rooms with predicted extremely low coverage as 

obstacles or no-go areas so as to avoid situations where 

robots permanently lose mobile communications. 

Furthermore, we can also see from Fig. 4, and more 

clearly through Fig. 6, that the receiver height also 

affects coverage. This is particularly relevant for 

rooms with many objects that can affect the 

propagation of EM rays, e.g. the simulated storage 

room in this case. 

It is important to note that at the tested position of 

MELISACs arm xa, a naive strategy of ‘higher is 

better’ for the position of the receiver on the robot arm 

would lead to worse connectivity than an informed 

approach based on communication-aware motion 

planning, which in this case would identify the optimal 

receiver height to be 0.7 m or 1.1 m depending on the 

current arm position. 

In this investigation, we have considered the static 

case whereby a robot is fixed in space before 

attempting a pick-and-place task. However, in many 

scenarios, mobile robots may be constantly in motion 

while carrying out their task (e.g. remote maintenance 

of a site). In cases such as these, robot path planning 

algorithms could consider how the receiver height 

could be adapted throughout the motion based on the 

local behavior of the coverage map, to further improve 

the reliability of communication. 

Overall, our investigation showed that it can be 

important to consider network coverage when wireless 

communications play a part in mobile robot systems. 

In particular, in the tested scenario where a mobile 

robot is equipped with a network receiver, it is not 

trivial to select the optimal position for the receiver 

without knowing in advance the coverage information 

for the area. Using our approach, this coverage can be 
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approximated using knowledge of the environment 

(i.e. the environment map) and knowledge of network 

infrastructure parameters (location and operating 

frequency) without requiring coverage data in 

advance. Accordingly, our method is particularly 

relevant for scenarios for which limited data is 

available – e.g. use-cases in remote or dangerous 

environments. 

 

 

5. Conclusion 

 
In this paper, we have illustrated the use of ray-

tracing-based coverage analysis for mobile robotics 

applications. This method can be applied widely to 

robotic use-cases which feature limited network 

coverage and/or high networking requirements. As 

robots become more and more widely used in society, 

the need for dedicated communications technologies to 

support their usage only increases. In the future, 

mobile network standards (e.g. 6G) are uniquely 

positioned to integrate coverage analysis and motion 

planning to support robotics applications. 

As an immediate source of further work to extend 

this research, close integration with robot motion 

planning algorithms could be investigated to enable 

real-time communication-aware motion planning in 

scenarios where wireless communications are required 

– such as remote teleoperation, remote maintenance, or 

long-distance multi-robot collaboration. 
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Summary: In the data management realm, preserving data integrity is crucial for personal and enterprise data. In traditional 

industrial control environments, data is commonly transmitted from sensors to databases for storage, exposing it to 

vulnerabilities. To ensure long-term security, robust data preservation strategies are essential. Reliance on physical hard disks 

in databases introduces vulnerabilities, requiring prioritized measures to prevent data loss from damage or targeted attacks. 

Establishing effective data backup systems, employing advanced security protocols, and proactive monitoring strengthens 

organizations' data preservation capabilities, safeguarding against threats. Despite many opting for third-party providers for 

data integrity, this approach has inherent risks. Attacks or tampering with data make verifying integrity challenging. To address 

this, the integration of IoT with Distributed Ledger Technology (DLT) is growing, using IOTA for real-time IoT environments. 

However, the complex transmission path from sensors to IOTA nodes poses challenges, including data integrity issues and 

vulnerabilities. A proposed solution involves streamlining the transmission path for industrial IoT devices. This includes 

preprocessing data on the server for confidentiality, leveraging IOTA for data integrity, and establishing IOTA nodes on  

lower-level devices. This simplifies the path, reduces tampering potential, and enhances overall data security, ensuring 

confidentiality and integrity during transmission and storage, and strengthening trust in IoT and IOTA integration. 

 

Keywords: DLT, IoT, Data security, Docker, Container technology, IOTA, Tangle. 

 

 

1. Introduction 

 
With the emergence of Industry 4.0, various 

innovative industrial technologies, including MES or 

AI technology. Traditional factories have gradually 

transformed into intelligent factories, and the IoT also 

plays an important role in it. As IoT devices generate a 

large amount of data, security, and integrity satisfy 

data preservation requirements are gradually being 

valued. Data preservation technology has become 

indispensable. Currently, most of the models or 

technologies are implemented using encryption 

technology. Generally, a trusted third party is required 

to store the data, which may lead to data leakage or 

attack. In recent years, the DLT has developed 

vigorously. It can ensure the security and integrity of 

data to satisfy data preservation requirements on the 

chain and solve the problem of a single point of failure 

(SPOF) in the system. Currently, some methods have 

emerged to combine with DLT to save data. However, 

most of the methods focus on replacing the original 

third-party data storage and only uploading the data to 

DLT, ignoring the risks that may occur during the 

uploading process. In the existing method [1, 2], the 

author uses IOTA as the DLT for storing data in the 

IoT. IOTA uses a Tangle network based on Directed 

Acyclic Graph (DAG) technology, which is different 

from traditional DLTs. It does not require transaction 

fees and has faster transaction speeds. It is often used 

in industrial environments. In the IoT network, data is 

received through sensors, computers, and servers, and 

finally uploaded to the node of the DLT. Complicated 

paths may lead malicious attackers to use devices in 

the transmission path to attack, thereby destroying the 

integrity of the data. 

• In an Industry 4.0 environment, a manufacturing 

Execution System (MES) is a comprehensive 

dynamic software system that ensures production 

quality. It can help enterprises monitor, track, 

record, and control the data generated in the 

manufacturing process, from receiving orders, 

production, and process control to products. 

• According to the MESA Model [3] proposed by 

MESA, “data collection and acquisition”, and 

“product tracking and historical records” are 

important components of MES. On the traditional 

MES, the historical record of the product will 

upload the data to the database in the system. 

However, the data stored in the database may be 

hijacked by hackers, and the tampered data may 

greatly affect the judgment of decision-makers or 

the accuracy of AI training models. Therefore, 

maintaining data integrity is a major challenge for 

enterprises in terms of information security. 

In a blockchain network, the author Satoshi 

Nakamoto [4] divided the network into two roles: 

miners and users. Miners consume a significant 

amount of computing power to provide proof of work 

(POW) to connect blocks. This reward structure poses 

a significant obstacle in the machine-to-machine 

economy because small payments between machines 

may be less than the cost of payment required. In 

IOTA, there is no difference between miners and users, 

and all nodes can participate in consensus. The person 
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who initiates the transaction performs lightweight 

proof of work, and the transaction must be verified by 

other people before it can be uploaded. Therefore, the 

more users there are, the faster the verification speed, 

and the better the efficiency. In contrast, the 

performance of DLT deteriorates as the number of 

transactions increases. In industrial environments with 

a large number of IoT devices and a focus on 

efficiency, IOTA is more suitable than traditional 

blockchain. However, IOTA has some weak points, 

which are described below: 

(1) The size of each data in IOTA cannot exceed 

32kb. Therefore, uploading pictures or videos may not 

be possible due to the size of the data; 

(2) IOTA does not provide an access control 

system. That is, anyone can access all data on the 

IOTA Tangle network, which may lead to a loss of 

confidentiality, one of the three elements of 

information security. 

DLT can ensure the integrity of data on the ledger, 

but it still needs to store an index pointing to the 

location of the data. For example, after uploading data 

to IOTA, a message ID is generated that corresponds 

to the location of the data stored on IOTA. If this 

message ID is stored in a local database, there is a risk 

of substitution. If the message ID is replaced with a 

malicious one, the integrity of the data cannot  

be verified. 

Man-in-the-middle attacks, a common attack 

method, such as ARP spoofing, DNS spoofing, IP 

spoofing… are common attack methods. The 

traditional information flow involves data passing 

through sensors, edge computers, and servers, and 

finally being uploaded to a distributed ledger. 

Although this is easier to manage, it makes the 

transmission path very complex and increases the 

possibility of data being tampered with during 

transmission. The objective of this paper is to: 

• Ensure data preservation for data stored on  

the server; 

• Ensure integrity and confidentiality of data 

transmitted from sensors to the server  

and IOTA; 

• Successfully upload data exceeding IOTA 

storage capacity; 

• Ensure the integrity of data stored on the server 

and detect any tampered data. 

The main contributions of our architecture are as 

follows: 

• The data will be uploaded to IOTA, and the 

immutable nature of DLT will ensure the 

integrity of the data after it is uploaded  

to IOTA; 

• Use containerization technology [5] to set up 

IOTA nodes, which can reduce the difficulty of 

setting up nodes, because there are lots of 

different hardware devices in the IoT 

environment; 

• Set up the IOTA node on the Raspberry Pi, 

upload the data to tangle after the sensor receives 

the data, and successfully reduce the transmission 

path before uploading to the DLT; 

• By utilizing the method, we proposed, the data 

will be preprocessed by proposed method to 

ensure its integrity during transmission and 

storage on the server. Satisfying data 

preservation requirements in the IoT 

environment. 
 

 

2. Related Works 
 

A. Distributed Ledger Technology 
 

IoT covers a lot of hardware devices, and there are 

many different communication paths between IoT 

devices. To protect the communication security 

between IoT devices and tangle, many studies have 

proposed methods to detect and avoid data attacks [6]. 

However, the risk of data being attacked on the 

transmission path is still unavoidable, so how to reduce 

the transmission path is the key point. 
 

B. Transmission path selection from sensors  

to DLT 
 

There are three architectures for sending data from 

the sensor to the tangle in the industrial environment 

with IoT devices. This is inspired by W. F. Silvano, 

and R. Marcelino [7]. The transmission paths are 

divided into three types: 

Architecture (i) Set up the IOTA node on the 

server: After the data is read by the sensors, send it to 

the computer, and use the computer to process the data 

and then transfer it to the server or database, collect the 

data centrally, and then upload the data to the tangle. 

Architecture (ii) Set up the iota node on the 

computer: After the data read by the sensor is sent to 

the computer, the computer will upload the processed 

data to the tangle through the IOTA Node. 

Architecture (iii) Set up IOTA Node on Raspberry 

Pi: After the sensor sends a signal to the Raspberry Pi, 

it directly uploads data to the tangle. 
 

 

C. IOTA 
 

When the traditional DLT is applied to IoT, the 

increase in the number of transactions may lead to the 

consumption of handling gas fees and scalability 

issues. The author Popov [8] proposed Tangle solves 

the problem of gas fee and scalability. The traditional 

DLT needs to use miners to verify each transaction to 

propose a block and connect each block to form a DLT 

structure like a linked list. The tangle proposed by the 

author belongs to the mesh DLT structure. It can add 

new transaction blocks from any direction, improving 

transaction speed and ensuring its scalability. The 

consensus protocol adopted by Tangle is  

Proof-of-Work (PoW). When a transaction occurs, the 

node we set up will need to verify two transactions on 

Tangle before requesting other nodes to verify the 
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transaction we sent. Its characteristic is that more users 

can make the transaction faster. 

IOTA is a distributed ledger technology 

specifically created for the Internet of Things (IoT) 

ecosystem. In contrast to traditional blockchain-based 

systems, IOTA utilizes a directed acyclic graph (DAG) 

structure, known as the Tangle, to handle transactions. 

The Tangle enables concurrent processing of 

transactions and does not require miners to validate 

transactions, resulting in a more scalable and  

energy-efficient solution compared to  

blockchain-based systems. 

 

D. InterPlanetary File System 

 

The InterPlanetary File System (IPFS) is a 

decentralized peer-to-peer (P2P) system designed for 

storing and sharing files. IPFS operates by utilizing a 

content-addressed storage system that identifies 

content using its unique hash. With its ability to offer 

a decentralized and secure solution for file storage, 

IPFS has become increasingly popular in recent years 

as an alternative to traditional centralized  

storage systems. 

Some researchers have explored the use of IPFS in 

various applications. For example, V. Mani, P. 

Manickam, Y. Alotaibi, S. Alghamdi, and O. I. Khalaf 

[9] proposed an IPFS-based solution for storing and 

sharing Electronic Health Records (EHRs). They 

demonstrated that IPFS can provide a secure and 

efficient way to store and share sensitive health data 

while preserving patients' privacy. 

 

E. Cipher Feedback 

 

Cipher Feedback (CFB) is a mode of operation for 

block ciphers that allows encryption of plaintext data 

of any length. CFB is a widely used mode of operation 

due to its security and ease of implementation. 

Fig. 1 shows CFB is a block cipher mode that 

operates similarly to CBC (Cipher Block Chaining), in 

that the previous ciphertext block is used in the 

encryption of the current block. Like CBC, CFB uses 

an initialization vector. However, the key difference is 

that in CFB mode, the previous ciphertext block is 

encrypted first, and then XOR-ed with the plaintext 

block to produce the ciphertext block for the current 

iteration. 

 

 

 
 

Fig. 1. Cipher Feedback (CFB) mode encryption. 

 

 

F. InterPlanetary File System 

 

In the IoT environment, real-time data reception 

and transmission with data integrity assurance are 

essential. Therefore, the authors Alsboui, et al. [10] 

proposed the Mobile-Agent Distributed Intelligence 

Tangle-Based approach (MADIT) to address the 

challenges of massive data transmission and efficiency 

in IoT environments. They utilized the IOTA Masked 

Authenticated Messaging (MAM) protocol to ensure 

data privacy on the Tangle. While data on the ledger is 

publicly transparent, there may be a need to upload 

sensitive data to the ledger. Hence, the authors Zhang 

et al. [11] proposed LDP, which uploads data to the 

distributed ledger technology (DLT) while preserving 

data confidentiality. Depending on different contexts, 

there may be a need to upload varying sizes of data that 

could exceed the single transaction limit of the ledger. 

Therefore, the authors J. Jayabalan and N. Jeyanthi 

[12] proposed a model that encrypts medical data and 

stores it on IPFS, while storing the index generated by 

IPFS on the DLT, ensuring data integrity and 

confidentiality. 

 

3. Proposed System Architecture 
 

The proposed system architecture ensures the 

integrity of data before and after uploading to the 

Tangle. It allows for selective confidentiality based on 

the sensitivity of the data. Before uploading, we have 

developed an algorithm based on CFB encryption for 

data preprocessing, which securely stores the original 

data locally and verifies data integrity using DLT. We 

utilize containerization technologies to establish nodes 

locally, minimizing the transmission path to the 

Tangle, which can reduce the risk of attacks. 

Furthermore, our proposed architecture does not 

require significant computational capabilities from IoT 

devices in resource-constrained IoT environments. We 

have also proposed a method to address the issue of 

large data that cannot be stored directly in IOTA. By 

combining IPFS and IOTA. Data can be uploaded that 

are not limited by the single transaction capacity of 

IOTA while ensuring data integrity. We have chosen 

IOTA as our DLT of choice, as it offers efficient 

transaction verification compared to Ethereum and can 

meet the real-time data exchange requirements in IoT 
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environments. The key factors to ensure data integrity 

are as follows: 

(1) Using DLT: The DLT and various consensus 

mechanisms maintain the operation of the entire 

ledger. By utilizing the tamper-evident nature of DLT, 

it can successfully guarantee the integrity of data after 

it is uploaded to the chain. 

(2) Reducing the transmission path before 

uploading to the DLT: Taking the industrial control 

field as an example, after data is uploaded to the DLT, 

the DLT can ensure the integrity of the data. However, 

before uploading to the DLT, the data will first go 

through sensors, edge computers, and servers. The 

more transmission paths that the data goes through, the 

higher the possibility of intrusion. Therefore, reducing 

the transmission path before uploading to the DLT is a 

key factor to ensure data integrity. 

 

Shorten the transmission path 
 

To shorten the transmission path, we need to set up 

an IOTA Node on Raspberry Pi, it can be more 

challenging compared to installing it on a regular 

desktop computer because the Raspberry Pi uses an 

arm64 CPU architecture, which cannot directly install 

the official packages designed for the amd64 

architecture. Therefore, this article utilizes 

containerization technology to address this issue. 

Fig. 2 demonstrates how to install the IOTA node 

on the Raspberry Pi. The main process is as follows: 

Step 1: Create container: install docker on the 

Raspberry Pi and create a container by docker. It 

allows us to use containerization technology on  

our devices; 

Step 2: Setup IOTA node: set up the IOTA node by 

using packages on the IOTA website and modifying 

the configuration file. The main purpose of modifying 

the configuration file is to increase the surrounding 

neighbor nodes, which is to make it synchronize with 

the tangle. Many other configuration files can  

be modified; 

Step 3: Connect the sensor to Raspberry Pi: connect 

sensors (Co2 sensor, water sensor, temperature sensor, 

etc.) to Raspberry Pi, and design a program to collect 

data from the sensor automatically; 

Step 4: Design a program: Design a program for 

uploading data to the tangle; 

Step 5: Activate the IOTA node: enable programs 

that collect data and upload data simultaneously. 

 

Proposed system model 
 

This paper presents a secure data transmission 

architecture for uploading data from IoT sensors to 

IOTA Tangle, involving four participants: Raspberry 

Pi with sensors, DLT, server, and data user. As shown 

in Fig. 3. Sensors will transmit the raw data to 

Raspberry Pi in real-time, and the hash value of the 

data will be sent to IOTA through containerization 

technology for subsequent verification. Meanwhile, 

the data will be encrypted or preprocessed based on its 

type using the algorithm proposed in this study. 

Finally, before the data user uses the data, it will 

undergo integrity verification through IOTA and the 

algorithm proposed in this study to ensure that the data 

has not been tampered with. 

 

 

 
 

Fig. 2. A flow chart of creating and setup the IOTA Node  

in the container. 

 

 

 
 

Fig. 3. Proposed system architecture to ensure  

data integrity. 

 

 

4. Security and Performance Analysis 

 
Security Analysis 

 

In this paper, we will conduct a security analysis of 

the proposed method in this paper. We will analyze 

potential attacks on data stored on the server and 

further explain the integrity of the data. 

A Man-in-the-middle attack is a type of attack in 

network data transmission where an attacker 

impersonates the identities of both ends of the 

communication to eavesdrop, intercept, modify, or 

manipulate the communication content without being 

detected. There are various methods to conduct this 

type of attack, including IP spoofing, DNS spoofing, 

ARP spoofing, email phishing, SSL stripping, and  

Wi-Fi eavesdropping, among others. This paper 

implements ARP spoofing and verifies that using the 

proposed architecture can detect data tampering and 

ensure the integrity of data stored on the server. 
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ARP spoofing, or Address Resolution Protocol 

spoofing, is a malicious network attack where an 

attacker sends fraudulent ARP messages to link an 

incorrect MAC address to an IP address within a 

network. This allows the attacker to effectively replace 

the MAC address of a host on the network with their 

device, and potentially intercept or manipulate the 

traffic flowing through that host. 

We propose an architecture that preprocesses or 

encrypts various types of data and verifies the integrity 

of the data before it is accessed. Our framework can 

detect tampering of data and identifies the tampered 

data as Temp. After testing the framework with ARP 

spoofing attacks in a laboratory environment, we 

confirmed that our framework can prevent  

man-in-the-middle attacks. The integrity of the data 

can be verified regardless of the type of  

man-in-the-middle attack encountered during 

transmission. 

A remote access attack is a form of cyber-attack 

that occurs when an unauthorized person gains access 

to a computer or network from a remote location, 

typically over the Internet. The attacker may use 

various methods to gain access, including exploiting 

vulnerabilities in the operating system or applications, 

guessing weak passwords, or using social engineering 

techniques to trick users into disclosing login 

credentials. Once the attacker has gained remote 

access, they can carry out a wide range of malicious 

activities, including stealing sensitive information, 

installing malware or ransomware, altering or deleting 

data, and using the compromised system to launch 

additional attacks. 

After a remote access attack on a computer, the D 

or msgID stored on the server may be tampered with. 

If the data is not encrypted or preprocessed using our 

proposed method, both the data and msgID may be 

tampered with simultaneously, and the integrity of the 

data cannot be verified. However, with our proposed 

data preprocessing and encryption method, data 

integrity can be verified before data retrieval, allowing 

us to identify the tampered data and verify its integrity. 

 

Performance Analysis 

 

This paper evaluates the proposed methods in this 

paper by comparing the computational complexity and 

time required for each method and analyzing their 

respective strengths and weaknesses. Finally, the time 

required for uploading data to IOTA and Ethereum is 

compared, and the advantages and disadvantages of 

using DLT and blockchain are analyzed. 

To analyze the time required for each method used 

in this paper, we have calculated the time required for 

each operation used and then calculated the amount of 

computation required for each method. Table 1 shows 

the average time required for the four operations: 

hashing, XOR, CFB encryption, and CFB decryption. 

These four operations are the methods required to be 

used locally in this architecture. 

This paper divides the methods for uploading  

data method divides into two categories: the  

Non-confidential data upload method and the 

confidential data upload method. It also divides the 

methods for retrieving data into two categories: the 

non-confidential data retrieval method and the 

confidential data retrieval method. The calculation 

time required for the two upload methods using the 

following equation, where n represents the total 

number of data to be uploaded. 
 

 

Table 1. Measurement of computational methods. 

 

 

 

Total computation time of non-confidential  

data upload: 
 

 
 

 

 

Total computation time of confidential data  

upload method: 
 

 
 

 

 

Fig. 4 illustrates the computation time required by 

our architecture. Non-confidential data upload method 

only uses hash computation; therefore, it requires less 

time but lacks confidentiality. Confidential data upload 

method uses CFB encryption to encrypt data, which 

requires more computation time. Although it takes 

more time, it ensures data confidentiality. 

The calculation time required for the two data 

retrieval methods using the following equation, where 

n denotes the total number of data to be retrieved. 

Total computation time of non-confidential data 

retrieval method: 
 

 
 

 

 

Total computation time of confidential data 

retrieval method: 
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Fig. 4. The computation time of data upload. 

 

 

Fig. 5 compares the two methods of data uploading 

based on the time required according to the amount of 

received data. The confidential data retrieval method 

initially requires less time to receive data compared to 

the non-confidential data retrieval method. However, 

as the amount of data received increases, the 

confidential data retrieval method takes more time 

because it will generate a message chain, and the 

longer the message chain, the longer it takes to decrypt. 

Therefore, our architecture proposes a method of 

generating new message chains periodically, which is 

crucial for reducing decryption time. 

This paper compared the computation time 

required for different methods. As can be seen from the 

analysis, if data needs to be kept confidential, more 

computation time is required. Depending on the needs 

of different fields, different methods can be used to 

ensure data storage. For the uploading and receiving of 

confidential data, our method successfully reduced the 

time required for data decryption by updating the 

message chain. 

 

 

 
 

Fig. 5. The computational time of data retrieval. 

 

 

5. Conclusions 
 

We propose a robust system architecture for data 

preservation in IoT networks, ensuring data integrity 

and confidentiality from sensors to the IOTA Tangle. 

Upon data generation, our method swiftly uploads it to 

the Tangle, minimizing transmission paths and 

meeting data preservation requirements. 

Our approach employs CFB encryption and 

Distributed Ledger Technology (DLT) to safeguard 

against tampering. Rigorous testing against common 

attack methods validates the system's security, 

enabling the detection of malicious modifications and 

ensuring data integrity and confidentiality. This 

establishes a comprehensive data preservation 

framework. 

The versatility of our architecture extends its 

application to various fields such as Manufacturing 

Execution Systems (MES), supply chain management, 

AI training, Environmental Social Governance (ESG), 

Machine as a Service (MaaS), and intellectual property 

(IP) management. In traditional MES, our architecture 

ensures data integrity and confidentiality, reducing the 

risk of tampering with product tracking and historical 

records. For intelligent factories utilizing large IoT-

generated datasets for AI training, our architecture 

safeguards data integrity, preserving the accuracy of 

the model against tampering. In ESG applications, our 

system validates data from CO2 sensors, preventing 

enterprises from falsifying data. In the realm of 

intangible assets, our architecture uses DLT to prove 

data immutability during disputes, enhancing the 

management of such assets. Traditional supply chains 

often require costly IT platforms for transparent 

information on product and process quality. Our 

architecture facilitates comprehensive tracking of 

every component's source and quality, eliminating 

unnecessary quality control processes by ensuring data 

authenticity through DLT. This guarantees the overall 

quality and security of the supply chain. 
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Summary: This paper introduces a microstrip antenna featuring an elliptical patch, strategically designed to meet the demands 

of emerging 5G mobile communication networks. Exhibiting notable characteristics, the antenna boasts bandwidths of  

2.0 GHz and 4.7 GHz, with an impressive 83 % relative bandwidth. The resonating frequencies are identified at 2.5 GHz and 

4.0 GHz, contributing to its versatile performance. The simulated results at 4.5 GHz demonstrate a peak gain of 6.46 dB, 

showcasing the antenna's efficacy. Physically, the compact antenna measures 58.27×46.80×1.40 mm, making it particularly 

suitable for mobile applications. Leveraging the advanced 3D simulation tool CST Microwave Studio, the antenna design and 

characteristics are meticulously determined. The simulation outcomes align closely with measured results, establishing the 

antenna's broad acceptability and its potential as a compact, wide-band solution for mobile communication needs. 

 

Keywords: Elliptical patch, Bandwidths of 2.0 GHz and 4.7 GHz, Wide-band antenna, 5G mobile. 

 

 

1. Introduction 
 

The revolution in mobile communications has been 

brought about by the assessment of mobile wireless 

technology from 0G to 4G [1]. Every generation is an 

updated version of one before [2]. Many applications 

for 4G technology exist, including remote host 

monitoring, video call data transfer, and machine-to- 

machine communication [2] Although 4G has several 

benefits, it is unable to address issues with channel 

overcrowding, low quality, poor coverage, lost 

connections, excessive energy consumption, and weak 

connectivity [3, 4]. The existing 4G technology cannot 

satisfy the current demand because of the rapid 

expansion of communication system-connected 

gadgets [5]. In order to accommodate the need for high 

data rates in the future, the mobile communication 

system must be updated to the fifth generation (5G) 

[6]. 5G mobile communications are now being 

researched and are anticipated to become 

commercially available in the early years of the 

twenty-first century [4, 7]. Today's world has made 

mobile devices a vital component of daily life. In the 

past, mobile phones were used mostly for chatting with 

other people. However, the use of mobile phone 

applications has grown to such a level that it has 

become an essential tool for everyone to carry out daily 

tasks [8] as purchasing goods, vacation preparation, 

navigation, etc. 

In order to support the fast expansion of consumer 

electronics, bandwidth requirements must also rise [9]. 

Numerous technologies, including smartphones, TVs, 

laptops, home appliances, wearable technology, 

cameras, and video surveillance systems are 

anticipated to see a rapid expansion in the coming 

years. To be able to support a large number of real-time 

applications, internet services, and services with 

varying levels of quality, such as bandwidth, jitter, 

latency, and packet loss, as well as quality of 

experience like network providers and users, 5G 

mobile communication is expected to support these 

applications and services. The three key features of 5G 

technology are extremely fast data transfer, minimal 

latency, and full connectivity. 5G technology will 

connect every electronic and digital appliance/service, 

such as temperature control, printers, air conditioners, 

refrigerators, LED door locks, microwave ovens, and 

so on, and will allow remote control of such appliances 

[10]. 5G technology will serve as a truly limitless 

wireless world that will enable the development of a 

global wireless web and dynamic ad-hoc wireless 

networks [11]. It also provides high resolution and 

bidirectional big bandwidths in gigabits to make 

advanced billing interfaces more appealing and 

effective, with the added benefit of various data 

transfer pathways [12]. 

Particularly for the fifth-generation mobile 

communications, recently some researchers have put 

up various patch antenna designs. The authors of [13] 

presented a simple planar antenna for 5G mobile 

terminals. The antenna covers the 700-960 MHz and 

1600-5500 MHz bands and has a compact size of 

40×15×0.8 mm3. The achieved gain lies in the 

operational band and varies between -1.3 and 4.7 dB. 

The suggested antenna [14] has dimensions of  

23.885 × 23.885 × 1.405 mm3 and a wide bandwidth 

of 3.2 GHz–5.34 GHz with 50 % fractional bandwidth. 

As in [15], the size of the proposed design noted is  

130 mm × 100 mm with an operating band of  

5.15–5.925 GHz. 

The gain obtained ranges from 2.5–4.2 dB within 

the operating band. 

To fulfil all the needs of fifth-generation (5G) 

mobile applications an elliptical microstrip patch 

antenna is introduced. Elliptical elements give even 

better matching than circular elements because of their 
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more asymmetrical form factor and gradual taper [16]. 

FR4 substrate was used due to its extremely low cost 

and good mechanical qualities are perfect for a variety 

of applications involving electrical components. The 

proposed antenna in this study offers a good result. The 

following is a description of the sequencing research 

work. The proposed antenna's geometry and the 

simulation's outcomes for factors like parameters, 

radiation pattern, plane and plane charts, and surface 

current, are discussed. The design approach and 

current distribution are proposed in Section 2. 

Parametric studies are suggested in Section 3, and their 

simulation outcomes are examined. Section 4 analyzes 

measured and simulation results. CST Microwave 

Studio software is used to simulate the proposed 

structure. The patch is fabricated and the measurement 

findings resemble simulated consequences. 

 

 

2. Antenna Design 
 

The structure of the proposed antenna is shown in 

Fig. 1. It consists of an elliptical patch with a 50 Ω 

coaxial feed that is used to excite the patch and is 

located W4 center of the two elliptical patches. The 

radiating patch is made up of a big elliptical of 40 mm 

in diameter, with each circle 1 mm broader and 1 mm 

apart, while the rectangular ground plane is also 

inscribed with circles of radius R1 = 6 mm and  

R2 = 5 mm. The patch is printed over FR4-epoxy with 

the dielectric constant of 4.35 having dimensions 

58.27×46.80×1.40 mm (L × W× h), loss tangent tan δ 

of 0.002. The antenna parameter values are listed in. 

 

 
 

Fig. 1. The layout of the modelled antenna. 

 

 

Table 1. Summary of the antenna dimensions. 

 

Parameters 
Dimensions 

(mm) 
Parameters 

Dimensions 

(mm) 

W 46.69 W1 40 

L 58.27 W2 18.00 

L1 23.12 W3 12.00 

R1 6.00 W4 0.82 

R2 5.71 h 0.40 

In a Cartesian coordinate system with the origin in 

its center, the equation of an ellipse can be expressed 

as [17]: 

 

 
𝑥2

𝑎2 +
𝑦2

𝑏2  =  1, (1) 

 

(1) 

where 𝑥 and 𝑦 are the coordinates of a point on the 

ellipse, a is the length of the semi-major axis, 

presenting half of the major axis length, b is the length 

of the semi-minor axis, presenting half of the minor 

axis length. 

Equation ( 1) provides the following as the 

expression for 𝑥: 
 

 𝑥 =  
𝑎

𝑏
(√𝑏2 − 𝑦2 ), (2) 

 
(2) 

 

where x the horizontal coordinate of a point on the 

ellipse, y the vertical coordinate of a point on the 

ellipse, the length of the semi-major axis, b the length 

of the semi-minor axis. 

The variables are as follows: The elliptical patch's 

equivalent width can be defined as: 

 

 𝑤𝑒𝑞  =  
1

𝑏
∫ (𝑥) 𝑑𝑦

𝑏

0
, (3) 

 

where Weq is the equivalent width, a measure that 

characterizes the average width of an elliptical patch, 

b the length of the semi-minor axis, representing the 

shorter radius of the ellipse, x the horizontal coordinate 

of a point on the ellipse, dy an infinitesimally small 

change in the vertical coordinate. 

For a more accurate calculation of patch sizes, if 

the patch is elliptical, the diameter D of the elliptical 

patch may be computed as follows [18]: 

 

 𝐷 =  
𝐶

𝑓√ 𝑟
, (4) 

 

where D the diameter of the elliptical patch, c the speed 

of light, fl the frequency of the electromagnetic wave, 

εr the dielectric constant. 

 

 

2.1. Design Process and Current Distribution 

 

Fig. 2(a) depicts the development process of the 

proposed antenna, whereas Fig. 2(b) shows the  

S-parameters results, where antenna 1 is the 

fundamental structure of the patch with coaxial feed 

obtained by a simple patch to achieve a resonance 

frequency of around 4.5 GHz. The bandwidth of 

antenna 1 is found to be between 2.01 and 4.7 GHz 

with |S11| < −10. An elliptic section was deleted from 

the main grey elliptical center of the fractal element of 

antenna 2, projecting a modest rise in bandwidth. A 

circle was created and placed on antenna 3 to increase 

the antenna's bandwidth within the desired 
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wavelength, and a circle with one ring circle and one 

solid circle was created and placed on antenna 4 with a 

bandwidth of 2.0−4.7 GHz with resonance frequencies 

of 2.5 and 4.0 GHz. The results of the proposed antenna 

stages are shown in the graph below; among all, the 

fourth antenna has better results. 

Fig. 3 depicts the current distribution between 

antennas 1 to 4 into the central section of the main 

patch during all four antenna design phases. The 

greatest and minimum current values are shown in red 

and blue, respectively. The surface current is 

concentrated in the center of the conducting patch of 

the antenna. Surface current flow in both the patch and 

the feed resulted in a wider bandwidth. 

 

 
(a) 

 

 
(b) 

 
Fig. 2. (a) Antenna design flow, (b) comparison of S11  

for four antennas. 

 

 
 

Fig. 3. Current distribution for four antennas. 

3. Parametric Studies 

 
3.1. Effect of R1 and R2 on the Antenna 

 

The graph below shows the influence of the circles 

by comparing the radius of R1 and R2. The objective of 

these circles in Fig. 4(a) is to enhance the antenna's 

results, for example, permitting it to have various 

resonances; the shapes are of the same size and are 

positioned on the top and bottom of the antenna, 

making them part of the antenna. Nevertheless, 

simultaneous testing of both forms from different 

distances demonstrated a considerable influence on the 

antenna's results. It is clear from the graphs below that 

the antenna resonates at 2.41 GHz and 4.50 GHz for the 

proposed R1 = 6 in Fig. 4(b) and in Fig. 4(c) at  
2.37 GHz and 4.47 GHz for the proposed R2 = 5, 

respectively. Different mobile applications can be 

covered by multi-band proposals, which is good. 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 
Fig. 4. (a) detailed fractal image (b) S11 of R1 (c) S11 of R2. 
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3.2. Effects of the Fractals on the Antenna 

 

The use of ellipticals in the antenna design is shown 

in Fig. 5(a). The antenna operates in the frequency 

range from 2.0 to 4.7 GHz with the ellipticals, and 

without operates from 2.01 to 4.7 GHz. According to 

the design pattern, the antenna without the patterns 

provides approximately the same frequency as the 

proposed antenna, but the proposed antenna is  

|S11| < -42 dB and the antenna without fractals is  

|S11| < -22 dB. The antenna’s result obtained using the 

ellipticals is the most striking result as shown in  

Fig. 5(b, c). After observing the gain, the operating 

frequency shifts up, and the gain improves. The 

elliptical antenna shows a small but promising 

bandwidth for antenna performance. Based on the 

results of our research, the circular-free projection 

patch showed clearly disappointing results in terms of 

gain. The gain achieved is shown in Fig. 5(d). An 

antenna with the fractals provides a gain of 3.56 dB at 

3 GHz. This is 0.36 dB better than the antenna without 

the designs. Two radiation efficiencies are suitable for 

5G antenna mobile applications. The proposed antenna 

gain starts gradually to increase from 2 GHz until it 

reaches the maximum value of 6.46 dB in the 

simulation at 4.5 GHz. Then, the frequency steadily 

drops to 4.7 GHz. 

 

 

 
 

(a) 

 

 

(b) 

 

  
 

(c) 

 

(d) 

 
Fig. 5. (a) Antenna layout; (b) S11 comparisons; (c) Simulated VSWR; (d) Simulated result of gain vs frequency (GHz). 

 

 

3.3. Radiation Characteristics 

 

Fig. 6(a, b) displays the simulated far-field 

radiation patterns in the E-plane (y-z plane) and  

H-plane (x-z plane) for the proposed antenna 

frequency 3.0 GHz and 4.0 GHz. According to the 

results, this antenna has a steady omnidirectional 

pattern. Raising the plane for the two values of phi,  

0 degrees for the H-plane and 90 degrees for the  

E- plane, will be a useful component of the radiation 

pattern. The radiation patterns and measurements 

correspond perfectly. 

 
4. Results and Discussion 

 
An FR4 substrate with a dielectric constant of 4.35 

and a thickness of 0.40 mm has been used to fabricate 

a prototype of the proposed antenna. An image of this 

antenna prototype is shown in Fig. 7. The S11 (dB) 

parameter is measured using the Keysight E5063A 

VNA. Fig. 8 illustrates the reasonable agreement 

between measured and simulated outcomes. Both the 

measured and simulated S11 (dB) graphs of the 

proposed antenna justify the necessary operating bands 

for 5G applications. From the graph, it is clear that the 

simulated resonant frequency S11 (dB) is less than  

−10 dB in the ranges of 2.5 and 4.0 GHz, while 

measured S11 (dB) is less than −10 dB in the ranges of 

2.73 and 3.97 GHz. The simulation and measured 

results of the matching comparison show a deviation, 

as the figure suggests. The differences in return loss 

findings are minor and may be associated with the 

miniature size of coaxial structures, which may also 

contribute to these variations. 
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(a) 

 

 
(b)  

 
Fig. 6. Far-field radiation pattern Simulation (a) 3 GHz  

(b) 4 GHz. 
 

 

 
 

Fig. 7. Fabricated Prototype. 

 

 
 

Fig. 8. Measured and Simulated S11. 

Fig 10 shows how the microwave chamber was 

used to measure the E-plane and H-plane radiation 

patterns of the antenna at 3 and 4 GHz, respectively. 

Fig. 9 displays the findings. Both the antenna's 

"omnidirectional" H-plane radiation pattern and its 

“8"-shaped radiation pattern, which has significant 

two-way radiation qualities, are shown. The radiation 

pattern can, nevertheless be designed to fulfil the 

requirements of an omnidirectional antenna. 

 

 

 
(a) 

 

 
(b) 

 

Fig. 9. The simulated and measured radiation results  

(a) 3 GHz (b) 4 GHz. 

 

 

 
 

Fig. 10. Proposed antenna in the chamber. 
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The suggested antenna's performance is compared 

in Table 2 with that of other designs from the literature 

that have comparable designs and performances. We 

can observe that the proposed elliptical antenna has a 

broader fractional bandwidth. 

 

 
Table 2. Comparison between the proposed design  

and other literature. 

 

Refs. Antenna type 

Band 

width 

(%) 

Gain Size (mm) 

[13] 
Planar 

antenna 
– 4.7 40×15×0.8 

[14] 

Semi- circular 

microstrip 

patch 

50 2.7 23.885×23.885×1.405 

[15] 
MIMO 

Antenna Array 
– 4.2 130×100 

[19] 
Quasi- Yagi 

antenna 
22.8 5 66.8×87.75 

[20] 
 Microstrip 

Filter- Antenna 
50 4.9 42×45 

[21] 
Compact Filter- 

Antenna 
16.3 2.4 30×30 

[22] 
Filtering Patch 

Antenna 
19.6 9.7 80×80 

This 

work 

Elliptical 

patch antenna 
83 6.4 58.27×46.69×1.40 

 

 

5. Conclusion 
 

This paper proposes a coaxial feeding elliptical, 

microstrip patch antenna for 5G mobile applications. 

The optimal geometric design was obtained by 

simulation using CST software, and it was successfully 

tested through fabrication and measurement. This 

design employs the iterative approach up to the fourth 

antenna iteration. It is discovered that R1 = 6 mm and 

R2 = 5 mm are the optimal values to provide the 

broadest bandwidth after optimizing the length of the 

radii R1 and R2. The antennas antenna has resonating 

frequencies of 2.5 GHz and 4.0 GHz with a relative 

bandwidth is 83 %, In terms of turn loss and gain, there 

is sufficient agreement between the findings of 

simulation and measurement. The proposed fractal 

antenna has a highly compact FR4 substrate size of 

58.27×46.80×1.40 mm, which is appropriate for 

mobile applications. 
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Summary: Cybersecurity threats the interconnected infrastructure of smart cities, particularly their lifeblood-smart grids. 

Traditional encryption faces limitations in resource-constrained IoT devices. This paper explores Radio Frequency 

Fingerprinting (RFF), a non-cryptographic approach that analyzes unique radio signal characteristics of devices for 

identification and intrusion detection. RFF operates at the physical layer, offering a silent first line of defense before 

unauthorized access or data breaches occur. Its advantages include passive operation, minimal disruption to existing 

equipment, and cost-effectiveness for low-powered devices. Integrating RFF into smart grids promises enhanced device 

authentication, boosted anomaly detection, and streamlined network management. However, challenges remain in algorithmic 

refinement, environmental factors, and standardization. Through research, collaboration, and innovative solutions, we can 

unlock the full potential of RFF, building secure and resilient smart grids that safeguard the future of our interconnected cities. 

 

Keywords: Radio Frequency Fingerprinting (RFF), Deep Learning, Smart Grid Cybersecurity. 

 

 

1. Introduction 

 
The growth of smart cities is driven by the 

revolutionary power of the Internet of Things (IoT) [1]. 

From intelligent services to tailored applications, these 

advancements serve to diverse urban needs, shaping 

the future of city life, simply, resulted in the concept of 

smart cities. Smart grids can be considered to be the 

lifeblood of these modern metropolises. Optimizing 

energy usage and anticipating potential issues, smart 

grids ensure the smooth flow of energy, fueling the 

engines of smart cities [2]. However, this 

interconnected paradise of efficiency and convenience 

comes with a hidden cost: vulnerabilities. Smart grids, 

at the intersection of physical, network, and 

application layers of OSI model, present attractive 

targets for cyber threats [3]. A single breach can ripple 

through the system, causing widespread disruptions 

and putting critical infrastructure at risk. Therefore, 

securing these networks is paramount. Conventional 

cryptography plays a crucial role in safeguarding data 

integrity and confidentiality in smart grids, specifically 

IoT devices in use, but limitations remain. Key 

management overhead and resource constraints on 

low-powered IoT devices pose challenges. Emerging 

fields like quantum cryptography and internet of 

predictable things offer promising solutions for the 

future, but present complexities for immediate 

implementation. Beyond encryption, innovative non-

cryptographic methods are gaining attraction.  

Radio frequency fingerprinting (RFF), unique 

characteristics in a device's radio signal, can be used 

for physical layer security (PLS) by identifying trusted 

devices and pinpointing unauthorized transmissions, 

adding an extra layer of protection beyond traditional 

encryption.  

This paper overview the feasibility of integrating 

RFF into smart grid infrastructure. We explore its 

potential as a physical layer security feature and 

propose a deployment framework for this novel 

approach. By harnessing the power of RFF, we can 

unlock a future of secure and resilient smart grids, 

safeguarding the vital heartbeat of our futuristic cities. 
 

 

2. Cybersecurity in Smart Grids 
 

As smart grids evolve hand-in-hand with smart 

cities, the need for robust cybersecurity becomes ever 

more pressing. The potential for catastrophic 

consequences from cyberattacks on these critical 

infrastructure systems demands immediate attention. 

While conventional cryptographic techniques like 

authentication and authorization play a vital role, a 

comprehensive approach needs to extend beyond 

encryption [4]. Current NIST (National Institute of 

Standards and Technology) guidelines for smart grid 

cybersecurity primarily focus on cryptographic 

solutions, outlining key management protocols and 

associated operational challenges [5]. While essential, 

relying solely on encryption poses limitations. Key 

management complexity and resource constraints on 

low-powered IoT devices within smart grids can 

hinder wider implementation. 

 

 

3. Physical Layer Security (PLS) 
 

The growing world of the IoT promises a future of 

interconnected devices, seamlessly collecting and 

transmitting data. But with great connectivity comes 

great responsibility–securing these networks is 

paramount. While encryption reigns supreme, a new 
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frontier is emerging: physical layer security. Instead of 

relying on passwords or encryption, physical layer 

security leverages the unique quirks and imperfections 

inherent in each device's hardware [6]. These subtle 

variations in radio signals, manufacturing processes, 

and even aging patterns become a telltale identifier, 

distinguishing authorized devices from imposters. 

Traditional encryption faces challenges in the 

resource-constrained world of IoT.  

Complex algorithms and key management can 

drain batteries and hinder performance. Physical layer 

security, on the other hand, operates at a fundamental 

level, before data is even transmitted. It acts as a silent 

guardian, quietly verifying the identity of every device 

before granting access. Research is still unlocking the 

full potential of this approach. Challenges lie in 

developing efficient algorithms to analyze these 

nuanced physical layer fingerprints and ensuring 

accuracy in diverse environments. In smart cities, PLS 

based security may prevent rogue sensors that can 

infiltrate critical infrastructure, or in industrial 

networks that it may help it immune to manipulation, 

and even our smart home appliances can be shielded 

from unauthorized access. Physical layer security 

offers a future where trust is built into the very fabric 

of our connected world. 

 

 

4. Radio Frequency Fingerprinting (RFF) 

 
Radio frequency fingerprinting (RFF) is a 

technology gaining attraction in securing the ever-

evolving world of the Internet of Things (IoT).  RFF 

boasts a surprisingly long history, dating back to its use 

in classifying radar signals from different sources. 

Today, fueled by advancements in artificial 

intelligence, it finds exciting applications in the realm 

of connected devices. Just like our fingerprints, each 

device carries its own unique signature in its radio 

emissions. RFF analyzes these subtle variations, 

focusing on aspects like frequency, signal strength, 

timing offsets, and even imbalances in the signal 

hardware itself [7]. By feeding these characteristics 

through the signal processing algorithms as well as 

deep learning models, RFF can accurately distinguish 

authorized devices from imposters. 

As our world becomes increasingly interconnected, 

the need for robust security grows ever more pressing. 

RFF, with its inherent advantages and growing 

sophistication, offers a promising path towards 

building trust in the vast landscape of the IoT. By 

harnessing the unique voices of radio signals, we can 

unlock a future where devices communicate securely, 

paving the way for a reliable and resilient hyper-

connected world. 

Unlike traditional encryption, RFF operates at the 

physical layer, the very foundation of wireless 

communication link. This makes it a powerful first line 

of defense, identifying rogue elements before they 

even gain access to the network or sensitive data. The 

versatility of RFF is impressive. It has been reported 

that it can be used in authenticating diverse IoT 

devices, from smart meters in smart grids to sensors in 

industrial networks, and even appliances within your 

smart home (for example, Bluetooth devices) [8]. 
 

 

5. Deep Learning in RFF  
 

Deep learning plays a crucial role in unlocking the 

full potential of RFF for cybersecurity. These powerful 

algorithms can analyze the complex intricacies of radio 

frequency signals, extracting the unique "fingerprints" 

of each device with remarkable accuracy [9]. Deep 

learning goes beyond simple signal analysis, learning 

from vast datasets to identify subtle variations and 

adapt to changing environments. This enhanced 

fingerprint identification strengthens the first line of 

defense in smart grids, effectively detecting and 

isolating unauthorized devices before they can 

infiltrate the network or manipulate critical 

infrastructure. In essence, deep learning acts as a 

magnifying glass for RFF, illuminating the hidden 

patterns and nuances that hold the key to robust 

cybersecurity in our increasingly interconnected 

world. 
 

 

6. The Use of Radio Frequency Fingerprinting 

(RFF) in Cybersecurity of Smart Grids 
 

As pointed out previously, evolving smart grids 

face a critical challenge–vulnerability to cyberattacks. 

Conventional cybersecurity measures, while crucial, 

often struggle with the resource constraints and 

intricate communication layers of these interconnected 

systems. Smart grids face a diverse spectrum of cyber 

threats, ranging from data breaches to manipulation of 

critical infrastructure [10]. Traditional, cryptography-

based solutions encounter limitations in this resource-

constrained environment. For example, key 

management complexity and computational overhead 

can drain batteries and hinder performance on low-

powered IoT devices like smart meters [11].  

Radio frequency fingerprinting (RFF) briefly 

described previously, a non-cryptographic approach 

may revolutionize smart grid security. By analyzing 

radio signal characteristics like frequency, magnitude, 

and phase offsets, RFF algorithms can accurately 

distinguish authorized devices from rogue elements 

attempting to infiltrate the smart grid network. 

RFF stands out as a compelling alternative with 

distinct advantages listed as follows 

Passive operation: RFF operates at the physical 

layer, analyzing radio signals passively without 

requiring any modifications to existing devices. This 

minimizes disruption and ensures compatibility with 

diverse equipment in smart grids. 

Strong first line of defense: Unlike encryption 

which protects at the data level, RFF acts at physical 

layer, identifying unauthorized devices before they 

gain access to the smart grid, or sensitive data in the 

smart grid. This prevents potential damage and data 

breaches in smart grids. 
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Cost-effective and lightweight: RFF algorithms 

require minimal computational resources, making 

them well-suited for deployment on low-powered IoT 

devices within the smart grid. This translates to lower 

implementation costs and broader scalability. 

Integrating RFF into smart grids poses exciting 

opportunities as follows 

Enhanced device authentication: Imagine power 

stations, substations, and even individual smart meters 

protected by their unique radio fingerprints. Any 

unauthorized device would be instantly identified and 

isolated, safeguarding critical infrastructure. 

Boosted anomaly detection: RFF can be used to 

analyze deviations in device behavior based on 

historical fingerprint patterns. This enables detection 

of compromised devices or malicious activities 

attempting to mimic authorized signals in smart grids. 

Streamlined network management: Integrating RFF 

data into smart grid management systems can facilitate 

automated device identification, resource allocation, 

and potential threat response protocols. 

Integrating RFF into smart grids also poses challenges 

as follows  

Algorithmic refinement: Developing robust and 

efficient algorithms for accurate fingerprint analysis 

and real-time identification of metering devices in 

smart grids remains an ongoing research endeavor. 

Environmental factors: Fluctuations in signal strength 

and interference from external sources can pose 

challenges for reliable fingerprint identification of 

devices in smart grids. 

Standardization and regulatory considerations: 

Integrating RFF into diverse smart grid architectures 

necessitates standardized protocols and clear 

regulatory frameworks for widespread adoption. 

 

 

7. Conclusions 
 

Traditional security methods struggle with the 

complex smart grid systems. Radio frequency 

fingerprinting (RFF) analyzes IoT devices’ radio 

fingerprints to spot intruders before they strike. It 

works quietly without disrupting anything, acts as a 

first line of defense at physical layer, and plays nicely 

with existing equipment in smart grids. This means 

safer power stations, smarter anomaly detection, and 

smoother network management, thanks to this physical 

later security technique. However, improving 

fingerprint analysis, combating environmental noise 

and interference, and setting clear regulations are 

crucial for widespread adoption in smart grids. 

Through research, collaboration, and embracing 

innovative solutions, we can build smart grids that hum 

with secure energy, ensuring our interconnected cities 

thrive under the shield of trust and unwavering 

security. 
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