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Foreword 

 
 
On behalf of the ASPAI’ 2019 Organizing Committee, I introduce with pleasure these proceedings devoted to 
contributions from the 1st International Conference on Advances in Signal Processing and Artificial Intelligence  
(ASPAI' 2019) held in Barcelona, Spain.  
 
Advances in artificial intelligence and signal processing are driving the growth of the artificial intelligence market 
as improved appropriate technologies is critical to offer enhanced drones, self-driving cars, robotics, etc. The two 
major factors enabling market growth are emerging artificial intelligence technologies and growth in intelligent 
signal processing. Today, more and more sensor manufacturers are using machine learning to sensors and signal 
data for analyses. The machine learning for sensors and signal data is becoming easier than ever: hardware is 
becoming smaller and sensors are getting cheaper, making Internet of things devices widely available for a variety 
of applications ranging from predictive maintenance to user behavior monitoring. Whether we are using sounds, 
vibrations, images, electrical signals or accelerometer or other kinds of sensor data, we can build now richer 
analytics by teaching a machine to detect and classify events happening in real-time, at the edge, using an 
inexpensive microcontroller for processing - even with noisy, high variation data. 
 
The ASPAI’ 2019 conference has been launched to provide a forum for open discussion and development of 
emerging artificial intelligence and appropriate signal processing technologies focused on real-word 
implementations by offering Hardware, Software, Services, Technology (Machine Learning, Natural Language 
Processing, Context-Aware Computing, Computer Vision and Signal Processing). The goal of the conference is 
to provide an interactive environment for establishing collaboration, exchanging ideas, and facilitating discussion 
between researchers, manufacturers and users. 
 
The conference is organized by the International Frequency Sensor Association (IFSA) in technical cooperation 
with media partners – IOS Press (journal ‘Integrated Computer-Aided Engineering’) and World Scientific 
(International Journal of Neural Systems). The conference program provides an opportunity for researchers 
interested in signal processing and artificial intelligence to discuss their latest results and exchange ideas on the 
new trends. 
 
In this year, we have got more than 60 submissions from which 41 papers (2 keynote, 33 oral and 6 posters) were 
selected for presentation at the Conference covering theory, design, device technology, and applications of signal 
processing and artificial intelligence. To accommodate this range of interests, the 1st ASPAI’ 2019 Conference 
was organized in four dedicated regular sessions, one special session on ‘Driver Monitoring using Machine 
Learning’ and one poster session. 
 
The proceedings contains all papers of both: oral and poster presentations. We hope that these proceedings will 
give readers an excellent overview of important and diversity topics discussed at the conference. Selected, 
extended papers will be submitted to the media partners’ journals and IFSA’s open access ‘Sensors & Transducers’ 
journal based on the proceeding’s contributions. 
 
We thank all authors for submitting their latest work, thus contributing to the excellent technical contents of the 
Conference. Especially, we would like to thank the individuals and organizations that worked together diligently 
to make this Conference a success, and to the members of the International Program Committee for the thorough 
and careful review of the papers. It is important to point out that the great majority of the efforts in organizing the 
technical program of the Conference came from volunteers. 
 
 
Prof., Dr. Sergey Y. Yurish 
ASPAI’ 2019 Conference Chairman 
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Ifrow-multi: An Ensemble Classifier for Multiclass Imbalance Learning 

 
E. Ramentol 1 

1 RISE SICS Västerås, Stora Gatan 36, Västerås 722 12, Sweden 
E-mail: enislay@gmail.com 

 
 
Summary: In the recent years many approaches to deal with imbalanced data have emerged. Most of them have been designed 
for the two-class problem. When facing a multiclass imbalanced problem, the most common solution is to use a decomposition 
technique, such as One versus One (OVO) or One versus All (OVA) combined with a binary classifier or a resampling 
technique. In this paper we present a new approach for the multiclass imbalance learning. Our proposal consists on an ensemble 
technique that combines the IFROWANN algorithm and the decomposition techniques One versus One and One versus All. 
We first evaluate the classifiers behavior in the training set, then the best ones are chosen for use in the learning phase. Our 
experimental study is carried out using 10 datasets with different imbalanced ratios between classes. For the comparison we 
select 3 well-known methods from the state-of-the-art that have proved good results over multiclass datasets. Finally we 
include a case study applying the proposed algorithm to a real problem of fault detection. 
 
Keywords: Multiclass imbalance learning, Decomposition strategies, Imbalanced fuzzy-rough ordered, Weighted average 
nearest neighbor, Ensemble techniques. 
 

 
1. Introduction 
 

The prediction of uncommon events is a 
challenging task for the machine learning community. 
This phenomenon is known as “imbalanced learning”. 
Faults diagnosis, medical applications, images 
recognitions and fraud detection are some of the most 
common applications of imbalanced learning  
[5, 6, 7, 14]. 

That is why in the last ten years the machine 
learning community has put a lot of effort into creating 
solutions to this problem. As a result, a significant 
number of approaches have been successfully 
proposed, more of them are designed for the two-class 
problem. 

Solutions for two-class problem can be group in 4 
categories: 

Solutions at data level [4, 2, 13]: this type of 
solution are those that change the distribution of data 
by class. This resampling by creating synthetic 
examples of the minority class, eliminating examples 
of the majority class or combining the two previous 
techniques. 

Solutions at algorithm level [3, 12, 15]: this type 
of solutions are those that make modifications in the 
classifiers favoring the less represented class. 

Cost sensitive [16, 19]: this type of solution 
combines solutions at data level and at algorithms 
level, assigning different costs to the misclassification 
instances by classes. The cost of misclassifying a 
positive instance should be higher than the cost of 
misclassifying a negative one. 

Ensembles [10, 9]: this type of solution is a 
combination of an ensemble learning algorithm and 
one of the techniques above, specifically, data level 
and cost-sensitive. 

None of these solutions can be applied directly over 
multiclass imbalance data. It is necessary to 
decompose the original dataset into subsets of two 

classes. To do such a decomposition techniques must 
be applied as a first step. 

 
 

2. Related Works 
 

In [15] the authors introduces IFROWANN, a new 
classification algorithm to deal with two-class 
imbalance data. IFROWANN is a powerful classifier 
that combines the Fuzzy Rough Nearest Neighbor 
(FRNN) classifier and the Ordered Weighted Average 
vector (OWA). This algorithm showed excellent 
results over 102 imbalance datasets in comparison with 
most representative algorithms in the state-of-the-art. 

The FRNN algorithm computes the classification 
of the test instance x as follows: 

 
 𝜇𝑃 𝑥 , (1) 

 
 𝜇𝑁 𝑥 , (2) 

 
where 𝑃 and 𝑁 are the membership degrees to positive 
region of Positive and Negative class respectively, and 
𝑃 and 𝑁 represent the membership degrees to negative 
region of Positive and Negative class respectively. 

In order to consider the differences between the 
numbers of examples in classes, IFROWANN 
introduces the use of OWA operators to determine the 
positive and negative regions. Given a sequence A of t 
real values 𝐴  〈𝑎 , … , 𝑎 〉 , and a weight vector  
𝑊  〈𝑤 , … , 𝑎 〉  such that 𝑤𝑖   0,1  and 
∑ 𝑤𝑖   1𝑡

𝑖  1 , the OWA aggregation of A by W is 
given by 

 

 OWA A  𝑤 𝑏
  

, (3) 



1st International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2019),  
20-22 March 2019, Barcelona, Spain 

7 

where 𝑏   𝑎  if 𝑎  is the ith largest value in A. 
Using the OWA aggregation the IFROWANN 

algorithm then determines the classification of the test 
instance x by computing: 
 

 
𝜇 𝑥   

𝑃 𝑃

2
 

𝑃 1 𝑁

2
, 

(4) 

 
 

𝜇 𝑥   
𝑁 𝑁

2
 

𝑁 1 𝑃

2
 

(5) 

 
In [15] the authors proposed 6 different weighting 

strategies. In their experimental study they showed that 
some of these W perform better for different imbalance 
ratios. In this paper we will follow the author 
recommendation to select the best W. 
 
 
2.1. Abording Multiclass Imbalance  
       via Decomposition 
 

To address the multiclass imbalance problem the 
research community has adopted the use of 
decomposition strategies. These strategies are: OVO 
and OVA. These strategies allow to apply two-class 
solutions over multiclass datasets. 

One versus One (OVO): This strategy trains a 
binary classifier for each pair of classes. In this way the 
total number of binary classifiers is c (c-1) / 2 where c 
is the number of classes. These binary classifiers will 
be used in the prediction phase. 

One versus All (OVA): For each class, OVA labels 
this class as a ‘minority class’ and all the other classes 
as ‘majority classes’, then it trains a binary 
classification model. 

In [17] the author proposed an extension of 
IFROWANN algorithm for multiclass datasets. The 
authors combine OVO and IFROWANN, and also 
proposed an adaptive weight setting and a new 
dynamic aggregation method. The resulting method 
called FROVOCO shows very good results 
outperforming 3 well-known methods of the  
state-of-the art. 

Another interesting proposal is the combination of 
decomposition techniques and resampling methods. In 
[8] the author presented a study about the use of 
decomposition strategies and resampling techniques 
showing that OVO+SMOTE+C4.5 is the best 
configuration. From our research we conclude that 
decomposition and ensembles results in the best 
combination approaches for multiclass imbalanced 
problem. 
 
 

3. Ifrow-multi Algorithm 
 

In this paper a new method based on OVA, OVO 
combined with IFROWANN is proposed. The Ifrow-

multi is a multiclassifier that uses OVA+IFROWANN 
as classifier 1, OVO+IFROWANN as classifier 2 and 
kNN version based on similarity as classifier 3. 

Below is explained how each classifier works 
separately and how the proposed Ensemble works. 

 
Classifier 1. OVA_IFROWANN(Av-w4). 

𝐶 𝐶 , 𝐶 , … , 𝐶  set of classifiers, where n is number 
       of classes 

training set Tra and Tst instances to be classified 

W weighting strategy, T-norm = Average 

Double[] Pert_min: store the POS value for every class 

For each instance 𝑇  to be classified 

 For each class Ci get_IR_OVA(Ci) 

 Create_two_tra(trai) 

 if 𝐼𝑅 3  

 w = 4 
 POS = get_pos_region (tsti,trai,w)  
 Else 

 w = 0 

 POS = get_pos_region (tsti,trai,w) 

 Pert_min[Ci] = POS 

Cfinal = max (Pert_min), 
 

where get_IR_OVA is a method that returns the 
imbalance ratio between a class and the remaining 
examples in the training set. Create_two_tra_OVA 
constructs a two-class dataset using one class as the 
minority class and the remaining examples as 
majorities. The method get_pos_region computes for a 
given instance the fuzzy rough membership to the 
positive region of the minority class and max returns 
the class with highest score. 

The classifier 2 performs in a similar way to the 
classifier 1, but instead of creating the binary training 
sets using OVA it uses OVO. 
 

Classifier 2. OVO_IFROWANN(Av-w4). 

𝐶 , number of binary classifiers, where n is number 

of classes 

training set Tra and Tst instances to be classified 

W weighting strategy, T-norm = Average 

Double[] Pert_min: store the POS value for every class 

For each instance 𝑇  to be classified 

 For each binary classifier Ci get_IR_OVO(Ci) 

 Create_two_tra_OVO(C1, C2) 

 if 𝐼𝑅 3  

 w = 4 
 POS = get_pos_region (tsti,trai,w)  
 else 

 w = 0 

 POS = get_pos_region (tsti,trai,w) 

 Pert_min[Ci] = POS 

Cfinal = max_voting (Pert_min), 

 
where get_IR_OVO is a method that returns the 
imbalance ratio between two given classes. 
Create_two_tra_OVO constructs a two-class dataset 
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given two class index. Each binary classifier grants a 
vote to a class, finally the max_voting function returns 
the class that received the most votes. 

Classifier 3 is 1-NN based on a similarity function. 
The similarity function used for numeric features is the 
following: 

 
 𝛿 𝑥 , 𝑥   , (6) 

 
where maxAk and minAk are the extreme values of the 
domain intervals for feature k. For discrete attributes in 
the following way: 
 

 𝛿 𝑥 , 𝑥   1 𝑖𝑓 𝑘 ∈ 𝐵
0 𝑜𝑡ℎ𝑒𝑟 _ 𝑐 𝑎𝑠𝑒

 (7) 

 
The proposed Ifrow-multi algorithm as a first step, 

classifiers 1 and 2 are executed on the training set. In 
this step, hard_instances_OVA and 
hard_instances_OVO are obtained, which are the 
number of miss classified instances in training using 
classifiers 1 and 2. 

The final class is decided by classifier 1 if 
hard_instances_OVA is zero or classifier 2 if 
hard_instances_OVO is zero. If both are zero, then the 
classifier 1 decides. If none of the 2 is zero, a max 
voting system is applied using classifier 3. 
 

Ensemble. Ifrow-multi. 

Run Classifier 1 over the training set. 
Compute hard_instances_OVA 
Run Classifier 2 over the training set. 
Compute hard_instances_OVO 

For each instance 𝑇  to be classified 

 possible_class1 = Classifier1 

 possible_class2 = Classifier2 

 possible_class3 = Classifier3  

if (hard_instances_OVA = = 0)&&( hard_instances_OVO = = 0) 
 then Cfinal = C1 

else if  

if(hard_instances_OVA = = 0)&&( !hard_instances_OVO = = 0) 
then Cfinal = C1 

if(!hard_instances_OVA = = 0)&&(hard_instances_OVO = = 0) 
then Cfinal = C2 

else 
 Cfinal = max_voting(possible_class1,possible_class2, 

possible_class3)  

 
 
4. Experimental Study 
 

The experimental study is performed with ten 
datasets from the UCI repository. For the comparison 
we selected 3 methods from the state-of-art that have 
shown good results, one of them is based in 
IFROWANN. The remaining two methods are 
SMOTE-C4.5-WV (SMT) and MDO-C4.5 (MDOC). 
The experimental study is performed with ten datasets 
from the UCI repository. For the comparison we 
selected 3 methods from the state-of-art that have 

shown good results, one of them is based in 
IFROWANN. 

The used metric is average accuracy. 
 
 

Table 1. Full average accuracy results for the tree  
state-of-the-art classifiers and our IFROW-multi proposal. 

 
Data SMT MDOC FROVOCO Ifrow-multi 
Aut 80.644 76.478 77.156 78.544 
bal 55.270 56.482 78.851 75.716 
con 51.725 48.752 47.445 43.151 
der 96.210 95.371 97.155 97.181 
Eco 71.461 71.148 77.272 73.685 
Glas 75.189 63.044 67.069 77.230 
Led 63.547 64.173 64.792 71.304 
new 91.389 90.444 91.111 96.444 
sat 85.293 84.714 89.496 90.225 
shu 96.844 91.315 91.853 93.329 

% Mean 76.757 74.192 78.220 79.681 

 
As Table 1 shows the proposed method obtained 

the best mean, and it wins over SMT 7 times, over 
MDOC 9 times and over PROVOCO 7 times. 
 
 
4.1. Solving a Real Problem of Fault Detection 
 

Multi-Ifro is an algorithm that has been designed to 
solve imbalanced data classification problems with 
multiple classes. Our goal has been to design an 
algorithm that achieves high precision in the smallest 
classes (those of greatest interest) even if it achieves 
worse results in the most represented classes. 

Our previous experiments showed improvements 
in AUC. But now we would like to show, through a 
real data set, how to improve the classification in the 
less represented classes 

The selected datasets is Steel plate faults [16] from 
the UC Irvine Machine Learning Repository. This 
dataset has the following distribution by classes: 
 
 
Table 2. Examples per classes in Steel plate faults (in bold 

the most interesting classes). 
 

Class name #examples 
Pastry 158 

Z_Scratch 190 
K_Scatch 391 

Stains 72 
Dirtiness 55 

Bumps 402 
Other_Faults 673 

 
For the experiment we use a 5 fold cross validation. 

The following table shows the number of examples 
correctly classified by class. The results are for a 
randomly selected testing partition. 

The first column is the name of the class. The 
second column is the number of examples in each 
class. The third, fourth and fifth columns are the 
number of examples correctly classified by Ifrow-
multi, the decision tree C4.5 and OVO+SMOTE+C4.5 



1st International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2019),  
20-22 March 2019, Barcelona, Spain 

9 

(SMT in the table) respectively. The last row is average 
of accuracy. 
 
 

Table 3. Examples correctly classified by class. 
 
Class name #ex Ifrow-multi C4.5 SMT 

Pastry 32 20 15 16 
Z_Scratch 38 36 36 34 
K_Scatch 78 77 75 75 

Stains 14 13 12 13 
Dirtiness 11 11 11 9 
Bumps 81 56 43 48 

Other_Faults 134 75 95 102 
% Av_acc - 81.988 64.071 77.955 

 
As may be seen in Table 3, the results of C4.5 are 

the worst, this is due to the fact that no technique for 
imbalance has been applied. The results improve 
significantly (in 13.884 %) when a binarization 
technique (OVO) is applied, then over each binarized 
sub-set an oversampling technique (SMOTE) and 
finally C4.5 as a classifier is applied. 

Table 3 clearly shows that our proposal achieves 
better precision in all classes except for the most 
represented. 

In real problems, where some classes are 
significantly less represented than others, the main 
interest is usually in achieving good precision in those 
classes. Our goal is to correctly identify the less 
frequent faults that are the ones causing the worst 
damage and being the hardest to predict. 
 
 
5. Conclusions and Future Work 
 

In this paper we proposed an ensemble method 
based on decomposition techniques and IFROWANN 
algorithm. In our experimental study our method 
showed good results. 

The future direction of this research work is to 
develop a more complete experimental study using 
more datasets and comparing with more algorithms 
from the state-of-art. Another direction of our work is 
to use the proposed method in industrial applications, 
such as faults and anomalies detection. 
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Summary: The interrupted-sampling repeater jamming (ISRJ) is a coherent jamming which can flexibly form false targets in 
the victim radar, making it a big threat to radar. Since the time delay of the ISRJ is much shorter than a pulse repeat interval 
(PRI), the published electronic counter-countermeasure (ECCM) techniques did not handle this threat well. Many methods 
against JSRJ require a priori knowledge of the ISRJ parameters, which is not practical in real scenarios. In this paper, we 
present a target classification method against ISRJ based on signal component detection and feature extraction in  
time-frequency (TF) domain, especially for radars with linear frequency modulation (LFM) waveform. Referring to the 
detected target peaks in pulse compression (PC) results, the proposed method estimates the time durations of corresponding 
signal components in TF representation, and evaluates the signal duty ratios for further target classification. The proposed 
method provides a new perspective against the ISRJ problem. Experiment results demonstrate that the presented method can 
effectively eliminates the jamming targets and retains the real targets simultaneously. 
 
Keywords: Radar target classification, Interrupted-sampling repeater jamming (ISRJ), Electronic countermeasure (ECM), 
Electronic counter-countermeasure (ECCM), Linear frequency modulation (LFM), Digital radio frequency memory (DRFM). 
 

 
1. Introduction 
 

Recent years, a new electronic countermeasure 
(ECM) method, named interrupted-sampling repeater 
jamming (ISRJ) [1], becomes a big threat to radar. 
ISRJ is implemented through the digital radio 
frequency memory (DRFM) [2] device. It samples and 
stores a short segment of the pulse, retransmits it 
several times, and repeats the process until the pulse 
ends. Since the jamming signal is coherent with the 
radar signal, a high processing gain is obtained from 
pulse compression (PC) or coherent integration [3, 4]. 
Therefore, it can flexibly forming false targets in the 
victim radar with relatively low power, which severely 
limits the ability of radar to detect, track, and recognize 
targets. 

There are many electronic counter-countermeasure 
(ECCM) researches against ISRJ, including ISRJ 
based active echo cancellation countering method [5] 
and ISRJ suppression methods, such as intra-pulse 
frequency coded signal [6], transmitting schemes [4], 
and filtering methods [7-9]. In this paper, we present a 
target classification method based on time-frequency 
(TF) analysis against ISRJ, for radars with linear 
frequency modulation (LFM) waveform. The method 
provides a new perspective against the ISRJ problem. 
Experiment results demonstrate that the presented 
method can effectively eliminates the jamming targets, 
and simultaneously retains the real targets. 

 
2. Method 
 

For intuitive perception, the time, frequency, and 
TF reprentation of an example de-chirped, ISRJ 

contaiminated signal are plotted in Fig. 1. It is worth 
noting that the de-chirping operation transforms the 
LFM signal into a constant frequency signal, and the 
Fourier transform of the de-chirped signal yields the 
PC results. The ISRJ jammer samples 3 pieces of the 
radar pulse, and transmitted them twice. Therefore, 
there are 3 target peak groups in the PC result, which 
correspond to the ridges in 3 horizontal lines in the TF 
representation. 
 

 
 

Fig. 1. Illustration of an example de-chirped, ISRJ 
contaiminated signal. Image in the main axes with blue 
background is the TF representation; the time waveform is 
under the main axes; and the spectrum, also the PC results is 
at the left side. 

 
In the TF representation, the ridge of the real target 

signal components, which is in the top area for the 
example figure, is a continuous straight line. Whereas, 
the ridge of the jamming signals are discontinuous. We 
utilize the duty ratio to indicate the ridge continuity. 
Theoretically, the duty ratio of the jamming is no more 
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than 50 %. The ratio is 30 % in this case. Focusing on 
the duty ratio feature, the steps of the proposed method 
are described below: 
1) Detect target peaks in the PC result; 
2) Calculate the TF representation of the de-chirped 
radar received signal; 
3) Extract ridges in the TF representation referring to 
the targets detected in 1); 
4) Estimate the total time duration of ridges at each 
target frequencies; 
5) Calculate the duty ratio of each detected target 
signal component, which is defined as the ratio of the 
time duration to the radar pulse time width; 
6) Do the judgement. If the duty ratio of a detected 
target is larger than 75 %, the target is true and 
retained; otherwise, the target is false and eliminated. 

 
 

3. Experiments and Results 
 

To verify the effectiveness of the proposed method, 
a series of Monte Carlo experiments are designed. The 
parameters for radar and ISRJ jammers are listed in 
Table 1. There are 4 values of ISRJ retransmition times, 
corresponding to 4 working modes of the ISRJ. The 
corresponding duty ratios of the 4 ISRJ signals are 0.5, 
0.3, 0.3, and 0.1, respectively. The signal to noise ratio 
(SNR) ranges from -20 to 20 dB, with 5 dB interval. 
The jamming to signal ratio (JSR) ranges from 5 to  
50 dB, with 5 dB interval. For every parameter 
combination of ISRJ working mode, SNR, and JSR, a 
1000 times Monte Carlo experiment was carried out. 
The duty ratios of each detected target, was estimated, 
and the target was classified. The classification results 
of the detected targets are recorded. 

 
 
Table 1. Simulation parameters for signal and ISRJ. 

 
Parameter Value 

Pulse width 20 us 
Bandwidth 40 MHz 
Complex sampling frequency 50 MHz 
ISRJ interception width 2 us 
ISRJ retransmition times {1,2,3,9}s 
Signal to noise ratios {5x|x = -4,-3,…,4} 
Jamming to signal ratios {5x|x = 1,2,…,10} 
Range of real target 273 m 

 
The classification result of the 4 mode of the ISRJ 

jammer are similar. The mean real target recall rate and 
false target elimination rate of the 4 mode are plotted 
in Fig. 2. For false targets formed by the ISRJ, the 
elimination rate is higher than 93 % when the jamming 
to noise ratio (JNR) is larger than 0 dB. The JNR 
equals SNR plus JSR, in dB. The recall rate of the real 
target is basically higher than 90 % when the SNR is 
larger than -10 dB and the JSR is smaller than 25 dB. 

Two reasons for the low recall rate under high JSR 
might be: first, the detection rate of the real target is 
low; second, the high power jamming signals affect the 
TF ridge detection of the real target signal. 

 
 
Fig. 2. Visualization of real target recall rate (left) and false 

target elimination rate (right) of the 4 ISRJ mode under 
different SNR and JSR conditions. 

 
4. Conclusions 
 

In this paper, we present a target classification 
method against ISRJ based on the parameter 
estimation of signal component in the TF 
representation. It provides a new perspective against 
the ISRJ problem. The experiment results demonstrate 
the effectiveness and implies the potential to improve 
the performance, if a more powerful signal component 
detection should be found. 
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Summary: Damage detection in structural health monitoring is based on unsupervised learning. Training data consist of 
multichannel vibration measurements of the undamaged structure under different environmental or operational conditions. The 
excitation (input) and the environmental or operational variables are usually unknown, but noisy response is only measured. 
In subsequent data analyses, the noisy measurements are replaced by Bayesian virtual sensors that are more accurate than the 
corresponding hardware. Environmental or operational variability between measurements can be taken into account using the 
minimum mean square error (MMSE) estimation. Damage detection is done in the time domain using statistical analysis 
including residual generation, principal component analysis, and an extreme value statistics control chart. A numerical 
experiment is performed for a bridge structure having a crack with different sizes. Virtual sensors outperformed the raw 
measurements in damage detection and damage was correctly localized to the nearest sensor. 
 
Keywords: Virtual sensing, Structural health monitoring, Novelty detection, Bayes’ rule, Vibration measurements, Sensor 
array, Estimation. 
 

 
1. Introduction 
 

Large structures like bridges or other important 
infrastructure can be monitored for an early detection 
of faults. Structural health monitoring (SHM) can be 
based on vibration measurements, which is attractive, 
because it is global, i.e. damage can be detected 
remotely from the sensor. However, in order to have 
an early warning, the monitoring system must be 
sensitive to small changes and insensitive to varying 
environmental or operational conditions. A small 
measurement error and statistical data analysis of 
multivariate vibration records are therefore necessary. 

If a sufficiently large sensor array is installed on the 
structure, the system is redundant. This hardware 
redundancy can be used to compensate for the 
environmental or operational influences and reduce 
measurement errors using virtual sensing techniques. 

The paper is organized as follows. Bayesian virtual 
sensing is introduced in Section 2 resulting in virtual 
sensors that are more accurate than the hardware. 
Section 3 is devoted to a damage detection algorithm 
capable of eliminating environmental or operational 
influences. Numerical simulations of a bridge under 
random excitation, environmental variability, and 
damage are performed in Section 4. Damage detection 
is done using the actual measurements or the virtual 
sensors. Finally, concluding remarks are presented in 
Section 5. 
 
 

2. Bayesian Virtual Sensing 
 

Virtual sensing (VS) gives an estimate of a quantity 
of interest using the available measurements. 

Empirical VS is a data-based approach, estimating a 
physical sensor using hardware redundancy. In 
structural vibrations of linear structures, the response 
can be written as a contribution of natural modes: 
 

 

1 1

( ) ( ) ( ) ( )
N n

i i i i
i i

t t q t q t 
 

   x Φq , (1) 

 
where x(t) is the displacement response, N is the 
number of DOF in the finite element model, n N  
is the selected number of modes,  is the modal matrix 
consisting of the mode shapes i as columns, and q(t) 
are the modal or generalized coordinates. The last 
expression in (1) suggests that the response can be 
expressed with sufficient accuracy by including only 
the lowest n modes. In the case of SHM, the excitation 
is due to wind, waves, traffic, or micro-tremors having 
a narrow bandwidth. Therefore, the n lowest modes are 
usually able to describe the vibration response of the 
structure. Consequently, more than n sensors are 
needed to make the sensor network redundant. 

Virtual sensing techniques can be used to obtain an 
estimate for each sensor, which is more accurate than 
the corresponding hardware. 

Consider a sensor network measuring p 
simultaneously sampled variables y = y(t) at time t. 
Each measurement y includes independent 
measurement error w = w(t): 
 

  y x w , (2) 

 
where x = x(t) are the true values of the measured 
degrees of freedom. The objective is to find an estimate 
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for the true values x utilizing the noisy measure- 
ments y. 

In a sensor array, a true reading for sensor u, xu, can 
be estimated using the noisy measurements y by 
conditioning on the remaining sensors v and applying 
Bayes’ rule [1]. The partitioned variables are 
 

 u

v
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y

y
, u
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x
x

x
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w
w
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 (3) 

 
The measurement error w is assumed to be zero 

mean, independent of x, with a known covariance 
matrix 
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where E() denotes the expectation operator. After 
partitioning, all distributions are conditioned with yv. 
Bayes’ rule becomes 
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The distributions in (5) can be evaluated as shown 

in the following. 
 
 
2.1. Likelihood 
 

Assuming Gaussian noise w, the likelihood is 
obtained using Equation (2): 
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(6) 

 
 
2.2. Evidence 
 

For simplicity but without loss of generality, 
assume zero-mean variables y. The partitioned data 
covariance matrix y is 
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The precision matrix y is defined as the inverse of 
the covariance matrix y and is also written in a 
partitioned form: 
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Γ Σ
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 (8) 

 
A linear minimum mean square error (LMMSE) 

estimate for |u vy y  is obtained by minimizing the 

mean-square error (MSE) and can be computed either 
using the covariance or precision matrix [2, 3]. If each 
sensor signal is estimated in turn, the formulas based 
on the precision matrix result in a more efficient 
algorithm [2]. The expected value of the estimated 
variable is: 
 

 1
, ,ˆ ( | )u u v y uu y uv v vE    y y y Γ Γ y Ky , (9) 

 
where 1

, ,y uu y uv
 K Γ Γ , and the MSE is 

 
 1

,cov( | )u v y uu
y y Γ  (10) 

 
The evidence ( | )u vp y y  is also Gaussian with the 

mean and covariance from Equations (9) and (10), 
respectively: 
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The evidence is merely a normalizing factor, 

independent of xu. However, this conditional 
probability is important in damage detection to remove 
the environmental or operational effects, which will be 
discussed in Section 3. 
 
 
2.3. Prior 
 

The prior distribution ( | )u vp x y  is obtained from 

the measurement model (2) by partitioning and 
conditioning. The prior mean is 
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and the prior covariance is 
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The prior distribution is also Gaussian: 
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2.4. Posterior 
 
The posterior distribution (5) is obtained by some 
manipulation, resulting in 
 

 

-1
post, 

( | )

1
ˆ ˆexp ( ) ( )

2

u

T
u u uu u u

p

c



     

x y

x x Σ x x
, (15) 

 
where c is a constant and the posterior covariance 

post, uuΣ  is 
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and the posterior mean is 
 

 

-1 -1
post, , prior,

ˆ ( | )

( )

u u

uu w uu u uu v

E

 

x x y

Σ Σ y Σ Ky
 (17) 

 
The expected value of the posterior probability 

density function (PDF) is chosen for the virtual sensor 
reading. The statistical data analysis proceeds as usual, 
except that now the actual measurements are replaced 
with the virtual sensors. 
 
 
3. Damage Detection 
 

A single vibration measurement period is relatively 
short, and can be assumed to take place at constant 
environmental conditions. Environmental or 
operational variations occur between measurements. 
Their effects can be taken into account by building a 
covariance matrix using several measurements from 
the undamaged structure under different 
environmental or operational conditions. 

Using the conditional probability p(xu|xv), each 
virtual sensor under variable environmental conditions 
can be estimated using the other virtual sensors in the 
network. For actual sensors (raw data), the 
corresponding conditional probability is p(yu|yv) [4]. 
The mean of the conditional probability (9) is often 
more accurate than the mean of the variable. This is 
illustrated in Fig. 1 showing two variables, both of 
which are influenced by a latent variable so that their 
standard deviations are large (black PDFs). The 
conditional PDFs p(y1|y2) and p(y2|y1) are shown in red 
after a data point (red circle) is observed. Their 
standard deviations are smaller. Consequently, the 
environmental or operational influences can be 
eliminated by replacing the variable means with the 
conditional means. 

A residual vector is then generated: 
 

 ( | )u u u vE ε y y y , (18) 
 

where y can be either the actual measurement or the 
virtual sensor (17). 

 

 
 

Fig. 1. An example of conditional probability distributions 
(red). The red circle is an observed data point. 

 
For a reliable statistical analysis, the dimensionality is 
reduced using principal component analysis (PCA). 
The damage-sensitive features are the first principal 
component scores of the residuals, but they may not be 
Gaussian. Therefore, extreme value statistics (EVS) 
distribution is estimated [5] to design a control chart 
[6] for damage detection with appropriate control 
limits. 
 
 
4. Numerical Experiment 
 

A finite element model of a bridge deck was built 
to simulate noisy vibration measurements from  
28 accelerometers under variable environmental and 
operational conditions (Fig. 2). 

The length of the bridge was 30 m and the width 
was 11 m. The deck was made of concrete with a 
Young’s modulus of E = 40 GPa (at temperature  
T = 0 C), Poisson ratio of  = 0.15, density of  
 = 2500 kg/m3, and thickness of 250 mm. The 
stiffeners were made of steel (E = 207 GPa,  = 0.30, 
 = 7850 kg/m3). The longitudinal stiffeners had a web 
with a thickness of t = 16 mm and a height of  
h = 1.4 m. The bottom flange had a thickness of  
t = 50 mm and a width of b = 700 mm. The lateral 
stiffeners were 1.4 m high and 30 mm thick plates. 

The nodes of the bottom flanges were simply 
supported at both ends of the bridge. Longitudinal 
displacements were fixed only at one end of the bridge. 
The corners of the concrete deck were supported in the 
lateral and vertical directions. 

The deck was affected by temperature variability. 
The ends of the bridge were at random temperatures 
between –20 C and +40 C, and the temperature 
distribution was linear in the longitudinal direction and 
constant in the lateral direction. The temperature in 
each cross-section had some variation having a 
standard deviation of 0.2 C. The Young’s modulus of 
concrete had a stepwise linear relationship with 
temperature. Different realizations of the Young’s 
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modulus is shown in Fig. 3. The temperature or the 
Young’s moduli were not measured. 

Two independent random loads in the vertical 
direction were applied at the nodes shown as green dots 
in Fig. 2. A steady state response was assumed. 

The response was computed with a modal 
superposition algorithm using the first seven modes. 
The analysis period was 20.48 s with a sampling 
frequency of 50 Hz. One measurement period then 
included 1024 samples from each sensor. 

Same amount of Gaussian noise was added to all 
sensors. The average signal-to-noise ratio of the sensor 
array was 40 dB. For the corresponding virtual sensors, 
the average signal-to-noise ratio increased to  
almost 48 dB. 

Damage was a crack with an increasing size in a 
longitudinal steel girder. Six different crack 
configurations were modelled with an increasing 
severity by removing the contact between elements at 
1-6 nodes. The nodes are shown in the detailed plot in 
Fig. 4 showing the order in which the nodes were 
separated. Each damage scenario was monitored with 
three measurements under random environmental and 
operational conditions. As a result, the last  
18 measurements were from a damaged structure. 

50 measurements were acquired from the 
undamaged structure under random environmental 
conditions. The training data were the first  
25 measurements. They were also used to design the 
control charts. Test data were the last  
43 measurements, from which the last 18 were from 
the damaged structure. 

 

 
 

Fig. 2. Finite element model of the bridge deck.  
The sensor network is shown with red dots. Excitation 
locations are the two green dots, and the crack  
in a girder is plotted in red. 

 
Damage detection was visualized with an EVS 

control chart, designed for the first principal 
component scores of the residual vector with a 
subgroup size of 100 samples. A generalized extreme 
value distribution was identified, and the PDFs of the 
minima and the negative maxima are plotted in Figs. 5 
and 6 together with the corresponding histograms. It 
can be seen that the probability distributions were 
correctly identified. Damage detection using the actual 
measurements and the virtual sensors are shown in 
Figs. 7 and 8, respectively. With the raw 
measurements, only the largest crack size could be 
detected, whereas with the virtual sensors, the four 
largest crack sizes were detected. There were no false 

alarms when using the actual measurements (Fig. 7) 
and one false alarm using the virtual sensors (Fig. 8). 

 
Damage was assumed to locate in the vicinity of 

the sensor u with the largest Mahalanobis distance [3] 
of the residual (Eq. (11)). The Mahalanobis distances 
of the residuals for each sensor are plotted in Fig. 9. 
Damage was localized to sensor 11 that was indeed the 
nearest sensor from the crack (Fig. 2). 

 

 
 

Fig. 3. Eight realizations of the longitudinal distributions  
of the Young’s modulus of the concrete. 

 

 
 

Fig. 4. A detail of the girder with damage. The crack is 
shown with red lines and the numbers indicate the order  
in which the connecting nodes separated to form  
an increasing crack size. 

 

 
 

Fig. 5. Histogram and estimated PDF of the minima  
of the first principal component scores of the residuals  

in the training data. 
 

 
 

Fig. 6. Histogram and estimated PDF of the negative 
maxima of the first principal component scores  

of the residuals in the training data. 
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Fig. 7. EVS control chart using raw measurements. The six 
different damage levels are separated with the vertical lines 
in the right. The training data are to the left of the first  
vertical line. 
 

 
 

Fig. 8. EVS control chart using virtual sensors. 
 

 
 

Fig. 9. Damage localization using virtual sensors. 
 
 

5. Conclusions 
 

With an increasing number of sensors, the 
measurement error can be reduced using Bayesian 
virtual sensors replacing the actual measurements and 
resulting in a better damage detection performance. 
Noise reduction was made for each measurement 
individually, while the environmental or operational 
influences were removed using all training data. 

It should be noted that the proposed method was 
based solely on the response data, and no finite element 
model was used. Because damage detection was made 
in the time domain, no complex system identification 
was needed. The excitation was random and unknown. 
In addition, the environmental variables were not 
available. 
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Summary: Working in high-dimensional latent spaces, the internal encoding of data in Variational Autoencoders becomes 
naturally sparse. We discuss this known but controversial phenomenon, sometimes referred to as overpruning, to emphasize 
the under-use of the model capacity. In fact, it is an important form of self-regularization, with all the typical benefits associated 
with sparsity: it forces the model to focus on the really important features, enhancing their disentanglement and reducing the 
risk of overfitting. Especially, it is a major methodological guide for the correct tuning of the model capacity, progressively 
augmenting it to attain sparsity, or conversely reducing the dimension of the network removing links to zeroed out neurons.  
 
Keywords: Variational autoencoders, Sparsity, Kullback-Leibler divergence, Generative models.  
 

 

1. Introduction 
 

Variational Autoencoders (VAE) ([11, 13]) are a 
fascinating facet of autoencoders, supporting, among 
other things, random generation of new data samples. 
Many interesting researches have been recently 
devoted to this subject, aiming either to extend the 
paradigm, such as conditional VAE ([14, 15]), or to 
improve some of its aspects, as in the case of 
importance weighted autoencoders (IWAE) and their 
variants ([2, 12]). From the point of view of 
applications, variational autoencoders proved to be 
successful for generating many kinds of complex data 
([8, 17]), comprising probabilistic predictions of 
unkown situations ([6, 16]). 

Variational Autoencoders have a very nice 
mathematical theory (see [5] for an introduction), that 
we shall briefly survey in the next section. One 
important component of the objective function neatly 
resulting from this theory is the Kullback-Leibler 
divergence ( ( | ) || ( ))KL Q z X P z , where ( | )Q z X  is 

the distribution of latent variables z  given the data X  
guessed by the network, and ( )P z  is a prior 

distribution of latent variables (typically, a Normal 
distribution). This component is acting as a regularizer, 
inducing a better distribution of latent variables, 
essential for generative sampling. 

An additional effect of the Kullback-Leibler 
component is that, working in latent spaces of 
sufficiently high-dimension, the network learns 
representations sensibly more compact than the actual 
network capacity: many latent variables are zeroed-out 
independently from the input, and are completely 
neglected by the generator. In the case of VAE, this 
phenomenon was first observed in [2]; following a 
terminology introduced in [18], it is frequently referred 
to as overpruning, to stress the fact that the model is 
induced to learn a suboptimal generative model by 
limiting itself to exploit a small number of latent 
variables. From this point of view, it is usually 
regarded as a negative property, and different training 
mechanisms have been envisaged to tackle this issue: 
we shall survey on the recent literature in Section 5. In 

this article, we take a slightly different perspective, 
similar to the one advocated in [9, 3], looking at 
sparsity of latent variables as an important form of 
self-regularization, with all the typical benefits 
associated with it: in particular, it forces the model to 
focus on the really important features, typically 
resulting in a more robust and disentangled encoding, 
less prone to overfitting. Sparsity is usually achieved 
in Neural Network by means of weight-decay L1 
regularizers (see e.g. [7]), and it is hence a pleasant 
surprise to discover that a similar effect is induced in 
VAEs by the Kullback-Leibler component of the 
objective function. 

The most interesting consequence is that, at least 
for a given architecture, there seems to exist an 
intrinsic internal dimension of data. This property can 
be exploited both to understand if the network has 
sufficient internal capacity, augmenting it to attain 
sparsity, or conversely to reduce the dimension of the 
network removing links to unused neurons. Sparsity 
also helps to explain a loss of variability in random 
generative sampling from the latent space one may 
sometimes observe with variational autoencoders. 

 
2. Variational Autoencoders 
 

In latent variable models we express the probability 
of a data point X  through marginalization over a 
vector of latent variables: 

 

 
( )

( ) = ( | , ) ( )

( | , ),z P z

P X P X z P z dz

P X z









 

 (1) 

 
where   are parameters of the model (we shall omit 
them in the sequel). 

Sampling in the latent space may be problematic 
for several reasons. The variational approach exploits 
sampling from an auxiliary distribution ( | )Q z X . The 

relation between ( )P X  and ( | ) ( | )z Q z X P X z   is 

expressed by the following equation: 
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( | )

( ( )) ( ( | ) || ( | )) =

( ( | ) ( ( | ) || ( ))z Q z X

log P X KL Q z X P z X

log P X z KL Q z X P z


 

 

(2) 

 

Since the Kullback-Leibler divergence is always 
positive, the term on the right is a lower bound to the 
loglikelihood ( )P X , known as Evidence Lower 

Bound (ELBO). 
Supposing ( | )Q z X  is a reasonable approximation 

of ( | )P z X , the quantity ( ( ) || ( | ))KL Q z P z X  is 

small; in this case the loglikelihood ( )P X  is close to 

the Evidence Lower Bound, and it looks reasonable to 
take as learning objective its maximization. 

Note that the ELBO has a form resembling an 
autoencoder, where the term ( | )Q z X  maps the input 

X  to the latent representation z , and ( | )P X z  

decodes z  back to X . 
The common assumption in variational 

autoencoders is that ( | )Q z X  is normally distributed 

around an encoding function ( )X , with variance 

( )X ; similarly ( | )P X z  is normally distributed 

around a decoder function ( )d z . All functions  , 

  and d  are computed by neural networks. 

Knowing the variance of latent variables allows 
sampling during training. 

Provided the decoder function ( )d z  has enough 

power, the shape of the prior distribution ( )P z  for 

latent variables can be arbitrary, and for simplicity it is 
assumed to be a normal distribution ( ) = (0,1)P z G . 

The term ( ( | ) || ( )KL Q z X P z  is hence the  

KL-divergence between two Gaussian distributions 
2( ( ), ( ))G X X    and (1,0)G  which can be 

computed in closed form: 
 

 2 2 2

( ( ( ), ( )), (0,1)) =

1
( ( ) ( ) ( ( )) 1)

2

KL G X X G

X X log X

 

  

 

    
 (3) 

 

As for the term ( | ) ( ( | )z Q z X log P X z  , under the 

Gaussian assumption the logarithm of ( | )P X z  is just 

the quadratic distance between X  and its 
reconstruction ( )d z . 

The problem of integrating sampling with 
backpropagation, is solved by the well known 
reparametrization trick ([11, 13]). 

 
3. Sparsity 
 

In a video available on line 1  we describe the 
trajectories in a binary latent space followed by ten 
random digits of the MNIST dataset (one for each 
class) during the first epoch of training. The animation 
                                                           
 
1 http://www.cs.unibo.it/~asperti/variational.html 

is summarized in Fig. 1, where we use a fading effect 
to describe the evolution in time. 

 

 
 

Fig. 1. Trajectories of ten MNIST digist in a binary latent 
space during the first epoch of training; pictures fade away 

with time. 
 
Each digit is depicted by a circle with an area 

proportional to its variance. Intuitively, you can think 
of this area as the portion of the latent space producing 
a reconstruction similar to the original. At start time, 
the variance is close to 1, but it rapidly gets much 
smaller. This is not surprising, since we need to find a 
place for 60000 different digits. Note also that the ten 
digits initially have a chaotic distribution, but 
progressively dispose themselves around the origin in 
a Gaussian-like shape. 

The previous behaviour is the expected one. 
However, augmenting the number of dimensions of the 
latent space, we face an interesting phenomenon: the 
representation becomes sparse. 

In Fig. 2 we show the evolution during a typical 
training of the variance of latent variables in a space of 
dimension 16. 

 
 

 
 

Fig. 2. Evolution of the variance along training  
(16 variables, MNIST case). On the x-axis we have 

numbers of minibatches, each one of size 128. 
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Table 1 provides relevant statistics for each latent 
variable at the end of training, computed over the full 
dataset: the mean of its variance (that we expect to be 
around 1, since it should be normally distributed), and 

the mean of the computed variance 2 ( )X  (that we 

expect to be a small value, close to 0). The mean value 
is around 0 as expected, and we do not report it.  

 
 
Table 1. Inactive variables in the VAE for generating 

MNIST digits (dense case). 
 

no. variance mean(
2
( )X ) 

0 258.847272e-05 25 0.9802212 
1 250.00011756 250.99551463 
2 256.665453e-05 250.98517334 
3 0.97417927 0.008741336 
4 0.99131817 0.006186147 
5 1.0012343 0.010142518 
6 0.94563377 0.057169348 
7 250.00015841 250.98205334 
8 0.94694275 0.033207607 
9 250.00014789 250.98505586 
10 1.0040375 0.018151345 
11 0.98543876 0.023995731 
12 250.000107441 250.9829797 
13 254.5068125e-05 250.998983 
14 250.00010853 250.9604088 
15 0.9886378 0.044405878 

 
All variables highlighted in red have an anomalous 

behavior: their variance is very low (in practice, they 

always have value 0), while the variance 2 ( )X  

computed by the network is around 1 for each X . In 
other words, the representation is getting sparse! Only 
8 latent variables out of 16 are in use: the other ones 
are completely ignored by the generator. For instance, 
in Fig. 3 we show a few digits randomly generated 
from Gaussian sampling in the latent space (upper line) 
and the result of generation when inactive latent 
variables have been zeroed-out (lower line): they are 
indistinguishable. 

 

 
 

Fig. 3. Upper line: digits generated from a vector  
of 16 normally sampled latent variables. Lower line: digits 
generated after “red” variables have been zeroed-out: these 
latent variables are completely neglected by the generator. 

 
 

4. KL-divergence and Sparsity 
 

Let us consider again the loglikelihood for data X. 
 

 ( | ) ( ( | ) ( ( | ) || ( ))z Q z X log P X z KL Q z X P z    
 

If we remove the Kullback-Leibler component 
from the previous objective function, or just keep the 

quadratic penalty on latent variables, the sparsity 
phenomenon disappears. So, sparsity must be related 
to that component, and in particular to the part of the 
term trying to keep the variance close to 1, that is 

 

 2 2( ) ( ( )) 1X log X     , (4) 

 
whose effect typically degrades the distinctive 
characteristics of the features. It is also evident that if 
the generator ignores a latent variable, ( | )P X z  will 

not depend on it and the loglikelihood is maximal 
when the distribution of ( | )Q z X  is equal to the prior 

distribution ( )P z , that is just a normal distribution 

with 0 mean and standard deviation 1. In other words, 
the generator is induced to learn a value ( ) = 0X , 

ans a value ( ) = 1X ; sampling has no effect, since 

the sampled value for z  will just be ignored. 
During training, if a latent variable is of moderate 

interest for reconstructing the input (in comparison 
with other variables), the network will learn to give 
less importance to it; at the end, the Kullback-Leibler 
divergence may prevail, pushing the mean towards 0 
and the standard deviation towards 1. This will make 
the latent variable even more noisy, in a vicious loop 
that will eventually induce the network to completely 
ignore the latent variable. 

We can get some empirical evidence of the 
previous phenomenon by artificially deteriorating the 
quality of a specific latent variable. In Fig. 4 we show 
the evolution during training of one of the active 
variables of the variational autoencoder in Table 1 
subject to a progressive addition of Gaussian noise. 
During the experiment, we force the variables that 
were already inactive to remain so, otherwise the 
network would compensate the deterioration of a new 
variable by revitalizing one of the dead ones. 

In order to evaluate the contribution of the variable 
to the loss function we compute the difference between 
the reconstruction error when the latent variable is 
zeroed out with respect to the case when it is normally 
taken into account; we call this information 
reconstruction gain. 

 

 
 

Fig. 4. Evolution of reconstruction gain and KL-divergence 
of a latent variable during training, acting on its quality  
by addition of Gaussian blur. We also show in the same 
picture the evolution of the variance, to compare their 
progress. 
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After each increment of the Gaussian noise we 
repeat one epoch of training, to allow the network to 
suitably reconfigure itself. In this particular case, the 
network reacts to the Gaussian noise by enlarging the 
mean values ( )x X , in an attempt to escape from the 

noisy region, but also jointly increasing the  
KL-divergence. At some point, the reconstruction gain 
of the variable is becoming less than the  
KL-divergence; at this point we stop incrementing the 
Gaussian blur. Here, we assist to the sparsity 
phenomenon: the KL-term is suddenly pushing 
variance towards 1 (due to equation (4)), with the result 
of decreasing the KL-divergence, but also causing a 
sudden and catastrophic collapse of the reconstruction 
gain of the latent variable. 

Contrarily to what is frequently believed, sparsity 
seems to be reversible, at some extent. If we remove 
noise from the variable, as soon as the network is able 
to perceive a potentiality in it (that may take several 
epochs, as evident if Fig. 4), it will eventually make a 
suitable use of it. Of course, we should not expect to 
recover the original information gain, since the 
network may have meanwhile learned a different 
repartition of roles among latent variables. 

 
 

5. A Controversial Topic 
 

Sparsity has been mostly intrerpreted as a negative 
property of Variational Autoencoders, responsible for 
an overpruning of the network capacity: an issue to be 
solved. 

The most typical approach to tackle overpruning is 
that of using a parameter to trade off the contribution 
of the reconstruction error with respect to the 
Kullback-Leibler regularizer [1]: 

 

( | )

( ( ))

( ( | ) ( ( | ) || ( ))z Q z X

log P X

log P X z KL Q z X P z
 
  

 

 
The theoretical role of this  -parameter is not so 

evident; let us briefly discuss it. In the closed form of 
the traditional logloss there are two parameters that 
seems to come out of the blue, and that may help to 
understand the  . The first one is the variance of the 
prior distribution, that seems to be arbitrarily set to 1. 
However, as e.g. observed in [5], a different variance 
for the prior may be easily compensated by the learned 

means ( )X  and variances 2 ( )X  for the posterior 

distribution ( | )Q z X : in other words, the variance of 

the prior has essentially the role of fixing a unit of 
measure for the latent space. The second choice that 
looks arbitrary is the assumption that the distribution 

( | )P X z  has a normal shape around the decoder 

function ( )d z : in fact, in this case, the variance of 

this distribution may strongly affect the resulting loss 
function, and can justify the introduction of a balancing 
  parameter. 

Tuning down   reduces the number of inactive 
latent variable, but this may not result in an improved 
quality of generated samples: the network use the 
additional capacity to improve the quality of 
reconstruction, at the price of having a less regular 
distribution in the latent space, that becomes harder to 
exploit by a random generator. 

More complex variants of the previous technique 
comprise an annealed optimization schedule for   [1] 
or enforcing minimum KL contribution from subsets 
of latent units [10]. It is generally true that inactive 
latent variables are annihilated at a quite early stage of 
training, and that relevant, quick learned features may 
kill less significant ones (suggesting to use a specific 
lambda  for each feature), but it is not evident that 
these kind of therapeutic obstinancy are really worth 
the effort. As observed in [18], all these schemes not 
only require hand-tuning, but especially risk to “take 
away the principled regularization scheme that is built 
into VAE.” 

A more recent turn along the previous line is that 
offered by  -VAE [9, 3]. Formally, the shape of the 

objective function is the same of equation 5 (where the 
parameter   is renamed  ), but in this case the 

emphasis is in pushing   to be high. This is 

reinforcing the sparsity effect of the Kullback-Leibler 
regularizer, inducing the model to learn more 
disentangled features. To prove this fact, the authors 
also introduce an interesting metrics to measure the 
degree of disentanglement learned by the model, and 
provide experimental results confirming the beneficial 
effects of a strong regularization. 

Coming back to over-pruning, a different way to 
tackle the issue is that model-based, consisting in 
devising architectural modifications that may alleviate 
the problem. For instance, in [19] the authors propose 
a probabilistic generative model composed by a 
number of sparse variational autoencoders called 
epitoms that partially share their encoder-decoder 
architectures. The intuitive idea is that each data X  
can be embedded into a small subspace XK  of the 

latent space, that is however specific to the given data. 
Similarly, in [4] skip-connections are advocated as 

a possible technique to address over-pruning. 
While there is no doubt that particular network 

architectures show less sparsity than others (for 
instance, convolutional networks usually are usually 
less sparse than dense ones for a similar dimension of 
the latent space), in order to claim that the 
aforementioned approaches are general technique for 
tackling overpruning it should be proved that they 
systematically lead to improved generative models 
across multiple architectures and many different data 
sets, that is a result still in want of confirmation. 
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Summary: In this paper, Bayesian approach will be experimented on safety data of a cement factory (CFWA) to develop a 
decisional support tool for risk assessment. In this company, accident data are saved from 7 years ago, however some records 
are uncomplete or description is not clear so a filtration method is developed to deal with incompleteness and uncertainty of 
data. Then, decisional support system for risk assessment (DSRS) is developed as conceptual and generic model with a protocol 
for assessing the risk of injuries on. The model is experimented by generating many scenarios to understand and create 
knowledge about causes or conditions that favored those dreaded events: person injuries. 
 
Keywords Industrial Safety, Bayesian approach, Decision making, Data treatment, Cement factories. 
 
 
1. Introduction 
 

The Bayesian method makes it possible to deduce 
the probability of an event from those of other events 
already evaluated. It’s based on conditional 
probability. From a long time Bayesian approach was 
used in risk analysis, especially in economics area [1] 
like in The Credit Granting Decision [2] and also in 
health prevention and diagnosis in 80 ties it was called 
an art [3]. 

In the last few years there has been a growing 
interest in using BN (Bayesian Network) for risk 
modeling in industrial context and especial in high risk 
context like on offshore installation [4] and also in 
other types of industry like construction industry [5]. 
In this paper BN is experimented to assess cement 
factory risks. 

 
 

2. Decisional Process 
 

The decisional engine (DE) is based on Bayesian 
network developed on the cases analysis (Fig. 1). 

1. New & validation data: Data base which contains 
the case of study data. It can be the first stage data that 
is used in the BN creation or the validation data or 
update data that are used to adjust the BN results every 
time new data are available. 

2. BN Inference: BN nodes are the data base items; 
the decisional item is the central node which depends 
on the other descriptive items. Each node has a list of 
values determined by the data treatment module after 
the first integration of data. 

3. Data treatment: In the data base, items with a list 
of value will not be treated because possible values are 
identified for this item. However, for textual items 
possible values are not identified and to define this list 
an algorithm is developed. 

4. Interrogation interface: It is a simplified 
interface in HTML5 format to be downloaded on any 

device. User can describe its situation according a list 
of question and a list of possible responses which meet 
the BN nodes values. This query defines a scenario that 
can be applied on the BN and then give a risk 
evaluation or possible causes as response. 

 
 

 
 

Fig. 1. Decisional process architecture. 
 
 

3. Case of Study and Problem 
 

The cement factory, our case of study, is a new 
construction; it is composed of two production lines: 
grey one and black one. It produces about 8000 t/day. 
The line is composed of 4 sections: crusher, sand 
crusher, raw flour mill, kiln and white cement crusher. 
The production is non-stop with 3 teams each one 
works for 8 hours. This intensive activity and the 
process complexity make the factory not safe, from 
2011 until now, about 200 incidents, involving people 
with different levels of severity, were registered. The 
safety department is responsible for reporting and 
identifying any type of accident. However, sometimes 
description is not clear and data are incomplete. That’s 
why; any exploitation of these data needs use of 
evolutionary methods to deal with incomplete and 
uncertainty. Its why data treatment module is 
integrated in decisional process. 
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3.1. Data Treatment 
 

Accident data are saved in database were each 
description is saved under item name. Each item could 
have different value, these values should be 
standardized in order to achieve learning process. An 
algorithm is developed to select similar values and 
replace them by the most used. 

Another algorithm is developed to standardize a 
textual item description (values) it select key word and 
return a key short synthesis that could be intersection 
of many stored values and replace them. 

At this stage, data are ready to be used in Bayesian 
learning to feed nodes probabilities. 

 
 

3.2. Bayesian Network Node Identification 
 

At this step, data are filtered and relevant items are 
identified, then node can be modeled. The node is each 
item and the list of its possible values are the labels of 
that node. The dreaded event, which is the “accident”, 
is the node to predict in this network, so it is at the 
center of the network as shown in Fig. 2. Some items 
are consequence of the dreaded event like: “potential 
gravity" describing the degree of damage and "injured 
body part" describing the level of body injury. These 
items are designed as cause nodes for the dreaded 
event. For each node a list of possible values is 
identified it is called node states. 

 
 

3.3. Data Exploitation and Bayesian Inference 
 

Now data are able to be used in the network 
inference and the probability tables can be filled. For 
each item the probability is elementary. But for the 
dreaded event, which is the centre of the Bayesian 
network, its probability depends on the other nodes that 
are the causes and according to the Bayesian theorem 
it is given by the formula: 

 

 1 1/ & & ,n np de value c value c value     

 
 

1 1 & & /
,n np c value c value de value

p de value

   



 

 

where de is the dreaded event, ci are the cause events 
and n is the number of causes. A Bayesian inference 
allows all events’ probabilities update. The dreaded 
event is “Categorie de l’incident” or “Category of the 
incident” it is also a decisional node as well as “causes” 
and “parties du corps blesses” or “body injured parts”. 
The other nodes are descriptive nodes. 
 
 
3.4. Scenario’s Analysis 
 

A scenario means the assumption of a truth and the 
observation of its consequences on the dreaded events 
as well as the other consequent events. In this paper,  
6 scenarios are developed (Fig. 3). According to this 
analysis, the serious and sever accidents mainly 
involve not very vigilant subcontractors. As a result, 
the following recommendations could be proposed: 
 Enlighten and inform workers, especially 

subcontractors because they have been the most 
affected, about risks and measures of prevention and 
safety. 

 Respect limitation of work time, to maintain the 
concentration and vigilance of workers. 

 Convince the workers about the obligation to respect 
the internal rules of the company (work permit, 
PPE...). 

 
 
3.5. Comparison with External Data 
 

The decisional module could be feed with new data 
at any time to update its confidence probabilities. In 
“globalcement” (http://www.globalcement.com ) data 
base about 86 fatal accident and 115 in all enclosing 
Fatal, Critical and Accident with stop, this database 
enclose only critical and fatal accident. Even if these 
new data addressed fatal accident it meets our BN 
conclusion, where all scenarios are confirmed (Fig. 3) 
except the fourth one: when company worker had 
accident with high severity it has 5.55 % chance that 
he had a hand or finger burn or cut. 

 

 

 
 

Fig. 2. Developed Bayesian Network. 
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Fig. 2. Bayesian Network for injury risk prediction. 
 

 
 

Fig. 3. Bayesian Network for injury risk prediction. 
 

4. Conclusions 
 

In this paper an application of Bayesian approach 
is presented to develop a decisional support system for 
risk assessment. It should be updated over the time 
with new recorded data and also validate it with other 
factories accident data to confirm some knowledge 
especially those with a little confidence like fatal 
accidents this was done in the last section. 
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Summary: Network is a set of nodes linked together. Given two or more networks with unique topology and content that are 
related to some extent, good fusion is a key step to increase understanding of networks. Most fusion techniques focus solely 
on patterns that seem to be common to most networks. Using an adjacency matrix to represent a network, network fusion 
problem becomes matrix issue. In this work, we propose complete network fusion (CNF) by first introduce matrix completion 
in the fusion step. Lost complementary information has largely been recovered. Experiments indicate that our model 
outperforms the state-of-the-art approaches. 
 
Keywords: Low-rank approximation, Fusion, Clustering, Matrix completion, Social media intelligence. 
 

 
1. Introduction 
 

While the information networks have become 
ubiquitous, the challenge of collecting comprehensive 
network from multiple networks still persists [3, 5]. On 
top of that, multi-sensor network, multi-target 
network, social network and disease network, all 
applications need to be integrated from multiple 
sources. Therefore, many network fusion methods 
have been proposed and aroused great research 
interest, among which the core goal is to generate the 
optimal representation of co-directed entities based on 
a variety of information. However, many times the 
fused network is incomplete with nodes and edges 
missing. FCAN [3] is proposed to concatenate two 
networks directly for clustering complex network. 
CESNA [5] handle multiple networks which utilize 
generative models. MISAGA [2] is proposed to solve 
multi-networks as a constrained optimization problem. 
Commonly, only a part of the network information can 
be observed and we would like to infer the unobserved 
part of the network. We address this issue by using a 
novel model called complete network fusion (CNF). 
CNF adopts an advanced iterative method to update the 
existing multiple networks, aiming to make the 
network data more similar. Finally, CNF revaluates the 
instantaneous network at each step. Let's take the 
network as a matrix, some values of matrix may be lost 
in the induction process. We use weighted nuclear 
norm minimization (WNNM) based matrix completion 
to estimate the missing part of the network. 
Experiments on two real-world networks show that our 
approach can effectively fuse the networks and recover 
some useful network values which miss in the process 
of fusion. Finally, we introduce the latest network 
clustering algorithm for comparative experiments, and 
the experimental results show that the communities 
detected by CNF are more matching with the verified 

communities. In general, CNF is a comprehensive 
network model capable of learning to express multiple 
networks. Compared with the existing methods, the 
matrix completion proposed by CNF completes the 
missing node relations in the fusion network, and fuses 
the iteratively completed network into a more reliable 
network to facilitate the discovery of the communities 
in the network. 
 
 
2. Proposed Method 
 

Suppose each sample has m feature types, and there 
are n samples in total, which means that we can 
construct m representation networks for these n 
samples. For a network on multiple networks, let  
𝐺 𝑉, 𝐸  represent a network structure, then  
𝑉 𝑢 , 𝑢 , … , 𝑢  in G represent that n vertices in the 
network, E represent the edge between the vertices in 
the network. In a topological network, the presence or 
absence of edges indicates whether the two points are 
connected. In a content network, the higher the value 
of edges means the higher the similarity between the 
two points. Here we use an n-by-n matrix M to 
represent the edge weights. CNF introduces the 
complete kernel concept on the vertex set 𝑉 [4], and 
uses the normalized weight matrix 𝐾 𝐷 𝑀  to 
obtain the fused network representation from the 
multiple network representation. Let's say that 𝐷 is a 
diagonal matrix, and we have 𝐷 𝑖, 𝑖 ∑ 𝑀 𝑖, 𝑗 , and 
∑ 𝐾 𝑖, 𝑗 1 . Here, we place the degree of  
self-similarity on the diagonal entries of the M and 
keep ∑ 𝐾 𝑖, 𝑗 1 , so as to obtain a better 
normalization result: 

 

 𝐾 𝑖, 𝑗
𝑀 𝑖, 𝑗

2 ∑ 𝑀 𝑖, 𝑘
, (1) 
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subject to the constraints: 𝑖 𝑗 , otherwise 𝐾 𝑖, 𝑗 . 

Here, we introduce KNN algorithm to measure local 
affinity, and then assume 𝑁  as a set of 𝑢 ’s neighbors 
including 𝑢  in G: 
 

 𝑄 𝑖, 𝑗
𝑀 𝑖, 𝑗

∑ 𝑀 𝑖, 𝑘∈
, (2) 

 
subject to the constraints: 𝑗 ∈ 𝑁 ,  otherwise  
𝑄 𝑖, 𝑗 0. In this study, there are content network 
and topological network, so let 𝑚 2. The initial v 

state network should be 𝐾 , the kernel matrix should 

be 𝑄  and the CNF fusion step is to iteratively 
update each network: 
 

𝐾 𝑄
∑ 𝐾

𝑚 1
𝑄 ,  

𝑣 1,2,3, … , 𝑚 

(3) 

 
In order to solve the problem of information loss in 

above step, CNF takes benefit from the network node 
correlation, and find a low-rank approximation of 𝐾  
to recover the missing values. Some early studies use 
factorization-based methods to find a low-rank 
approximation of the input network, while recent 
nuclear norm based methods get the low-rank 
approximation by regularizing its singular values. The 
recently proposed WNNM method is able to adeptly 
regularize the singular values of matrix, has shown its 
advantages in different applications. Here, CNF use 
the WNNM matrix completion method to complete the 
missing values in the fused network 𝐾  in each step 
of iteration, which lead to the following optimization 
problem min ‖𝑋‖ ,∗ 𝑠. 𝑡. 𝒫 𝑋 𝒫 𝐾  and we 
reformulate it by introducing a variable E: 

 

min ‖𝑋‖ ,∗ 𝑠. 𝑡. 𝑋 𝐸 𝐾 , 𝒫 𝐸 0, (4) 

 
where 𝑤 is the weight vector and indicator matrix 𝛺 
generated by the nodes that value less than a threshold 
in the fused network. We solve (4) by the ADMM 
algorithm, which alternatively updates X, E and the 
augmented Lagrange variable L like previous study 
[1]. We use the stop criterion as the stopping condition: 
‖𝑌 𝑋 𝐸 ‖Ϝ/‖𝑌‖Ϝ 𝜃. Then we update the 
network by X. CNF executes (1) on 𝐾  after each 
update. Run v parallel interchanging diffusion process 
through the above update state network, and finally get 

𝐾
∑

. Spectral clustering will be used to 

obtain network clusters 
 
 
3. Experiments 
 
Data Sets: 

In this study, we employ experiments on two data 
sets: Caltech and Ego-Facebook gathered from [2]. 

Each data collection consists of several known ground 
truth clusters. In these two data collections, both the 
number of users and the number of communities are 
very different scale. They also include attribute values 
associated with the vertex that is used to generate 
content-based network and user following relations are 
used to generate link-based network. 

1) Caltech: This is a small set of social network 
data collected from student friendships at Caltech. This 
data used the attribution of student dormitory to group 
the users of social network, and a total of 35 clusters 
were confirmed manually first. More specifically, the 
network data has 769 vertices, and 16656 edges 
representing associations between students. 

2) Ego-Facebook: t is a much larger data set 
collected from Facebook with 193 manually identified 
communities. The data set contains 4039 Facebook 
users, including 88234 user connections. 
Evaluation: 

In this paper, we evaluate and compare our 
approach with three states of the art methods: 
MISAGA proposed in [2], CESNA proposed in [5] and 
original spectral clustering. A common and effective 
clustering task metric is NMI, which is a method of 
measurement based on information theory. The 
measurement concept of NMI is to measure the quality 
of clustering by matching the matching degree 
between discovered clusters and verified clusters. We 
adopted NMI as the evaluation metric in our 
experiment. The experimental results on all methods 
are shown in Table 1. 

 
 

Table 1. Comparison of NMI scores. 
 

Method CNF MISAGA CESNA SC 

Facebook 0.593 0.543 0.58 0.52 

Caltech 0.361 0.310 0.221 0.338 

 
 

4. Conclusions 
 

This paper studied multiple network fusion with 
matrix completion. To the best of our knowledge, our 
paper is the first study which uses matrix completion 
technique to recover missing information in the 
process of network fusion. Experimental results show 
that proposed model performs better than several 
existing methods. In the future, we plan to introduce 
fuzzy algorithms into CNF, allowing each node to 
belong to multiple communities. This scheme is more 
in line with the actual situation. Based on this scheme, 
it would be interesting to use deep representation to  
re-express the fused network features.  
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Summary: In Baggage Handling Systems, traffic congestion and deadlocks are common problems, often caused by using 
static shortest path routes. Developing site specific routing rules to replace some of the shortest path routes can overcome these 
problems in certain situations. However, this is a time-consuming and costly approach, making it an interesting point of 
improvement. This paper presents a proof of concept in which a Deep RL method, called Double Deep Q-Network, is used to 
optimize routing in a simplified model of a Baggage Handling System. The Double Deep Q-Network method is compared 
with Dijkstra's shortest path algorithm computed statically and dynamically. When comparing the number of steps used to 
route a set of items, the Double Deep Q-Network method proved superior by, on average, using fewer steps in the tested 
environment. 
 
Keywords: Deep reinforcement learning, Double DQN, Baggage handling system, Route optimization. 
 
 
1. Introduction 
 

This paper addresses the problem of route planning 
for Baggage Handling Systems (BHSs) in airports. 
From check-in to departure, baggage can travel several 
kilometres in specialized rail systems under the floor 
of airport terminals. A BHS is composed of many 
different elements, such as straights, curves, diverters, 
mergers, toploaders and discharges. When transporting 
baggage in a BHS, there are different alternatives. 
Destination Coded Vehicles, specialized baggage 
totes, conveyor belts, or a combination is used. This 
paper focuses on the use of specialized baggage totes. 
To correctly route these totes, current methods rely on 
using routing tables calculated with a mixture of 
Dijkstra’s shortest path (SP) algorithm [1] and  
next-hop routing. However, a BHS is a complex and 
dynamic environment with the possibility of events 
causing congestions or, in worst case, deadlocks in the 
system. Congestions lower the total throughput, 
decreasing the capacity of the BHS. Deadlocks must 
be solved by manually removing the blocking totes. 

To overcome such difficulties, site-specific routing 
rules can be applied. However, developing such rules 
is a time-consuming and often very difficult task due 
to the complexity of BHSs. In this paper, a simplified 
model of a BHS is used to compare two different 
shortest path approaches with a Deep Reinforcement 
Learning (Deep RL) approach. 

The expectation is that by using Deep RL, it will be 
possible to avoid scenarios resulting in congestions 
and deadlocks, thus reducing the difficulties of BHSs 
and thereby limiting the need for additional  
site-specific routing rules. 
 

1.1. Related Work 
 

In graph related routing problems, some of the 
common routing schemes make use of Dijkstra’s SP 
algorithm [1] or its variants. The SP algorithm finds 
the shortest path from one node to all other nodes. 
Given a continuous unchanged flow in the system and 
the absence of negative edges and infinite loops, the 
SP algorithm provably returns the shortest routing 
possible. However, a BHS is not a system with 
continuous unchanged flow, and it often contains 
loops. To solve this challenge, different alternatives 
have been proposed as an alternative to SP. 

In Hallenborg et al [2], multi-agent control 
software is used to make routing decisions in a BHS. 
Local routing strategies are made for the elements 
controlling the totes in the BHS, making them act as 
collaborative agents. This work mentions strategies 
both for routing decisions, overtaking totes, empty tote 
handling, and saturation management. It shows that by 
using this method, it is possible to improve the 
performance of BHSs. However, it comes at the cost 
of a large communication overhead and introduces a 
task of manually designing the routing strategies. 

In Tarau et al. [3], a comparison is made between 
centralized, decentralized, and distributed Model 
Predictive Control (MPC) methods. They find that the 
best performance is gained from using a 
computationally heavy centralized MPC approach. 
Using the decentralized MPC approach lowers the 
computational challenges. However, it also lowers the 
performance. The distributed MPC approach gives the 
best trade-off between the performance and the 
computational efforts of the three compared MPC 
methods. To further reduce the computational 
requirements, they propose two heuristic variations. 
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Applying these heuristic approaches results in a drop 
of performance, but also drastically lowers the 
computation time. 

The performance of [2, 3] is high, but both have 
high computational costs and thus are difficult to use 
as real time control methods without loss of 
performance. This paper proposes an alternative 
method, namely the Deep RL method. By using Deep 
RL methods, compared to [2], it is possible to avoid 
manually designing routing strategies, thus allowing 
the model to optimize without human influence. From 
the work of [3], it is seen that using a centralized 
method performs better than using a decentralized and 
distributed method, disregarding the computational 
speedup achieved. This paper shows that Deep RL can 
use information from the entire BHS, as is the case of 
the centralized method from [3]. The computational 
efforts for inference are not analysed, but they are 
expected to be lower than the centralized method from 
[3] since only one forward pass through a Deep Neural 
Network (DNN) is needed. 

RL methods for dynamic routing have been 
implemented with success in the internet package 
routing domain [4, 5]. One of the main differences 
between this domain and the BHS is that in BHSs the 
decision of routing is final, the moment it is committed, 
i.e. when a tote is sent in a certain direction, you cannot 
call it back and try another direction. Furthermore, 
congestions can extend to affect previous decision 
points so that they are unable to send totes in 
alternative directions. 

In recent years, Deep RL has become a popular 
method due to its ability to learn how to control 
complex environments with large state spaces. Deep 
RL is a type of RL where a Deep Neural Network is 
used as function approximator. The Deep RL method 
DQN has beaten expert human players in the complex 
domain of Atari 2600 games, using only the image 
frame and the score as an input [6]. The method is 
based on using an agent to explore an environment and 
a DNN to predict the total future reward for the agent's 
possible actions given a state of the environment. By 
using experience replay they manage to get the DNN 
to converge towards the superhuman strategy, and 
without changing the method, they can do so for a 
majority of the Atari 2600 games. DQN is further 
developed into Double DQN [7]. They show that DQN 
is prone to overestimating the reward, resulting in 
worse performance. Their suggestion is to decouple the 
action from the reward estimation. They do so by 
letting actions be chosen with an online network with 
parameters θ, while the expected reward is estimated 
by a target network with parameters θ , which, in 
practice, is an older version of the online network. 
They define the target for the DNN as in (1). 
 

Yt  rt 1+γQ st 1, argmax
a

Q st 1,a;θ ;θ  (1) 

 

This paper shows, as a proof of concept, that it is 
possible to use Double DQN to optimize routing of 
totes in an environment, modelling a simplified BHS. 

The method is compared with the performance of 
Dijkstra's SP, computed statically (sSP) and 
dynamically (dSP). 
 
2. Method 
 
2.1. Environment 
 

To train a model using RL, an environment is 
needed. This environment must be able to receive 
actions, take steps and return rewards and state 
representations. The environment used in this work 
was a simplification of a BHS. It was implemented as 
a graph with nodes and edges using a Petri net. Petri 
nets can conduct stepwise processing, which was used 
to model the movement of totes in the simulated BHS. 
They have a special naming convention for nodes 
which are named places and edges which are named 
transitions. The Petri net was implemented using the 
python library snakes [8]. Transitions were 
implemented as FIFO queues to describe the length, 
i.e. the number of steps needed for totes to traverse 
them and the capacity, i.e. the maximum number of 
allowed totes on them, as seen in Fig. 1. To ensure that 
queueing would appear, the capacity of the transitions 
was set lower than the number of steps needed to 
traverse them, i.e. capacity < length. If capacity  
≥ length, the only way a queue could appear was if the 
exit of the transition was blocked by other totes. 
 

 
 

Fig. 1. Left: The Petri net notation is shown for how totes 
were moved from place to place via a FIFO queue consisting 
of a place with an ingoing, looping and outgoing transition. 
The tote direction was set by the RL model while direction, 
length and capacity were staticky defined by the 
environment. Right: Throughout the rest of the paper, this 
notation will be used to describe the FIFO queue shown to 
the left. 
 

Places, such as Px and Py in Fig. 1, are referred to 
as decision points. At these places, totes could be 
directed in different directions, simulating the 
behaviour of diverters. The places can also act as 
mergers to collect totes from different transitions. 
Some places are simulating toploaders where baggage 
enters the system. Lastly the places can simulate 
discharges, which enables totes, with that discharge as 
destination, to be removed from the system. In real 
systems the tote would stay in the system and only the 
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baggage would be dropped. However, this is not 
considered in this paper. 

 
2.1.1. Step 
 

When the environment received an action, it took a 
step which consisted of the following operations: 
1) One tote from each place was moved into the 

transaction which matched the tote direction 
defined by the action. If the transaction had reached 
its capacity, the tote was blocked until next step. 

2) The counter for all totes in transitions was 
incremented by one. 

3) If the step counter of the first tote in the FIFO queue 
had exceeded the size attribute of the transition, the 
tote was moved to the next place. 

 
2.1.2. Action 
 

The actions were controlling the tote directions at 
all decision points. The action was therefore a vector a 
of length P which was the number of decision points in 
the BHS. The values of a were integer values from 0 to 
dp - 1, where dp was the number of possible decisions 
at the p'th decision point. 
 
2.1.3. State 
 

When a step had been made, the environment 
returned a state to the RL agent. The environment was 
described as a [E×F] matrix, where E was the number 
of elements in the environment and F was the number 
of features related to the totes. The features were: 
1) Destination – the place the tote had to be directed 

to release a reward. 
2) Occupied – a binary indication on whether a tote 

was present. This information was redundant since 
the remaining rows only contained non-zero values 
when no tote was present. It was, however, 
included to give a constant value to the network to 
rely on. 

3) Distance to place – the distance to the next decision 
point. This was included to ease the work of the 
network, since it introduced a measure of how close 
a tote was to a point where an action could affect it 
directly. 

4) Time in transition – number of steps a tote had been 
in its current transition. This was included to 
describe if totes had been waiting longer than usual 
at a specific transaction. 

5) Time in system – number of steps a tote had been in 
the system, which was used as an accumulated 
addition to negative reward. 
Each feature was found empirically and while it 

would have been interesting to see the individual 
contribution of the features, it has not been done as a 
part of this paper. 

 
2.1.4. Reward 
 

Besides the state, the environment also returned a 
reward to the RL agent. The reward signal was used to 

describe the goals of the agent. In this simplified BHS, 
the goal was to get a high throughput and a low delay 
of totes, meaning that the totes had to traverse the BHS 
using as few steps as possible. In real systems, each 
piece of baggage must be delivered within a certain 
time slot. This is, however, not considered in this 
paper. 

The stepwise reward rt was calculated as a sum of 
scores scaled by three parameters (2): 
1) Destination score – every time a tote reached its 

destination, a positive score of dstscore was given. 
This was done to get a positive edge towards 
getting totes to their destinations. 

2) Time penalty – for each step a tote had been in the 
system, a counter describing the total time in 
system was increased by one. The sum of the 
counters of all active totes was multiplied with a 
negative score of tpenalty and added to the reward. 
This was done to get a positive edge towards 
getting totes quickly to their destinations. 

3) Step penalty – at each step, a negative score of 
spenalty was given. This was done to make sure that 
the system optimized towards using few steps. 

 

 rt nt*dstscore ∑ct*tpenalty   spenalty, (2) 
 

where n is the number of totes that arrived at their 
destinations in step t and c is an array containing the 
time counters of all active totes in step t. 
 

2.2. Neural Network Architecture 
 

The DNN seen in Fig. 2 was designed specifically 
to the BHS task and mainly consisted of convolutional 
layers. First, the input was converted from having 
dimensions [E×F] to [E×1×F], allowing the 
convolutional layer to have same padding, without 
excessive use of zero padding. Then a convolutional 
layer was used, followed by three parallel convolutions 
with different filter sizes to capture different sizes of 
features. After this, three serialized convolutional 
layers were used to allow for higher level features. The 
output consisted of a [P×dmax] matrix, where P was the 
number of decision points and dmax = max(dp). 

The DNN was trained to estimate the Q-function, 
Q(s,a), returning a vector of estimated reward values 
dependent on which action vector at was chosen. The 
expected discounted total future reward R' was then 
found by summation (3). 
 

 R't 1 = ∑Q st,at , (3) 
 

The loss was found using the Huber loss function 
of the difference between the expected reward and the 
actual reward of the next step (4). The Adam update 
strategy is used to update the weights of the network. 

 

 L=Lδ ∑Q st,at - γ∑Q' st+1,a  - rt 1,δ=1 , (4) 
 

where 
 

 Q' st+1,a =Q st+1, argmax
a

Q st+1,a;θ ;θ , (5) 
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Fig. 2. The DNN structure, where E was the number  
of elements, F was the number of features per element, P was 
the number of decision points and dmax was the maximum 
value of dp. Only the first dp values at each decision point 
were considered after the output. 

 
 

3. Experiments 
 

The performance of the Double DQN was 
compared to the performance of both the sSP and the 
dSP method on the two different environments seen in 
Fig. 3. In both environments, totes were sourced from 
P0 and had destinations among all other places. 

The two SP methods used the length of the 
transitions as cost. The only difference between sSP 
and dSP was that: when using dSP, if the number of 
totes in a FIFO queue reached its capacity, a large cost 
was added to the transition and the route was 
recalculated based on this. When the congestion had 
disappeared, the cost was removed, and the route 
recalculated again. 

To test different setups, three Double DQN models 
were trained on each environment with a different 
number of totes to control. One was trained with  
10 totes, one with 10-50 totes randomly chosen per 
episode, and one with 50 totes. They were trained until 
convergence in three steps with decreasing learning 
rate. Table 1 shows the hyperparameters for training. 
To test the performance, they were all tested for  
100 episodes with 1 to 100 totes each, a total of  
10,000 episodes. 

 
 

4. Results 
 

The results from testing on env. A shown in Fig. 4, 
revealed that, in general, the more totes that were 
introduced, the better the Double DQN performed 

compared to the sSP. Curiously, the model trained with 
10-50 totes (RL 10-50) always performed worse than 
the one trained solely on 50 totes (RL 50), even when 
a low number of totes were used. The model trained on 
10 totes (RL 10) got about the same performance  
as dSP. 
 

 
 

Fig. 3. The two test environments used in the experiments. 
They are referred to as env. A (a) and env. B (b). 

 
Table 1. Hyperparameters for training. The models were 

trained until convergence with each learning rate. 
 

Batch size 32 
Replay buffer size 100,000 
Update target model Every 5,000 steps 
Exploration 0.5 to 0.02 in 1,000,000 steps 
Learning rate [1e-3, 1e-4, 1e-5] 
γ 0.9 
dstscore 5.0 
tpenalty 0.01 
spenalty 1.0 
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Fig. 4. The results from testing on env. A. The plot showed 
the relative difference from the average number of steps used 
to the number of steps used by sSP (100 %) when tested  
with different number of totes. Only every fifth measurement 
is shown for clarity. 

 
 
The results from testing on env. B shown in Fig. 5, 

stated that, again, the general trend was that the more 
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totes that were introduced, the better the Double DQN 
models performed compared to the sSP. RL 10 used 
more steps than dSP when exceeding 30 totes, while 
RL 10-50 and RL 50 used fewer steps than dSP and 
sSP from 1 to 100 totes and used a similar number of 
steps in general. 
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Fig. 5. The results from testing on env. B shown  
in the same setting as Fig. 4. 

 
 
5. Discussion and Conclusions 
 

Using Deep RL for routing seems to be a viable 
solution in the tested environment. Using only 10 totes 
to train the model was not sufficient to effectively 
handle a higher number of totes. There was, however, 
not much difference in the performance of a model 
trained with 10-50 or 50 totes. The gain from training 
with a higher number of totes could be that the model 
experienced a higher number of congestions and 
thereby learned routing policies to avoid those 
situations. Increasing the number of totes even further 
would result in a longer training time, and since the 
environments used were relatively small, a larger 
number of totes would probably not have changed a lot 
for the performance. 

Comparing the performance on the two 
environments, it could be seen that there was a better 
opportunity for optimization in env. B. This was not 
surprising since the environment was larger and had 
more alternative routes than env. A. It did however 
show that Double DQN could find patterns to utilize 
optimization opportunities in simplified BHSs. This 

makes Deep RL for routing in BHSs a promising 
avenue for further research, which could include larger 
and more complex environments or handling of empty 
totes after delivery of baggage. 
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Summary: The detection of pathogenic genomic variants associated with genetic or cancer diseases represents an open 
problem in the context of the Genomic Medicine. In particular the detection of mutations in the non-coding regions of human 
genome represents a particularly challenging machine learning problem, since the number of neutral variants largely 
outnumber the pathogenic ones, thus resulting in highly imbalanced classification problems. We applied neural networks to 
the detection of pathogenic regulatory genomic variants in Mendelian diseases and we showed that leveraging imbalance-
aware techniques and deep learning algorithms, we can obtain state-of-the-art results, using a less complex model than those 
proposed in literature for this challenging prediction task. 
 
Keywords: Neural networks, Imbalance-aware neural networks, Deep learning, Prediction of pathogenic genomic variants, 
Mendelian diseases. 
 

 
1. Introduction 
 

An open problem in the context of Precision 
Medicine is the detection of the pathogenic variants 
associated with genetic Mendelian diseases. Indeed for 
most of the about 8000 different Mendelian diseases 
no known causative gene is known and hence no 
therapy is available for affected patients [14]. Recently 
several studies showed that most of the pathogenic 
variants associated with Mendelian disorders lie in the 
non-coding regulatory regions of the human  
genome [2]. 

For this reason several computational methods 
have been proposed to disentangle the regulatory 
mechanisms underlying Mendelian diseases and other 
disorders ranging from complex genetic diseases to 
cancer, using mainly supervised Machine Learning-
based techniques to predict the pathogenicity of 
genomic variants in regulatory regions of the human 
genome [7, 15, 5]. 

Unfortunately only a very small amount of positive 
(pathogenic) variants are available to train learning 
machines and in this very imbalanced context, where 
neutral variants (negative examples) largely 
outnumber positive ones, machine learning methods 
are severely biased toward the majority class and are 
not able to detect pathogenic variants with a sufficient 
reliability. Very recently novel imbalance-aware 
machine learning methods have been proposed in this 
context, showing that applying together ensemble and 
sampling techniques we can significantly improve 
prediction results [8, 10]. 

Motivated by these results and by the very recent 
successful application of deep neural learning methods 
to Genomic Medicine [13], in this work we investigate 
whether a neural model, by adopting imbalance-aware 
techniques and deep learning techniques can obtain 
state-of-the-art results in this challenging  
prediction task. 

In the next sections we propose two imbalance-
aware neural models able to deal with highly 
imbalanced genomic data, and we experimentally 
show that they largely outperform “vanilla” neural 
models, achieving state-of-the-art results in the 
prediction of pathogenic regulatory variants in 
Mendelian diseases. 
 
 
2. Methods 
 

We introduce two imbalance-aware neural 
methods, able to deal with highly imbalanced genomic 
data. The first one MiMiS-Net (Mini-batch Minority 
class Sized Neural Networks) simply enlarges the 
mini-batch size applied during the training of the 
neural network. The second one MiBa-Net (Mini-batch 
Balanced Neural Networks), inspired by [9], uses 
sampling techniques to balance positive and negative 
examples in the mini-batch. 
 
 
2.1. Mini-batch Minority Class Sized Neural  
       Networks (MiMiS-Net) 
 

The main idea behind this approach consists in 
improving the likelihood that at least one positive 
example will be included in each mini-batch during the 
training phase. We show that this can be accomplished 
by simply appropriately enlarging the size of the  
mini-batch itself. Indeed when the data are highly 
imbalanced, the update of the weights is likely 
performed with most of the mini-batches including 
only examples of the majority (negative) class: in this 
situation the neural network tends to be biased toward 
the negative class, since it learns only from negative 
examples, and hence cannot recognize positive 
examples. 
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More precisely, let N  be the overall number of 
available examples of the training set T , n  the size of 
the mini-batch, and p  the probability that a positive 

example will be randomly extracted from the overall 
training set. If pN  is the total number of positive 

examples in the training set, we can estimate  

pN
p

N
 . 

Let nX  be a random variable that counts how 

many positives have been randomly drawn from T  
into a mini-batch of size n . Then nX  is distributed 

according to a binomial distribution ( , , )B p n k  where 

k  is the number of successes (positive examples) 
across n  Bernoulli experiments each one with 
probability of success p . Then the probability 

( 1)nP X   that we have at least on positive example 

in a mini-batch of size n  is: 
 

 
=0

( 1) = (1 )
n

k n k
n

k
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Hence Eq. (1) can be rewritten as: 
 

 ( 1) = 1 (1 )n
nP X p    (3) 

 

If we would like to estimate the size n  of the mini-
batch needed for having at least one positive in the 
mini-batch itself with probability ( 1)nP X  , we can 

apply a log  transform to Eq. (3): 
 

 
log(1 ( 1))

=
log(1 )

nP X
n

p

 


 (4) 

 

Eq. (4) shows the mini-batch size n  needed for 
having with probability ( 1)nP X   at least one 

positive example in each mini-batch. It is easy to see 
that n  is large for large values of ( 1)nP X   and for 

small values of p , i.e. when we would like to be 

confident that at least one example is included in the 
mini-batch and when the data in the training set are 
imbalanced (Fig. 1). For a reasonable probability (say 

= 0.8P ) of having at least one positive example in the 
mini-batch, when data are imbalanced  

(say 
1

=
5000

p ) we need a mini-batch size of at least 

= 8046n , a size significantly larger than those usually 
applied for mini-batch learning. 

 
 

Fig. 1. Plot of the size n  of the mini-batch (vertical axis)  
for drawing with probability P  (horizontal axis) at least one 
positive example included in it when the frequency  

of the positives in the training set is about 
1

=
5000

p . 

 
 

2.2. Mini-batch Balanced Neural Networks  
       (MiBa-Net) 
 

Sampling procedures to deal with the imbalance of 
the data have just been proposed in machine learning 
and neural network literature [4] and have been proven 
successful in the context of the analysis of genomic 
data with ensemble methods [8, 9]. Here we propose to 
balance the mini-batch during the training of the neural 
network, in order to provide a number of positive 
examples (the minority examples) comparable with 
those of the majority (negative class). In this way at 
each mini-batch the weights of the network are 
updated taking into account in a balanced way both 
positive and negative examples. 

The mini-batch generator samples with 
replacement, according to a uniform distribution, the 
positive examples by drawing a sample ratio 

(0, ]max
p pr r  of the available positive examples: if 

< 1pr  we subsample the positives, if = 1pr  we have 

a bootstrap sample, for > 1pr  we perform 

oversampling. Negative examples are sub-sampled 
without replacement according to the ratio 

(0, ]max
n nr r  between the negatives and the positives 

in the mini-batch: if < 1nr  we will have less negatives 

than positives in the mini-batch, if = 1nr  positives and 

negatives are equally sized, and for > 1nr  negatives 

outnumber positives in the mini-batch. As an example, 

if we have 6= 10nN  negative examples and 
2= 10pN  positive examples, we have an imbalance 

4/ = 1/10p nN N . If we set = 1pr  and = 1nr  we can 

obtain a perfectly balanced mini-batch with  
100 positives and 100 negatives. An epoch, with this 
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generator, is considered to be finished when all the 
negative samples are used. Notice that the positive 
samples may appear repeatedly among different 
batches in the same epoch, while each negative will 
appear only once in one specific mini-batch  
at each epoch. 
 
 
3. Results 
 

We evaluated the proposed methods MiMiS-Net 
and MiBa-Net on Mendelian data, by comparing them 
with a baseline “vanilla” Neural Network and with 
hyperSMURF [9], an imbalance-aware  
hyper-ensemble method that significantly 
outperformed other state-of-the-art methods such as 
CADD [7], DeepSEA [15], Eigen [5] and GWAVA [8] 
on this specific task [9]. 
 
 
3.1. Experimental Set-up 
 

For the experiments we used the data set of 
Mendelian Single Nucleotide Variants (SNV) in  
non-coding regions of the human genome originally 
collected in [11]. From this data set we used all the 
available manually curated 406  positive examples, 
and from the available 14 millions of neutral variants 
(negative examples) we randomly drew one million of 

examples, thus resulting in an imbalance 
1

2500
p  . 

To each SNV example are associated 26 features 
representing different characteristics of the genomic 
variants, ranging from G/C content, population-based 
features, to conservation scores and transcription and 
regulation annotations (see [11] for more details). 

We trained the neural networks on all the genomic 
variants except those belonging to chromosome 19 
(19018 examples) that have been left out for evaluating 
the generalization performance. In other words we 
performed a “chromosome aware” hold-out procedure 
and we did not use the examples of the test set 
(chromosome 19) to train the model. The main  
hyper-parameters of the model, i.e. different number of 
hidden layers (ranging from 1 to 4), the number of 
hidden neuron per layer (ranging from 2 to 100) have 
been selected by 5-fold cross-validation on the training 
set. We used the ReLU activation function for the 
hidden layers and a sigmoid for the output layer. We 
chose as loss function to be optimized the hinge loss 
with the logit function applied to the sigmoid output, 
and we applied both the Stochastic Gradient Descent 
(SGD) with fixed learning rate (0.01) and the Adam 
method [6] as optimization algorithms. The weight 
matrix of each layer have been initialized using the 
Glorot normal initializer [3]. Before training each 
feature has been standardized by subtracting its mean 
and dividing by its standard deviation across examples. 

For evaluating the performance of the different 
methods we used the Area Under the Precision recall 
Curve (AUPRC), since it is well-known that in very 

imbalanced learning problems this metric is more 
informative than the Area Under the Receiving 
Operating Characteristic curve (AUROC) [1]. All the 
experiments and the new neural models have been 
implemented by deriving new Python classes from the 
Keras library [16] using Tensorflow as backend. 
 
 
3.2. MiMiS-Net Results 
 

At first we trained and test the state-of-the-art 
method hyperSMURF on the Mendelian data set, 
obtaining an AUPRC = 0.911  and an  
AUROC = 0.999 . The best “vanilla” neural model, 
i.e. a neural network that does not adopt any 
imbalance-aware learning strategy, achieved an 
AUPRC = 0.078  and an AUROC = 0.968 . This is not 
so surprising since a previous work clearly showed that 
imbalance-unaware strategies are not able to obtain 
good results on this challenging learning task [9]. 

The proposed MiMiS-Net imbalance-aware 
method, by setting the batch size = 5000n , 
corresponding to a probability ( 1) 0.85nP X    of 

drawing at least one positive example in the mini-batch 
in the training set (eq. 4) led to significantly better 
results than the vanilla Neural Network (Fig. 2). On the 
test set we obtained an AUPRC = 0.794  and an 
AUROC = 0.973 , significantly lower than that 
obtained by hyperSMURF but an order of magnitude 
larger than that obtained by the vanilla neural model. 
Fig. 2 shows that Adam optimization achieves 
significantly better results than SGD and as expected 
feature standardization is necessary to improve 
performances. Nevertheless, looking at Fig. 3(a), we 
can observe a certain overfitting of MiMiS-Net and for 
this reason we applied dropout techniques [12] to try 
to avoid this effect. Results show that MiMiS-Net with 
dropout reduces overfitting (Fig. 3(b)) and achieves 
significantly better results on the test set  
(AUPRC = 0.879 ). 
 

 
 

Fig. 2. MiMiS-Net cross-validation results on the training set, 
using Adam and SGD optimization algorithms  
with and without feature normalization. In abscissa the 
number of hidden neurons for each layer of the selected best 
models is reported. The vertical lines represent the standard 
deviation across folds. 
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(a) (b) 

(c) (d) 
 

Fig. 3. MiMiS-Net and MiBa-Net training and test AUPRC across epochs. Horizontal axis: epochs; vertical axis: AUPRC. 
Orange and blue lines represent respectively test and train AUPRC results. (a) MiMiS-Net (b) MiMiS-Net with dropout  

(c) MiBa-Net with dropout (d) MiBa-Net with dropout and Max norm regularization. 
 

 
(a) 

 
(b) 

 
Fig. 4. Precision Recall and ROC curves on the test set obtained with the best MiMiS-Net and MiBa-Net models using 

feature decorrelation, dropout and regularization techniques. (a) MiMiS-Net (b) MiBa-Net. 
 
 
3.3. MiBa-Net Results 
 

Results with MiBa-Net show that also this neural 
imbalance-aware technique can boost pathogenic 
Mendelian variants detection. Indeed MiBa-Net with 
dropout obtains on the test set an AUPRC = 0.674 , but 
with a serious overfitting towards the training set  

(Fig. 3(c)). Recalling that regularization through 
maximization of the norm has been shown to work 
nicely when paired with dropout [12], we applied 
jointly dropout and Maxnorm regularization 
techniques, thus reducing overfitting (Fig. 3(d)) and 
achieving a test set AUPRC = 0.835 . 
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Even if we achieved results close to that obtained 
by the state-of-the-art method hyperSMURF, we tried 
to further improve performances by analyzing the 
correlation between the 26 features associated with the 
genomic variants. By systematically applying the 
Pearson correlation between each pair of features we 
individuated sets of highly correlated features, and 
removed accordingly 5 of them and then we retrained 
both MiMiS-Net and MiBa-Net with the reduced set of 
21 features using dropout and regularization. Results 
show a further significant enhancement of the 
performances (Fig. 4), with AUPRC values even better 
than those achieved by the state-of-the-art 
hyperSMURF method. 
 
 
4. Conclusion 
 

Several machine learning methods have been 
recently proposed in literature for the detection of 
pathogenic genomic variants, associated with several 
diseases ranging from genetic disorders to cancer. We 
showed that in the case of the detection of rare SNV 
mutations in non-coding genome causative of 
Mendelian diseases, imbalance-aware neural models 
based on mini-batch sampling techniques (MiBa-Net) 
and on the enlargement of the mini-batch (MiMiS-Net), 
we can significantly improve results obtained with 
imbalance-unaware “vanilla” neural models. In 
particular by using deep learning techniques together 
with imbalance-aware methods we can achieve results 
at least comparable with state-of-the-art results. 
Finally we observe that in the context of Mendelian 
diseases the best results have been obtained with 
relatively simple neural models with one or two hidden 
layers and some tens on hidden neurons, while state-
of-the-art models used ensembles or hyper-ensemble 
of learning machines, characterized by a significantly 
larger complexity and training time. 
 
 

References 
 
[1]. J. Davis, M. Goadrich, The relationship between 

precision-recall and ROC curves, in Proceedings of the 
23rd International Conference on Machine Learning 
(ICML’06), New York, NY, USA, 2006, pp. 233-240. 

[2]. S. L. Edwards, J. Beesley, J. D. French, A. M. Dunning, 
Beyond gwas: Illuminating the dark road from 
association to function, American Journal of Human 
Genetics, Vol. 93, 2013, pp. 779-797. 

[3]. X. Glorot, A. Bordes, Y. Bengio, Deep sparse rectifier 
neural networks, in Proceedings of the Fourteenth 
International Conference on Artificial Intelligence and 
Statistics (AISTATS’11), April 2011, pp. 315-323. 

[4]. H. He, E. Garcia, Learning from imbalanced data, IEEE 
Transactions on Knowledge and Data Engineering, 
Vol. 21, Issue 9, 2009, pp. 1263-1284. 

[5]. I. Ionita-Laza, et al., A spectral approach integrating 
functional genomic annotations for coding and 
noncoding variants, Nature Genetics, Vol. 48, Issue 2, 
2016, pp. 214-220. 

[6]. D. P. Kingma, J. Ba, Adam: A method for stochastic 
optimization, in Proceedings of the 3rd International 
Conference on Learning Representations (ICLR’15), 
2015. 

[7]. M. Kircher, et al., A general framework for estimating 
the relative pathogenicity of human genetic variants, 
Nature Genetics, Vol. 46, Issue 3, Mar. 2014,  
pp. 310-315. 

[8]. G. Ritchie, I. Dunham, E. Zeggini, P. Flicek. Functional 
annotation of noncoding sequence variants, Nature 
Methods, Vol. 11, Issue 3, Mar. 2014, pp. 294-296. 

[9]. M. Schubach, M. Re, P. N. Robinson, G. Valentini, 
Imbalance-aware machine learning for predicting rare 
and common disease-associated non-coding variants, 
Scientific Reports, Vol. 7, 2017, 2959. 

[10]. M. Schubach, M. Re, P. N. Robinson, G. Valentini, 
Variant relevance prediction in extremely imbalanced 
training sets, in Proceedings of the 25th Annual 
International Conference on Intelligent Systems for 
Molecular Biology (ISMB) and 16th European 
Conference on Computational Biology (ECCB), 2017. 

[11]. D. Smedley, et al., A whole-genome analysis 
framework for effective identification of pathogenic 
regulatory variants in Mendelian disease, American 
Journal of Human Genetics, Vol. 99, Issue 3, 2016,  
pp. 595-606. 

[12]. N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, 
R. Salakhutdinov, Dropout: A simple way to prevent 
neural networks from overfitting, Journal of Machine 
Learning Research, Vol. 15, 2014, pp. 1929-1958. 

[13]. A. Telenti, C. Lippert, P. Chang, M. DePristo, Deep 
learning of genomic variation and regulatory network 
data, Human Molecular Genetics, Vol. 27, Issue R1, 
2018, pp. R63-R71. 

[14]. Y. Yang, et al., Clinical whole-exome sequencing for 
the diagnosis of mendelian disorders, New England 
Journal of Medicine, Vol. 369, 2013, pp. 1502-1511. 

[15]. J. Zhou, O. G. Troyanskaya, Predicting effects of 
noncoding variants with deep learning-based sequence 
model, Nature Methods, Vol. 12, Issue 10, August 2015, 
pp. 931-934. 

[16]. Keras: The Python Deep Learning Library, 
https://keras.io/ 



1st International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2019),  
20-22 March 2019, Barcelona, Spain 

39 

(15) 

 
Phantomisation in State-based HTN Planning 

 
Ilche Georgievski 1 and Marco Aiello 1 

1 University of Stuttgart, Institute of Architecture of Application Systems, Service Computing Department, 
Universitaetsstrasse 38, 70569 Stuttgart, Germany  
E-mail: firstname.lastname@iaas.uni-stuttgart.de 

 
 
Summary: Hierarchical Task Network (HTN) planning is a particularly useful planning technique due to its rich domain 
knowledge. This knowledge needs to be conceived by a domain author in such a way that planners can find (effective) plans. 
This is especially true for HTN planners that search for plans in the space of states. In fact, these planners require various 
‘tricks’ in the knowledge, making the domains elaborate and large. One trick is for the handling of phantomisation – knowledge 
on how to recognise that some task is already accomplished by another task. Such conceived knowledge purely depends on 
the domain author’s ability and experiences to identify and encode phantomisation. We propose an approach for automatic 
phantomisation during planning that does not need domain tricks. With this approach, one can solve more planning problems 
than using planners without it. Other potential benefits may include less encoding effort and simpler and smaller domains. 
 
Keywords: AI planning, Hierarchical task networks, Knowledge representation, Phantomisation. 
 

 
1. Introduction 
 

Hierarchical Task Network (HTN) planning is a 
planning technique well suited for domains in which 
some hierarchical representation is desirable or known 
in advance, domains that involve composite constructs 
(e.g., business process models) or structured strategies 
(e.g., cloud provisioning processes), and domains that 
are intrinsically epistemic [1]. HTN planning requires 
an initial state, a task network as an objective to be 
accomplished, and domain knowledge consisting of 
networks of primitive and compound tasks. A task 
network represents a hierarchy of tasks each of which 
can be executed, if the task is primitive, or decomposed 
via methods into subtasks, if the task is compound. 
Planning starts by decomposing the initial task 
network and continues until all compound tasks are 
decomposed. The solution is a plan which equates to a 
set of primitive tasks applicable to the initial state. 

Considering the kind of space the search for 
solutions is performed in, one can distinguish between 
plan-based HTN planning and state-based HTN 
planning. Domains provided to planners of the latter 
kind contain well-conceived knowledge. For example, 
state-based HTN planners require a larger and more 
elaborated domain model for solving block-worlds 
planning problems than their counterpars do [1]. One 
reason for this is the need for handling phantomisation 
explicitly in the encodings of compound tasks. 

Phantomisation is a stage after the process of 
recognising that the purpose of some task is already 
accomplished by other task(s) at some place in a task 
network. It involves a substitution of an element of a 
plan with a “phantom” element to indicate that the step 
is a no-op or not needed in the given situation [2]. The 
phantomisation is mainly used to avoid redundant, 
unnecessary steps in plans. In some cases, the 
phantomisation can be key to satisfactory performance 
of HTN planners [3]. Thus, the advantage of using 

phantomisation is the planner’s ability to take into 
account which and when tasks are really necessary, 
and therefore, to produce more efficient plans. While 
in most plan-based HTN planners the phantomisation 
process is accomplished automatically during the 
planning process, in state-based HTN planners 
phantomisation information must be provided in the 
domain knowledge. The weak points of this type of 
phantomisation are its identification and encoding, and 
along with that, an increased domain size. 

We address the possibility of diminishing the 
strenuous and tedious process of writing effective 
domain knowledge by introducing enhanced reasoning 
in state-based HTN planners so as to recognise and 
handle phantomisation automatically and without 
explicit domain encodings. 

The paper is organised as follows. Section 2 
reviews related work. Section 3 gives a preliminary on 
state-based HTN planning. Section 4 introduces our 
proposed formalism for phantomisation in state-based 
HTN planning. Section 5 provides an overview of the 
algorithm behind the planning process. Section 6 gives 
an example that demonstrates our approach and some 
of its advantages. Section 7 provides concluding 
remarks. 

 
 

2. Related Work 
 

A number of studies deal with the problem of 
reducing unnecessary plan steps. Several hierarchical 
planners use domain expressivity to reason about such 
redundancy and no planner has incorporated that 
ability into the planner itself [6, 2, 7]. 

Tate [2] has introduced the concept of phantom 
task, which says that such a task can be accomplished 
by doing nothing if the task is placed in the task 
network at a point where its effect is still holding. Task 
reduction schemas are given to a planner a priori as 
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part of the domain knowledge. Such phantomisation is 
also used in the framework for plan modification and 
reuse [8]. 

Charniak and McDermott [9] proposed the idea to 
merge tasks with similar actions. To merge two tasks 
means that their actions must “match” in the sense that 
they would differ only in the slots where one or both 
have anonymous constants. This idea has neither a 
formalism nor an implementation. 

Foulser et al. [10] proposed a formalism and 
heuristics-based algorithms for finding minimum-cost 
merged plans. In their formalism, a set of operators is 
mergeable with a (merged) operator if and only if the 
operator can achieve all the “useful” effects of the 
operators in the set, the operator's preconditions are 
subsumed in the preconditions of the set, and the cost 
of operator is less than the cost of the set of operators. 
Although our idea essentially seems similar to theirs, 
we use a less constrained task-to-task interaction. Also, 
we consider two types of tasks, primitive and 
compound tasks. 

In a multi-agent environment, Cox and Durfee [11] 
proposed an algorithm that uses a merging approach to 
help agents remove redundant plan steps while at the 
same time preserve their autonomy. Basically, their 
approach removes redundant steps from plans instead 
of not adding them at all. 
 
 
3. State-Based HTN Planning 
 

HTN planning is popular and well suitable for 
various domains due to its rich domain knowledge [1]. 
The domain consists of tasks that can be accomplished 
by operators or methods. An operator represents a 
transition from one state to another, while a method 
predefines how to decompose some task into greater 
details. Given an HTN planning problem, which 
consists of an initial state, an initial task network and 
sets of operators and methods, planning is performed 
by repeatedly decomposing tasks from the initial task 
network until operators that are executable in the 
current state are reached. Formal definitions follow. 

A state is a set of ground predicates in which the 
closed-world assumption is adopted. A predicate 
consists of a predicate symbol, and a list of terms 
𝜏 , ⋯ , 𝜏 . A term is either a constant, or a variable. 
Each predicate can be true or false, and a predicate is 
ground if its terms contain no variables. 

Characteristic for HTN planning are the notions of 
primitive and compound tasks. A primitive task is an 
expression of the form 𝑡 𝜏 , where 𝑡  is a primitive–
task symbol, and 𝜏  𝜏 , ⋯ , 𝜏  are terms. A 
compound task is defined similarly. The set of 
primitive and compound tasks is a finite set of tasks 𝑇. 

Each primitive task is represented by a single 
operator defined similarly to a STRIPS operator [5]. 

An operator 𝑜 is a triple 〈𝑡 𝑜 , 𝑝𝑟𝑒 𝑜 , 𝑒𝑓𝑓 𝑜 〉, 
where 𝑡 𝑜  is a primitive task, 𝑝𝑟𝑒 𝑜  and 𝑒𝑓𝑓 𝑜  
are preconditions and effects, respectively. 

A transition from a state to another one is 
accomplished by an instance of an operator whose 
preconditions are a logical consequence of the current 
state. That is, an operator 𝑜 is applicable in state 𝑠, iff 
𝑝𝑟𝑒 𝑜 ⊆ 𝑠 . The application of 𝑜  to 𝑠  results into a 
new state 𝑠 𝑜   𝑠 ∪  𝑒𝑓𝑓 𝑜   𝑠′. 

Each compound task is associated with one or more 
methods as ways of its accomplishment. A method 𝑚 
is a tuple 〈𝑡 𝑚 , 𝑝𝑟𝑒 𝑚 , 𝑡𝑛 𝑚 〉, where 𝑡 𝑚  is a 
compound task, 𝑝𝑟𝑒 𝑚  is a precondition, and 𝑡𝑛 𝑚  
is a task network. A method 𝑚 is applicable in a state 
𝑠 iff 𝑝𝑟𝑒 𝑚 ⊆ 𝑠. Given a task 𝑡 𝑚  and a method 
𝑚,  applying 𝑚  to 𝑠  results into a task network 
𝑡𝑛 𝑚   𝑠 𝑚 , 𝑡 . A task network 𝑡𝑛  is a pair 
〈𝑇′, ≺〉, where T’⊆ 𝑇, and ≺ defines the ordering in 𝑇′. 

Definition 1 (HTN planning problem). An HTN 
planning problem 𝑃 is a tuple 〈𝑠 , 𝑡𝑛 , 𝑂, 𝑇〉, where 𝑠  
is an initial state, and 𝑡𝑛  is an initial task network, 𝑂 
and 𝑇 are sets of operators and tasks, respectively. 

Definition 2 (Solution). Given an HTN planning 
problem 𝑃, a sequence of operators 𝑜 , ⋯ , 𝑜  or a plan 
is a solution to 𝑃 , if and only if there exists a task  
𝑡 ∈ 𝑇 , where 𝑡𝑛   〈𝑇 , ≺ 〉 , such that 𝑡, 𝑡′ ∈≺  
for all 𝑡′ ∈ 𝑇  and 
 𝑡 (or 𝑜 ) is primitive and applicable in 𝑠  such that 

𝑜 , ⋯ , 𝑜  is a solution to  
𝑃  〈𝑠 𝑜 , 𝑡𝑛 \ 𝑜 , 𝑂, 𝑇〉; or 

 𝑡  is compound and there exists an applicable 
method 𝑚  such that 𝑡𝑛 𝑚  𝑠0 𝑚 , 𝑡 , 
𝑡𝑛   𝑡𝑛 \ 𝑡 ∪ 𝑡𝑛 𝑚 ,  and 𝑜 , ⋯ , 𝑜  is a 
solution to 𝑃  〈𝑠 , 𝑡𝑛′, 𝑂, 𝑇〉. 

 
 

4. Phantomisation 
 

Our approach to automatic phanotmisation 
includes a notion of agenda. Intuitively, given an HTN 
planning problem, the agenda contains all atoms that 
are valid up to the i-th state. An atom is a predicate. An 
atom may not be in the i-th state, but it may still be 
valid. That is, an atom is phantom in the i-th state if 
and only if its value evaluates to true in some (i-k)-th 
state and whose truthfulness holds between the (i-k)-th 
and i-th states but not in the i-th state. 

Consider a modern home with rooms 𝑟 , 𝑟 , and 𝑟 , 
a domestic robot Tars, which is in room 𝑟 , and a cup 
𝑐 also in 𝑟 . Let 𝑟  be adjacent to 𝑟  and 𝑟  to 𝑟 . The 
objective is to move Tars from 𝑟  to 𝑟  and transfer 𝑐 
from 𝑟  to 𝑟 . If we move Tars from 𝑟  to 𝑟 , the fact 
(at Tars 𝑟 ) is no longer true in the state, but it is a valid 
fact for the task of transferring the cup from 𝑟  to 𝑟 . 
Recording this type of fact validity enables the task to 
be further decomposed by unloading the cup at 𝑟  and 
moving Tars to 𝑟 . 

Definition (Agenda). Let 𝑃 be an HTN planning 
problem and 𝑠  the current state. An agenda is a set 
𝐴 ⊆ 𝑠 ∪ ⋯ ∪ 𝑠  such that all logical atoms in 𝐴 are 
phantoms in 𝑠 . 

We can now check when some operator is already 
accomplished during the planning process. We 
consider such an operator to be matchable to an 
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already applied operator if and only if both represent 
the same primitive task. 

Definition (Phantom primitive task). Let 𝑃 be an 
HTN planning problem and 𝐴 an agenda. A primitive 
task 𝑡 𝜏  is phantom if and only if there exist another 
primitive task 𝑡 𝜏′  in the current plan 𝜋  such that 
𝑡 𝑡 , τ τ′, and 𝑒𝑓𝑓 𝜏′ ∈ 𝐴. 

In addition, we need to check the methods of a 
compound task for their applicability. Without 
phantomisation, the methods’ precondition may not be 
applicable as certain variable bindings do not exist 
explicitly in the current state. In our case, relevant 
methods are those that have been already successfully 
instantiated (for example, their primitive tasks, if any, 
are part of the potential plan). 

Definition (Phantom compound task). Let 𝑃 be an 
HTN planning problem and 𝐴 an agenda. Let 𝑡  be the 

current compound task, 𝑚  its method, and 𝑠  the 
current state. Task 𝑡  is phantom if 𝑡  is decomposable 
by 𝑚 and 𝑚 is applied to state 𝑠  such that 𝑘 𝑖 and 
𝑝𝑟𝑒 𝑚 ∈ 𝐴. 
 
 
5. Algorithm 
 

Algorithm 1 shows the algorithm we developed 
and takes as input an HTN planning problem  
𝑃  〈𝑠 , 𝑡𝑛 , 𝑂, 𝑇〉, an agenda 𝐴 initialised to 𝑠 , and 
an empty set applied that will contain applied tasks. 
The main procedure starts with an interleaving step 
represented by the GetTask procedure. In this 
procedure, each primitive task, which is already 
applied (i.e., part of the potential plan) and its effects 
are elements of the agenda, is pruned. 

 
 

 
 

 
Planning continues depending on whether the 

chosen task is primitive or compound. If it is primitive 
and applicable in the current state 𝑠 , its effects are 
added to the agenda. When the chosen task is 
compound, a typical state-based HTN planner skips 
task’s methods for which bindings do not exist. 
However, with phantomisation, we may also consider 
some of those methods those already applied. 
Therefore, in lines 10-12, we add logic to the algorithm 
that handles such methods and calls the procedure 
recursively with methods’ tasks added to the current 
task network. 

Previously identified phantomisation yields 
additional interleaving steps between the tasks in the 
task network. But, since the task has already been 
accomplished, many of the interleaving steps are not 
necessary – they produce redundant searching. For 
instance, if a planner finds a plan at some point after 
successful phantomisation and backtracks to try other 
combinations without controlling the search, it will 
find plans which are equivalent to the first found one. 
Hence, we add a control ability that prunes these steps. 
The algorithm continues to search for other possible 
methods of the compound task for which appropriate 
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bindings exist in the current state. Thus, when a certain 
task is decomposable in the current state, its applicable 
method is added to the set of applied tasks. 
 
 
6. Example 
 

We provide an example of phantomisation from a 
scenario of planning for ubiquitous computing [4]. The 
scenario is articulated around the adaptation of an 
office equipped with an air conditioning system, lamp, 
radio, and computer. We encapsulate this information 
in two compound tasks as shown in Fig. 1. One task is 
for adapting the office to certain ambience (i.e.,  
adjust-office), and the other one is for adjusting the 
working desk (adjust-desk). The adjust-office task can 
be further decomposed into a network of three tasks, 
namely set-ac for setting the air conditioning system to 
a temperature level t, turn-on-lamp for switching on 
the lamp l, and turn-on-music for controlling the radio 
m. The adjust-desk task contains a decomposition of 
two tasks, namely turn-on-lamp and start-computer for 
invoking the computer c. set-ac, turn-on-lamp,  
turn-on-music, and start-computer are all  
primitive tasks. 

We may also have some constraints on the order of 
tasks in the task networks of the compound tasks, for 
example, that set-AC must occur before turn-on-lamp 
and the latter one must occur before turn-on-music. 
Thus, the tasks of adjust-office should be accomplished 
in the sequence given in Fig. 1. 

Say that we want to perform both tasks, i.e., the 
initial task network consists of preparing the working 
desk in the office r and adjusting r after some time 
being empty. We assume that one of the most effective 
solutions would be when the air conditions are 
comfortable, the lamp is turned on, the music is 
playing, and the computer is started and ready for 
work. That is, the plan 𝜋 equlas to set-AC, turn-on-
lamp, turn-on-music, start-computer in that order. 

Let us examine the situation when our algorithm is 
on the right way of finding such a good solution. For 
the purpose of demonstration, we consider a 
straightforward application of the first two operators of 
the adjust-office task. At this point, their effects are 
added to the agenda. The planning process continues 

by interleaving the task adjust-desk(r,l,c) and 
decomposing it to its task network. Task’s first subtask 
is turn-on-lamp(l,r) which is already a part of the 
potential plan. The algorithm reasons that this task is 
already achieved and that its effect (the lamp is on) is 
still valid. Therefore, the algorithm is allowed to prune 
the task from interleaving and continues by processing 
the rest of available tasks. In few steps, the algorithm 
finds the correct sequence of operators. 

 
 

 
 

Fig. 1. Examples of two compound tasks. 
 

In contrast to our approach, a typical state-based 
HTN planner will not find a solution given the domain 
in Fig. 2. For such planner to come up with a plan, 
more effective domain descriptions are required. We 
enclose such enhanced encodings in Fig. 3. Thus, we 
need to include an additional task light-helper that has 
a method representing phantomisation – doing nothing 
when the lamp is already turned on. Comparing Fig. 2 
and Fig. 3, one may notice that the first encoding is a 
simpler and more compact domain representation. 

 
7. Concluding Remarks 
 

We enhanced state-based HTN planning with a 
feature for automatic phantomisation. We showed how 
can this be implemented and demonstrated it on an 
example. We postulate that the main benefit of this 
approach is the simplification and reduction in size of 
the domain knowledge. It is possible to improve some 
plans even more in a sense of reducing the number of 
steps by extending this task-to-task matching into a 
task-to-tasks matching. 

 
 

 
 

Fig. 2. Simple task encodings specified using the Hierarchical  
Planning Domain Language (HPDL). 
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Fig. 3. Enhanced task encodings specified in HPDL. 
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Summary: Events and interactions that take place in road junctions (i.e., roundabouts and intersections) are interesting to 
Naturalistic Driving Studies (NDS) analysing safety and behavioural aspects of road users. This work investigates several 
machine learning techniques including Artificial Neural Network (ANN), Random Forest (RF), k-Nearest Neighbours (k-NN), 
Logistic Regression (LR) and Support Vector Machines (SVM) to develop a model to identify roundabouts using Inertial 
Measurement Unit (IMU) sensory data. The study is based on NDS data of 16 volunteers’ part of SimuSafe project collected 
between May and August 2018. GPS signal is used to label the ground truth of roundabouts manually. The ANN model 
outperforms other classifiers achieving 81 % F1 score for roundabout identification, The ANN also generalize and identify 
cross-driver patterns better than any other tested model. Feature selection shows the importance of lateral acceleration, yaw 
and pitch signals in identifying roundabouts. 
 
Keywords: Road safety, Machine learning, Naturalistic driving, Road junctions, Roundabout, GPS, IMU. 
 
 

1. Introduction 
 

In 2010, The European Commission issued a policy 
[1] aiming to halve the number of road deaths by 2020 
with the vision of setting 2050 as a deadline to achieve 
zero road fatalities in EU [2]. Meeting these objectives 
promotes initiatives to conduct researches to reduce the 
rate of road deaths and improve road safety. 

Naturalistic Driving Studies (NDS) is a research 
field that analyses and monitors drivers in their natural 
settings and has shown usefulness in the analysis of 
driver behaviour [3]. However, identification of events 
of interest (e.g. near-collisions, crashes, and violations) 
that occur during NDS cannot be predictably retrieved. 
Due to this unpredictably, data has to be collected 
along a large time frame which make the task of 
identifying events manually by a human time-
consuming, tedious and impractical. These challenges 
inspired the need to develop automated tools capable 
of reliably identifying potential events of interest. 

A road junction is by definition a certain structure 
in which two or more roads cross (i.e., roundabouts and 
intersections). This path crossing of vehicles and road 
users (pedestrians, cyclist and motorcyclists) makes 
road junctions a prime candidate for NDS analysing 
safety and behavioural aspects of road users [4-8]. The 
typical approach of road junction identification is 
based either on aerial images [9-12] or cameras fixed 
to the vehicle [13]. 
 
 

2. Related Work 
 

A vision-based algorithm of identifying road 
junctions is presented in [13]. The algorithm uses 
videos coming from a camera mounted on the roof of 
a moving vehicle, the authors report detection of 
position of the road junction in 165-195 milliseconds. 
However, the reported experiment is performed in a 
controlled settings within Bristol University Campos 
and at a constant given speed. 

The use of aerial images to identify junctions are 
observed in several studies. Authors of [9] employed 
Artificial Neural Network (ANN) to capture junctions 
from aerial images. In [10] junctions are identified 
from satellite images using Extended Kalman Filter 
(EKF) and Particle Filter (PF). High resolution 
Synthetic Aperture Radar (SAR) images are used to 
detect junctions in [11], while in [12] authors use 
camera images taken by an aircraft. 

The use of IMU sensory data for roundabout 
identification is discussed in [14], the authors created 
a yaw rate profile for different exit scenarios of 
roundabout data recorded during a field operation test 
done in Gothenburg, as part of the euroFOT project. 
The documented results demonstrated an area under 
the curve (AUC) above 0.8 for right roundabout 
manoeuvres while the AUC of going straight and left 
in a roundabout exceeded 0.9. A method of path curve 
identification is implemented [15] based on variation 
of heading angle acquired through IMU sensor. The 
start-end points of the curve (Point of Curve PC, Point 
of Tangent PT) is identified using this method in 
addition to the length of the curve. The ANOVA test 
showed that a kinematic approach showed the best 
results in comparison to geometry-based and  
lateral-acceleration methods when compared against 
the ground truth measured by field tests. Authors of 
[16] proposed a path planning method for automated 
vehicles that divide the driving process in a roundabout 
to three stages: entrance maneuverer, driving within 
the roundabout and exit manoeuvre. A similar three 
divisions of roundabout manoeuvres are discussed in 
[17] for verification of roundabout safety design that 
demonstrated correlation between roundabout design 
and entering vehicle speed. 

This research contributes a novel roundabout 
detection model designed to extract driving 
manoeuvres from various IMU signals. The use of 
vehicular data provides rich insights on important 
features that represent forces and angular rates 
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observed during driving manoeuvres that can’t be 
retrieved with an image-based approach. Machine 
Learning is used to demonstrate the importance of 
using other IMU signals in addition to yaw rate used in 
the literature [14-15] to identify roundabouts. Feature 
importance performed using Random Forest highlights 
the importance of lateral acceleration and pitch rate 
signals for the identification of roundabouts. The 
results of validating the created machine learning 
models suggest that ANN succeed to generalize and 
identify cross-driver patterns better than any other tested 
model. The ANN outperforms other classifiers by more 
than 6 % in F1 performance. 
 
3. Materials and Method 
 

The roundabout detection model is built to 
recognize sequences of driving maneuvers using Yaw 
Rate of IMU sensor as a base signal. The paper will 
demonstrate the roundabout identification method in 
accordance to the following stages of model 
development. 
 
3.1. Data Collection 
 

The analysis of this work is performed using 
timestamped sensor data that corresponds to NDS 
trips. The data analysed is part of SimuSafe project of 
16 volunteers and is collected between May and 
August 2018. The roundabout detection model is 
developed to use IMU sensor data for the purpose of 
classification, eight signals are utilized from IMU 
sensory data as observed from Table 1. 
 

Table 1. IMU signals utilized to construct features  
of the roundabout classification model. 

 
No. Signal Description 
1. RollRateExtSns Vehicle roll rate 
2. RollExtSns Roll angle of vehicle chassis 
3. PitchRateExtSns Vehicle pitch rate 
4. PitchExtSns Pitch angle of vehicle chassis 
5. YawRateExtSns Vehicle yaw angle 
6. LongAccelExtSns Longitudinal acceleration 
7. VertAccelExtSns Vertical acceleration 
8. LatAccelExtSns Lateral acceleration 

 
3.2. Feature Extraction 
 

Signals of Table 1 are resampled from 14 Hz to  
1 Hz in order to reduce signal noise, and a Gaussian 
rolling window is applied in order to smoothen the 
resampled signals. The YawRateExtSns is selected as a 
base signal in order to establish the start and end time 
of driving manoeuvres. The integral of YawRateExtSns 
readings between start and end time is calculated to 
measure the corresponding Yaw angle of the 
performed manoeuvre. The time series of sensor 
readings that represent driving trip is transformed 

                                                           
 
1 https://keras.io/ 

accordingly into a sequence of manoeuvres performed 
by the vehicle. Driving manoeuvres are presented by 
eight time-domain features that correspond to the mean 
value of each of the eight IMU signals over the time 
period of the manoeuvre. A ninth feature were added 
that correspond to the calculated Yaw angle, and a 
feature that correspond to the duration of the 
manoeuvre in seconds is added to total 10 features per 
manoeuvre. 
 
3.3. Feature Engineering 
 

The literature highlighted dividing the driving 
process in a roundabout into three stages: entrance, 
driving within the roundabout and exit manoeuvres 
[16-17]. In order to account for this manoeuvres 
sequence, each dataset instance is built using a rolling 
window with three manoeuvres as a window size. By 
following this approach each instance is presented by 
30 features that summarize IMU sensory data of the 
last three consecutive manoeuvres performed by the 
vehicle. 

Fig. 1 demonstrates an example of the feature 
creation method applied to YawRateExtSns signal of a 
trip recorded on 9th May 2018 between 05:50:00 and 
05:50:35. Positive values of YawRateExtSns represent 
left turns while negative values indicates right turns. 
By using the calculated integral of Area-1 in Fig. 1 it 
was observed that the vehicle completed first a 46° 
right turn maneuver to enter the roundabout between 
05:50:06 and 05:50:13, Positive values of Area-2 
between 05:50:13 and 05:50:26 indicates a 148° left 
turn within the roundabout which represent the second 
maneuver. Lastly, the vehicle make another 88° right 
turn on 05:50:26 after exiting the roundabout. 

This approach generated a training data set that 
consist of 22,080 instances. GPS signals were used to 
label 249 roundabouts occurrences manually 
according to map images of the driving trips. The 
generated dataset was used to train several classifiers 
including Artificial Neural Network (ANN), Random 
Forest (RF), k-Nearest Neighbours (k-NN), Logistic 
Regression (LR) and Support Vector Machines 
(SVM). The Python Deep Learning library Keras1 is 
used for the implementation of ANN. While the 
machine learning scikit-learn library2 in Python is used 
for all other models. Hyperparameters optimization is 
performed using a grid search to tune different 
classifier parameters. For the k-NN classifier (k = 1), 
while the RF (n_estimators = 41, min_samples_ 
leaf = 2, bootstrap = False, max_features = sqrt), the 
SVM (kernel = rbf, class_weight = balanced) and 
finally LR (solver = liblinear). The problem of class 
imbalance in the dataset is addressed by performing 
validation using different values of class-weight  
[1, 2, 4, 8, 16, 99]. F1 score of the roundabout class is 
selected as the main metric to compare different 
classifier performance. 

2 https://scikit-learn.org/stable/ 
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Fig. 1. (a) The plot of corresponding YawRate signal for the trip recorded on 9th May 2018.  
(b) A GPS drawing of the path of the trip recorded on 9th May 2018. 

 

 
 

Fig. 2. Features importance using random forest. 
 

     
                                               (a)                                                                                              (b) 
 

Fig. 3. A roundabout case identified by the mode. (a) The blue dots in the left map image represent the sequence  
of manoeuvres classified as a roundabout by the ANN model; (b) The satellite image to the right shows a roundabout  

under construction in Strada Statale 696, 67047 Rocca di cambio AQ, Italy (42.211361, 13.454691). 
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4. Results and Discussion 
 

To identify important features for the detection of 
roundabouts Random Forest is used to perform feature 
ranking. As observed from Fig. 2 lateral acceleration, 
yaw rate and pitch rate are the top ranked features that 
contributed notably to the roundabout classification 
decisions. It could also be noted that the long 
acceleration of the roundabout entrance manoeuvre 
longacc1 is not important for the classification. This 
result could indicate that drivers enter roundabouts in 
different styles, they don’t necessarily deaccelerate to 
enter roundabouts. 

The created models were validated using 10-folds 
cross validation (CV). As observed from Table 2, the 
ANN model (using two fully connected layers with 
128 neurons in each layer and a dropout = 0.05) 
achieved the best F1 score with a balanced precision  
81 % and recall 82 % performance for the roundabout 

class. Table 3 demonstrates the confusion matrix of the 
best performing classifier. The validation process 
demonstrated the model capability to identify 
roundabouts that were challenging to spot even by the 
manual process of inspecting GPS map images, as 
demonstrated in the classification examples of Fig. 3. 
Examples of correctly classified roundabouts of all 
shapes and scenarios could be viewed in Fig. 4. 
 
 

Table 2. F1 Score, precision and recall of different 
classifiers for the roundabout class 10-fold CV. 

 
No Classifier F1 Precision Recall 
1. ANN 81.36 81.20 81.53 
2. k-NN 80.65 81.82 79.52 
3. SVM 77.14 90.76 67.07 
4. RF 73.22 94.30 59.84 
5. LR 63.53 71.72 57.03 

 
 

 
 

Fig. 4. Examples of correctly classified roundabouts by the ANN model of different shapes and scenarios. 
 
 

Table 3. ANN model confusion matrix for 10-fold CV. 
 

  
Predicted Class 

Other Roundabout 

True Class 
Other 21,784 47 

Roundabout 46 203 

 
The developed models demonstrates capability of 

identifying roundabouts by recognizing sequences of 
driving manoeuvres. The models were validated 
further using a leave-one-out cross validation 
(LOOCV) approach. This validation is performed to 
assess the model generalization capability in detecting 
driving manoeuvres of an unseen driver. In each fold 
(16 folds that correspond to 16 drivers) of the 
validation, driving manoeuvres of a certain driver is 
excluded from training and is used to form a test 
dataset. Results of LOOCV in Table 5 shows that ANN 
outperforms other classifiers by more than 6 % in F1 

performance. This LOOCV results suggests that the 
ANN model succeed to generalize and identify cross-

driver patterns, unlike k-NN for instance that suffers 
more than 13 % drop in F1 performance in comparison 
to 10-folds CV. 
 
 
Table 4. F1 Score, precision and recall for the roundabout 

class LOOCV. 
 

No. Classifier F1 Precision Recall 
1. ANN 76.92 84.95 70.28 
2. SVM 70.53 88.48 58.63 
3. RF 67.87 94.29 53.01 
4. k-NN 67.33 67.20 67.47 
5. LR 63.98 72.22 57.43 

 
Class imbalance in the dataset is addressed by 

performing validation using different values of class 
weight [1, 2, 4, 8, 16, 99]. The best performing model 
ANN is selected for this optimization process of 
selecting weight. Table 5 list results of ANN classifiers 
trained with different values of class weight. We may 
infer from the results that assigning higher weight 
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value for the roundabout class is leading the loss 
function to optimize for a higher roundabout recall. 
However, precision performance drops with a higher 
weight value. This allows to dynamically select the 
best weight value based on requirement of ND study. 
Given the priority of recalling as much roundabout 
event as possible for instance, a network with weight 
set to 16 could recall 90 % of roundabout occurrences 
of an unseen driver, at the expense of encountering 
higher false positives rate. 
 
 

Table 5. F1 Score, precision and recall for 10-folds CV  
and LOOCV using different values of class weight. 

 
10-Folds CV 

Class Weight F1 Precision Recall 
1 81.36 81.20 81.53 
2 79.55 74.05 85.94 
4 77.09 70.43 85.14 
8 74.15 62.30 91.57 

16 69.60 54.86 95.18 

32 64.66 49.06 94.87 

99 57.18 40.43 97.59 
LOOCV 

Class Weight F1 Precision Recall
1 76.92 84.95 70.28 
2 76.07 77.50 74.40 
4 75.36 68.65 83.53 
8 68.15 56.28 86.35 

16 67.07 53.61 89.56 
32 60.18 44.73 91.97 
99 52.34 36.21 94.38 

 
In order to validate the potentials of improving the 

performance further using a larger dataset, we plot the 
performance of different k-NN models (since it is fast 
to train and evaluate, using k = 1) trained with an 
increasing number of roundabouts. As observed from 
Fig. 5. The model achieves 73 % F1 score when trained 

with over 50 roundabouts, the accuracy rises to 77 % 
with 150 and exceeds 80 % with more than  
200 roundabout occurrences in training data.. A future 
work is planned to investigate further if adding more 
manoeuvres and drivers to the training dataset could 
contribute to a better generalization capability. 

 

 
 

Fig. 5. k-NN Model F1 Performance with more roundabout 
occurrences in training data. 

 
A planned future work is to extend the tests of the 

model by including other types of road junctions (i.e., 
intersections) and driving manoeuvres (i.e., 
overtaking). Performing this future work could provide 
valuable information and insights about different 
driving styles in other road junctions and manoeuvres. 

Sensor fusion of other vehicular signals like GPS 
could potentially improve some of the current 
observed limitations of the model. The model 
classifies some of the S-shaped road curves as 
roundabouts as observed in Fig. 6. Feature selection is 
limited in this work to the use of Random Forest, other 
methods of feature selection could enrich our 
understanding of important features and signals that 
could potentially improve the automatic detection 
capability of road structures and driving manoeuvres. 

 
 
 

 
 

Fig. 6. Examples of debatable and wrong roundabout classifications by the ANN model. 
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Summary: Nowadays, there is a fertile ground for the research area of e-learning. Ε-learning systems can promote education 
by providing the learning experience to students regardless of the place they are and the time of the learning delivery. Therefore, 
the learners of an e-learning system have a different knowledge level and background, abilities and needs. So, there is a growing 
need for tailored education. This is achieved by the incorporation of “intelligence” into the teaching and learning processes of 
e-learning systems, since it allows the provision of personalized instruction to students. In this paper, an intelligent mechanism 
(ICALM) that allows an adaptive learning system to create and adapt dynamically the learning material on the fly, taking into 
consideration each time the needs and abilities of each individual learner, is presented. ICALM adapts the learning material at 
three levels: i) knowledge level, ii) content, iii) display mode. It uses artificial neural networks, multi-criteria decision analysis 
and machine learning techniques. The presented mechanism has been incorporated in two adaptive e-learning systems and was 
evaluated. The evaluation results are very encouraging. 
 
Keywords: Adaptive e-learning, Adaptive learning material, Artificial neural network, Personalized tutoring, Learning style, 
Machine learning. 
 

 
1. Introduction 
 

In recent years, the rapid development of 
technology has affected several aspects of people’s 
everyday life. Indeed, people tend to use technology in 
order to build new approaches in many fields, 
including education. Moreover, the socio-economic 
changes worldwide necessitate the employment of new 
technological approaches in education; hence, they 
give birth to e-learning, which is a way of distance 
education that overcomes the obstacles posed by place 
and time, offering a more adaptable instruction in 
comparison to traditional classrooms [10]. However,  
e-learning systems are used from heterogeneous 
groups of learners meaning that such groups are 
distinguished by different needs, preferences and 
interests [2]. A solution to this challenge is the 
employment of artificial intelligence (AI) in learning 
systems so that they adapt the learning material or the 
tutoring and learning processes to each individual 
student’s needs and abilities, offering him/her a 
personalized learning experience. More specifically, 
such techniques allow the perception and 
determination of learners’ needs [9, 12]. Also, they 
help the system create a routine for each learner 
concerning the dynamic adaptation of the learning and 
teaching processes, including the delivery of the 
domain being taught and the tailored assessment 
strategies, etc. [20]. As such, intelligent and adaptive 
educational systems usually provide an individualized 
learning path to each student. 

Adaptive educational systems and applications use 
a variety of AI techniques [7]. Examples of such 
techniques are the artificial neural networks (ANN) 
and the machine learning (ML) techniques. An ANN 

mimics certain aspects of the information processing 
and physical structure of the human brain with a web 
of neural connections. They are used in the field of  
e-leaning towards providing personalization to 
students’ needs by finding the similarity of the domain 
concept data representation pattern between the 
students’ and the learning object’s profiles [16, 18]. In 
[2, 10], the authors focused on the adaptation of the  
e-learning system to the students’ specific needs and 
preferences using ANNs. Other authors used ANN to 
form a recommendation system to support students 
[20] by delivering them adaptive instruction [12, 19], 
or proposing them a learning path that meets in a better 
way their needs and abilities [19]. Finally, ANN has 
been also used for emotion recognition in e-learning 
systems [9, 16]. ML is related to algorithms and 
statistical models that computer systems use to 
effectively perform a specific task without using 
explicit instructions, relying on models and inference 
instead [5]. It involves algorithms that predict possible 
outcomes based on students’ data. The system 
identifies certain patterns and trends, and then learns 
from the data in order to provide greater 
personalization. ML techniques have been employed 
towards offering individualized learning pathways. 
For example, in [5, 11, 17], the authors employed 
machine learning techniques in order to support 
collaborative learning and find patterns of interaction 
between learners showing that prior knowledge and 
communication skills of learners are likely to influence 
effectiveness of collaborative learning. Other efforts 
have been focused on the amelioration of learners’ 
knowledge sources as well as on adaptive pedagogy. 
For example, in [4, 8, 13], machine learning techniques 
have been used in order to increase student 
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engagement and improve learning outcomes. A lot of 
research effort has been also placed on the diagnosis of 
mistakes using machine learning. For example, in  
[1, 15, 22], the authors reported that e-learning can be 
enhanced by the identification of learners’ errors and 
the adaptation of the teaching strategy to the 
weaknesses of students. 

Furthermore, decision analysis is also employed in 
the field of e-learning. It is used to build systems, 
designed to solve complex problems by reasoning 
through bodies of knowledge, represented mainly as 
if–then rules [11]. Decision analysis is mainly used in 
circumstances that a decision has to be taken. As an 
example, in e-learning, decision analysis is used to 
specify the proper domain knowledge to be delivered 
to students or the appropriate assessment to be given to 
students. Decision analysis processes have been used 
in the related scientific literature in order to provide 
tailored assessments to students [6, 26]. For example, 
in [6], the authors create automated adaptive tests using 
multiple-criteria decision analysis taking into 
consideration multiple students' criteria along with the 
types of exercises and the desirable learning objective. 
Also, in [14] a decision-making model and method are 
proposed to evaluate suitability, acceptance and use of 
personalised learning units. Furthermore, present 
multi-criteria decision analysis approaches for 
selecting and evaluating digital learning objects [3]. 

Taking into consideration the above, this paper 
presents an intelligent mechanism that allows an 
adaptive learning system to create and adapt 
dynamically the learning material on the fly, taking 
into consideration each time the needs and abilities of 
each individual learner. The presented mechanism is 
implemented by an Intelligent Creator of Adaptive 
Learning Material (ICALM). ICALM adapts the 
learning material that is addressed to a particular 
learner at three levels: i) knowledge level, ii) content 
of the learning material (which concepts will be 
presented and focused), and iii) display mode of the 
learning content (i.e. video, text, images, audio etc.). 
The presented intelligent mechanism uses artificial 
neural networks, a method of multi-criteria decision 
analysis and machine learning techniques. The 
knowledge level of the students is used to identify the 
domain knowledge concept. The artificial neural 
network takes as input the learning style of the students 
which is based on the VARK model (Visual, Auditory, 
Reading and Kinesthetic Learners) and gives as output 
the display mode of the learning material. The 
calculation of the activation function of the presented 
ANN is based on the Weighted Sum Model (WSM), 
which is a method for multi-criteria decision analysis. 
More specifically, each sensory modality of the VARK 
model uses different weights. This means that if a 
leaner is a visual learner wants to be shown the 
learning content in the mode of text, video narration, 
images, diagrams and examples but in a different 
percentage. The other modalities take the weights 
following the same rationale. Then, the activation 
function, which is based on WSM, determines the 
output of neural network by mapping the resulting 

values. Regarding the partitioning of students’ learning 
style, it is specified using the k-means clustering 
algorithm. Finally, the types of learners’ errors, which 
are diagnosed using machine learning algorithms, and 
specifically String Matching algorithm and String 
Meaning Similarity technique, serve for the content of 
the domain concept. 

As a testbed for our research, two fully operating 
and evaluated e-learning systems have been used: i) a 
web-based educational application for programming 
languages tutoring and ii) a web-based e-learning 
system for English and French language tutoring. 
Examples of operation of these two systems, using 
ICALM, attests that ICALM is proved to be effective 
for optimizing e-learning, while providing great 
assistance to learners in a computer-aided instruction 
environment. Finally, a wide-range evaluation is 
presented. Its results are very encouraging, showing 
that the modules of ICALM incorporating either 
machine learning or an artificial neural network and 
the weighted sum model can enhance computer-aided 
instruction. 

The remainder of this paper is organized as 
follows. Section 2 describes ICALM. Evaluation 
process and results are presented in Section 3. Finally, 
in Section 4, conclusions are drawn and future plans 
are discussed. 

 
 

2. The Description of ICALM 
 

ICALM is the name of the presented Intelligent 
Creator of Adaptive Learning Material. Its aim is to 
adapt the learning material that is addressed to a 
particular learner at three levels: i) knowledge level,  
ii) content of the learning material (which concepts 
will be presented and focused), and iii) display mode 
of the learning content (i.e. video, text, images, audio 
etc.). For the adaptation of the learning material to the 
knowledge level of the learner, the system checks the 
results of the learner’s assessment and decides which 
the concepts are that coincide with her/ his knowledge 
level. The selection of the content of the domain 
concept is based on the types of errors that the learner 
usually does. The diagnosis of errors’ types is achieved 
through the String Matching algorithm and String 
Meaning Similarity technique. In addition, the 
decision for the display mode of the learning material 
is based on the learning style of each particular learner 
and is achieved through an artificial neural network in 
conjunction with the weighted sum model. The logical 
architecture of ICALM is depicted in Fig. 1. The 
mechanism of adaptation of the learning material is 
described in more details below for each adaptation 
level. 
 
 
2.1. Adaptation to Knowledge Level 
 

The knowledge level of a particular student is used 
to identify the domain concepts that have to be 
delivered to her/him meeting his/her educational needs 
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and abilities. The learner’s knowledge level is 
determined by the results of her/his assessments. 
According to these results, the system selects the 
domain concepts of the learning material that coincides 

with the learner’s knowledge level and delivers them 
to her/him for studying. 
 

 

 
 

Fig. 1. The logical architecture of ICALM. 
 
 
2.2. Adaptation of the Content 
 

For deciding about the issues of each delivered 
domain concept that have to be presented and focused 
for a particular learner, the types of errors (i.e. 
grammatical, syntactic, logical or knowledge transfer 
mistakes in language learning) that s/he, usually does, 
have to be detected. The diagnosis of errors’ types is 
based on machine learning algorithms and specifically 
String Matching algorithm and String Meaning 
Similarity technique. String Matching algorithm tries 
to find strings that match a pattern approximately in 
order to identify the kind of mistakes between 
grammatical, syntactic or logical. String Meaning 
Similarity is responsible for identifying knowledge 
transfer mistakes in language learning and works by 
finding and translating patters, determining the source 
language of knowledge. Since it is not the scope of this 
paper to present how the aforementioned algorithms 
function, an in-depth analysis of them is presented in 
the authors’ previous research works [23, 25]. 
 
 
2.3. Adaptation of the Display Mode 
 

For the adaptation of the display mode of the 
learning material an artificial neural network is used, 
operating in conjunction with the multi-criteria 
decision analysis (MCDA). The artificial neural 
network takes as input the learning style of the students 
which is based on the VARK model (Visual, Auditory, 
Reading and Kinesthetic Learners). More specifically, 
each sensory modality of the VARK model uses 
different weights based on the Weighted Sum Model 
which is the best known and simplest MCDA method 
for evaluating a number of alternatives in terms of a 
number of decision criteria [21]. This means that if a 
learner is a visual learner, then s/he wants the learning 
content to be shown in the mode of text, video 
narration, images, diagrams and examples but in a 
different percentage. The other modalities take the 

weights following the same rationale. Then, the 
activation function, which is calculated using WSM, 
determines the output of neural network by mapping 
the resulting values, as shown in Fig. 2. The weights in 
the ANN have been defined by 14 professors and 
teachers (3 teachers of primary school, 5 teachers of 
secondary school and 6 university professors) of 
different knowledge domains. Each of these 14 tutors 
has at least 14 years experience in educational process 
and instruction. However, the defined weights of the 
presented ANN can be changed according to the 
preferences of each particular tutor. Let’s see an 
example of operation of the presented ANN. Mike is a 
student that his learning style is 70 % Reading and  
30 % Visual, according to the system’s classification. 
So, XV = 0.3, XA = 0, XR = 0.7 and XK = 0. The 
values of the corresponding weights of our ANN are 
the following: W1R = 0.8, W4R = 0.1, W5R = 0.1, 
W1V = 0.1, W2V = 0.2, W3V = 0.3, W2V = 0.3 and 
W5V = 0.1. According to the activation function that 
is based on WSM, we have the following results: 
 

 𝑦 0.3 ∗ 0.1 0 0.7 ∗ 0.8  0.59, 
 

 

 
 𝑦 0.3 ∗ 0.2 0 0  0.06,  

 

 𝑦 0.3 ∗ 0.3  0.09,  

 

𝑦 0.3 ∗ 0.3 0.7 ∗ 0.1   

0.03 0.56  0.16, 
 

 

 𝑦 0.3 ∗ 0.1 0 0.7 ∗ 0.1  0.1  

 
From the above results, the system concludes that 

the content of the domain concept, which is going to 
be delivered to Mike, has to be displayed, manly, with 
text, which will include some diagrams. 

Regarding the partitioning of students’ learning 
style, it is specified using the k-means clustering 
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algorithm. The goal of this algorithm is to find groups 
in the data. The algorithm works iteratively to assign 
each data point to one of K groups based on the 
features that are provided. Data points are clustered 
based on feature similarity. Each centroid of a cluster 

is a collection of feature values which define the 
resulting groups. More analysis on k-means algorithm 
in the context of e-learning is presented in the authors’ 
previous research work [24]. 
 

 

 
 

Fig. 2. Construction of the ANN with MCDA. 
 
 

3. Evaluation 
 

The evaluation is a core phase in the systems 
development life cycle since it measures the 
effectiveness of the system and seeks potential 
enhancements. Then, the evaluation provides metric 
for the success of the software. Even though there are 
several frameworks and questionnaires that can be 
used in the evaluation study. There is not any standard 

agreed approach for evaluating adaptive learning 
material delivery. Hence, for the evaluation of 
ICALM, we have created a questionnaire that includes 
questions that examines the user experience, learning 
results and system efficiency. The questions were 
close-ended based on Likert scale with the responses 
ranging from “Unsatisfactory” (1) to “Excellent” (5). 
The questionnaire is depicted in Table 1. 
 

 
Table 1. Questionnaire. 

 

U
se

r 
ex

pe
ri

en
ce

 Q1 Is the user interface friendly? 

Q2 Did you like the domain knowledge units? 

Q3 Is your opinion about the tutoring process positive?  

Q4 Rate your experience during the tutoring process.  

L
ea

rn
in

g 
re

su
lt

s Q5 Do you feel that you upgraded your knowledge during the tutoring process? 

Q6 How accurate are the learning objectives? 

Q7 How accurate is the identification of you knowledge level by the system? 

S
ys

te
m

 
ef

fi
ci

en
cy

 

Q8 Were you self-assured during the tutoring process? 

Q9 Do you believe that the domain knowledge units corresponded to your knowledge level? 

Q10 Do you feel that your lack of knowledge was properly handled by the system? 

Q11 Do you feel that the system was adapted to your knowledge level? 

Q12 Do you feel that the system was adapted your learning needs? 

 
 

For the evaluation study, two fully operating  
e-learning systems have been used: i) a web-based 
educational application for programming languages 
tutoring and ii) a web-based e-learning system for 

English and French language tutoring. Examples of 
operation of these two systems, using ICALM, attests 
that ICALM is proved to be effective for optimizing  
e-learning, while providing great assistance to learners 
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in a computer-aided instruction environment. In 
particular, 25 students used the first system and  
30 students used the second system. They used the 
systems for a period of 6 weeks. The students were 
assisted during the whole evaluation process by  
3 instructors and the evaluators. The contribution of the 
instructors in the evaluation was very important. 

Fig. 3 illustrates the results of the three 
aforementioned categories of questions. These results 
include the average of answers of 55 students. The 
results of each category depict an average score of the 
questions belonging to each category. In all categories, 
ICALM seems to achieve great scores since it 
constructs a personalized and adaptive learning 
environment where students are engaged in learning 
and upgrade their knowledge by making use of all its 
modularities. 

 

 
 

Fig. 3. The evaluation results. 
 
 

4. Conclusions and Future Work 
 

In this paper, an intelligent mechanism that allows 
an adaptive learning system to create and adapt 
dynamically the learning material on the fly, taking 
into consideration each time the needs and abilities of 
each individual learner has been presented. The 
presented mechanism is implemented by module, 
which is called ICALM (Intelligent Creator of 
Adaptive Learning Material). ICALM uses techniques 
of Artificial Intelligence in order to manage to adapt 
the learning material that is addressed to a particular 
learner to her/his knowledge level, abilities and needs. 
These techniques are an artificial neural network and 
the machine learning techniques of the k-means 
clustering algorithm, the String Matching algorithm 
and the String Meaning Similarity technique. 
Furthermore, our system uses the Weighted Sum 
Model, which is a method for multi-criteria decision 
analysis. The adaptation of the learning material is 
achieved in three levels: i) knowledge level, ii) content 
of the learning material (which concepts will be 
presented and focused), and iii) display mode of the 
learning content (i.e. video, text, images, audio etc.). 
The aim of the presented system is to use proficiency 
and determine what a student really knows and to 
accurately and logically move students through a 

sequential learning path to prescribed learning 
outcomes and skill mastery. 

It is in our future plans to add more functionalities 
to our novel mechanism, such as the affect recognition. 
The affect recognition functionality can provide the 
opportunity to adapt the learning material to students 
based on their affect state. Furthermore, we will add to 
the presented artificial neural network the ability to be 
self-trained, in order to be able to adjust itself the 
values of the weights. This can be done in the future 
due to the fact that we will have in our disposal a large 
amount of data from the system’s application in  
e-learning systems. 
 
 
References 
 
[1]. U. Z. Ahmed, P. Kumar, A. Karkare, P. Kar,  

S. Gulwani, Compilation Error Repair: For the Student 
Programs, From the Student Programs, in Proceedings 
of the IEEE/ACM 40th International Conference on 
Software Engineering: Software Engineering 
Education and Training (ICSE-SEET’18), Gothenburg, 
Sweden, 2018, pp. 78-87. 

[2]. J. Almotiri, K. Elleithy, A. Elleithy, Comparison of 
autoencoder and principal component analysis 
followed by neural network for e-learning using 
handwritten recognition, in Proceedings of the IEEE 
Long Island Systems, Applications and Technology 
Conference (LISAT’17), Farmingdale, NY, 2017,  
pp. 1-5. 

[3]. S. Başaran, Multi-criteria decision analysis approaches 
for selecting and evaluating digital learning objects, in 
Proceedings of the 12th International Conference on 
Application of Fuzzy Systems and Soft Computing 
(ICAFS’16), Vienna, Austria, 2016, pp. 251-258. 

[4]. A. Calma, D. Kottke, B. Sick, S. Tomforde, Learning 
to learn: Dynamic runtime exploitation of various 
knowledge sources and machine learning paradigms, 
in Proceedings of the IEEE 2nd International 
Workshops on Foundations and Applications of Self* 
Systems (FAS*W’17), Tucson, AZ, 2017, pp. 109-116. 

[5]. P. Chopade, S. M. Khan, D. Edwards, A. von Davier, 
Machine learning for efficient assessment and 
prediction of human performance in collaborative 
learning environments, in Proceedings of the IEEE 
International Symposium on Technologies for 
Homeland Security (HST’18), Woburn, MA, 2018,  
pp. 1-6. 

[6]. K. Chrysafiadi, C. Troussas, M. Virvou, A framework 
for creating automated online adaptive tests using 
multiple-criteria decision analysis, in Proceedings of 
the IEEE International Conference on Systems, Man, 
and Cybernetics (SMC’18), Miyazaki, Japan, 2018,  
pp. 226-231. 

[7]. K. Chrysafiadi, M. Virvou, Student modeling 
approaches: A literature review for the last decade, 
Expert Systems with Applications, Vol. 40, Issue 11, 
2013, pp. 4715–4729. 

[8]. M. Dlamini, W. S. Leung, Evaluating machine 
learning techniques for improved adaptive pedagogy, 
in Proceedings of the IEEE IST-Africa Week 
Conference (IST-Africa), Gaborone, 2018, pp. 1-10. 

[9]. O. El Hammoumi, F. Benmarrakchi, N. Ouherrou,  
J. El Kafi, A. El Hore, Emotion recognition in  

0%
10%
20%
30%
40%
50%
60%
70%

Average

Low

High



1st International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2019),  
20-22 March 2019, Barcelona, Spain 

55 

e-learning systems, in Proceedings of the 6th 
International Conference on Multimedia Computing 
and Systems (ICMCS’18), Rabat, 2018, pp. 1-6. 

[10]. M. Holmes, A. Latham, K. Crockett, J. D. O'Shea, Near 
real-time comprehension classification with artificial 
neural networks: Decoding e-learner  
non-verbal behavior, IEEE Transactions on Learning 
Technologies, Vol. 11, Issue 1, 2018, pp. 5-12. 

[11]. N. Joseph, N. Pradeesh, S. Chatterjee, K. Bijlani, A 
novel approach for group formation in collaborative 
learning using learner preferences, in Proceedings of 
the International Conference on Advances in 
Computing, Communications and Informatics 
(ICACCI’17), Udupi, 2017, pp. 1564-1568. 

[12]. P. A. Khodke, M. G. Tingane, A. P. Bhagat,  
S. P. Chaudhari, M. S. Ali, Neuro fuzzy intelligent  
e-learning systems, in Proceedings of the IEEE Online 
International Conference on Green Engineering and 
Technologies (IC-GET’16), Coimbatore, 2016, pp. 1-7. 

[13]. R. Kokku, S. Sundararajan, P. Dey, R. Sindhgatta,  
S. Nitta, B. Sengupta, Augmenting classrooms with AI 
for personalized education, in Proceedings of the IEEE 
International Conference on Acoustics, Speech and 
Signal Processing (ICASSP’18), Calgary, AB, 2018, 
pp. 6976-6980. 

[14]. E. Kurilovas, Advanced machine learning approaches 
to personalise learning: learning analytics and decision 
making, Behavior & Information Technology, 2018. 

[15]. S. Larabi Marie-Sainte, N. Alalyani, S. Alotaibi,  
S. Ghouzali, I. Abunadi, Arabic natural language 
processing and machine learning-based systems, IEEE 
Access, Vol. 7, 2019, pp. 7011-7020. 

[16]. G. Li, Y. Wang, Research on leamer's emotion 
recognition for intelligent education system, in 
Proceedings of the IEEE 3rd Advanced Information 
Technology, Electronic and Automation Control 
Conference (IAEAC’18), Chongqing, 2018,  
pp. 754-758. 

[17]. I. Matazi, A. Bennane, R. Messoussi, R. Touahni,  
I. Oumaira, R. Korchiyne, Multi-agent system based 
on fuzzy logic for e-learning collaborative system, in 
Proceedings of the International Symposium on 
Advanced Electrical and Communication 
Technologies (ISAECT’18), Rabat, Morocco, 2018,  
pp. 1-7. 

[18]. S. G. Rabiha, A. Kurniawan, J. Moniaga,  
D. I. Wahyudi, E. Wilson, Sasmoko, Face detection 
and recognition based e-learning for students 
authentication: Study literature review, in Proceedings 
of the International Conference on Information 
Management and Technology (ICIMTech’18), Jakarta, 
2018, pp. 472-476. 

[19]. T. Saito, Y. Watanobe, Learning path recommender 
system based on recurrent neural network, in 
Proceedings of the 9th International Conference on 
Awareness Science and Technology (iCAST’18), 
Fukuoka, 2018, pp. 324-329. 

[20]. X. Shen, B. Yi, Z. Zhang, J. Shu, H. Liu, Automatic 
recommendation technology for learning resources 
with convolutional neural network, in Proceedings of 
the International Symposium on Educational 
Technology (ISET’16), Beijing, 2016, pp. 30-34. 

[21]. E. Triantaphyllou, Multi-Criteria Decision Making 
Methods: A Com- parative Study, Kluwer, Norwell, 
MA, 2000. 

[22]. C. Troussas, K. Chrysafiadi, M. Virvou, Machine 
learning and fuzzy logic techniques for personalized 
tutoring of foreign languages, in Proceedings of the 
Artificial Intelligence in Education (AIED’18), 
London, UK, 2018, pp. 358-362. 

[23]. C. Troussas, M. Virvou, E. Alepis, Collaborative 
learning: group interaction in an intelligent  
mobile-assisted multiple language learning system, 
Informatics in Education, Vol. 13, Issue 2, 2014,  
pp. 279-292. 

[24]. C. Troussas, M. Virvou, E. Alepis, Comulang: 
Towards a collaborative elearning system that supports 
student group modeling, SpringerPlus, Vol. 2, 387. 

[25]. C. Troussas, M. Virvou, A. Vougiouklidou,  
K. J. Espinosa, Automatic misconception diagnosis in 
multiple language learning over social networks, in 
Proceedings of the International Conference on 
Information, Intelligence, Systems and Applications 
(IISA’13), Piraeus, Greece, 2013, pp. 1-6. 

[26]. R. Weis, E. L. Dean, K. J. Osborne, Accommodation 
decision making for postsecondary students with 
learning disabilities: Individually tailored or one size 
fits all?, Journal of Learning Disabilities, Vol. 49, 
Issue 5, 2016, pp. 484-498. 

 
 



1st International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2019),  
20-22 March 2019, Barcelona, Spain 

56 

(19) 

 
Trainable Monotone Combination of Classifiers 

 
Sergey Grosman 

Siemens PPAL, Konstanz, Germany 
E-mail: srg.grosman@gmail.com 

 
 
Summary: This paper suggests a new method for combining multiple classifiers that deliver a continuous valued output. The 
core of this combination is a trainable mapping with continuous valued output, which yields the monotonic behaviour with 
respect to each of the underlying base classifiers. Given a training sample the intermediate feature space is decomposed into 
regions of decreasing quality. It is shown that there exists a unique partitioning for which the associated combiner has the 
maximal possible AUC (area under the curve) within the family of monotone combiners. Furthermore, an algorithm is provided 
which finds the optimal partitioning and hence the associated monotone combiner in polynomial time. Although the proposed 
approach has historically emerged as a combiner of classifiers it can also be seen as a monotonic classifier acting on an abstract 
feature space. 
 
Keywords: Machine learning, Classifier combination, Monotonic classifier, Receiver operating characteristic, Area under the 
curve. 
 

 
1. Motivation: From naive Thresholding  
    to a Monotone Combination 
 

Suppose we have a binary classification problem. 
For the sake of clarity and ease of comprehension we 
call the classes positives and negatives. Let us assume 
that an ensemble of k base classifiers is given defined 
by means of their discriminant functions. The base 
classifiers can be any classifiers yielding continuous-
valued output, e.g. neural networks or decision trees. 

 
 

1.1. Simple Thresholding 
 

As we start trying to use multiple base classifiers 
together, the first idea which comes to mind is to 
prescribe an individual threshold value to each of the 
base classifiers. The class label is then determined by 
checking all the base classifier outputs in the 
intermediate feature space; see Fig. 1. 

 

 
 

Fig. 1. Threshold combination. 
 
 

1.2. Threshold Refinement 
 

In practical application one very quickly comes to 
the point where simple thresholding is not flexible 

enough. Therefore, it has to be extended to multiple 
combinations of minimal acceptable scores and 
prescribe a positive class label as soon as a 
combination of the base classifier scores is not less 
than at least one of them: see Fig. 2. 
 

 
 

Fig. 2. Complex threshold refinement. 
 
 
1.3. Quality Levels as a Discriminant Function 
 

Depending on the application and its performance 
measures, one may be interested in defining quality 
areas for the class label determination. If there is only 
one boundary, then the case deteriorates to the one 
described in the previous subsection. In case of 
multiple areas, their boundaries split the space into 
stripes corresponding to the different quality levels, or 
in other words degrees of certainty; see Fig. 3. Each 
quality level can be mapped to a real number (a score) 
in [0; 1] in such a way that the higher the degree of 
certainty the larger the prescribed value is. The 
described mapping represents nothing but a 
discriminant function. Due to its construction the 
discriminant function yields a special property, which 
is worth to emphasize: it is monotonically increasing 
with respect to the base classifier scores. Thus, the 
monotonicity of a discriminant function is a kind of a 
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very natural condition when the base classifiers are 
combined. 
 

 
 

Fig. 3. Quality levels can be interpreted as values  
of the corresponding discriminant function. 

 
2. Objective Function, Uniqueness  
    of a Trained Combination and a Training  
    Algorithm 
 

A new approach, the trainable monotone combiner, 
is derived considering the monotonicity as an explicit 
constraint. There are different ways to measure a 
combiner performance. In order to design the combiner 
and its training procedure an appropriate objective 

function is required. The AUC (area under the curve) 
is chosen as an objective function which is to be 
maximized; see [1] for an extensive introduction into 
receiver operating characteristic (ROC) curves and the 
AUC concept. It is worth mentioning that the AUC is 
equal to the probability that a classifier ranks a 
randomly chosen positive instance higher than a 
randomly chosen negative one [2]. 

In the current work the decompositions of the 
intermediate space into quality levels of the form 
shown in Fig. 3 are considered. It is proved that the 
optimal partitioning based on a training sample is 
unique. Moreover, a training algorithm is provided that 
constructs this optimal partitioning and hence the 
combiner in polynomial time. For the complete theory 
and discussions see the full paper [3]. 
 
 
4. Toy Example 
 

A prototype implementation of the proposed 
approach has been done. For the experiments I used a 
MATLAB pattern recognition toolbox PRTools [4]. A 
toy training set is displayed in Fig. 4 (left) and the 
resulting TMC layers (geodesic lines) can be seen in 
Fig. 4 (right). The prototype implementation and 
further examples are available for download on [3]. 

 

  
 

Fig. 4. TMC combiner: toy example: training set (left) and TMC layers (right). 
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Summary: Once a location associated with a committed crime must be preserved, even before criminal experts start collecting 
and analyzing evidences, the crime scene should be recorded with minimal human interference. In this work, we introduce an 
autonomous system for investigation of crime scene using a drone. Our proposed intelligent system recognizes objects 
considered as important evidence of the crime scene, and defines the trajectories through which the drone performs a detailed 
search to record evidences of the scene. We used our own method, called Air-SSLAM, to estimate drone's pose, as well as 
proportional–integral–derivative (PID) controllers for aircraft stabilization, while flying through the paths defined by the 
environment recognition step. We evaluated the performance of our system in a simulator, also preparing a real-drone system 
to work in a real environment. 
 
Keywords: Criminal scene investigation, Object detection, Intelligent drones, SLAM, Autonomous drone, Self localization, 
Object detect. 
 

 
1. Introduction 
 

When a crime is committed, no matter how careful 
the criminal is, evidences are spread throughout the 
crime scene, and must be recorded and collected by a 
team of experts. Evidences are not perennial, 
decreasing in quantity and quality as they spatially and 
temporally come far from the crime scene. The goal of 
collecting and recording evidences is to preserve the 
maximum amount of information so that experts, 
prosecutors and judges can analyze the dynamics of the 
facts, deciding in the courts on the culpability of those 
ones involved [1]. The gathering and recording of 
evidences are tasks of the criminal expert, who is 
designated by the state to analyze the site, as well as 
any material evidence that may clarifies the crime. The 
expert must use all technological resources available to 
store the evidence, since the fragile elements can be 
lost after releasing from the crime scene. 

Very few works propose methods of autonomous 
drones to search for crime evidence. In [2], the authors 
make a comparison between the ways of acquiring data 
from the scene with laser and with images. The goal is 
to compare traditional methods using theodolite to 
geo-refer the evidence. The data collected through 
these 3D techniques are free of time-consuming 
problems and can be used at any time, while sharing 
between different operators. The authors propose two 
case studies, discussing practical aspects of data 
acquisition from a crime scene. However, authors 
perform data acquisition, manually. An environmental 
data acquisition system is presented in a police context 
[3], specifically in external environments focused on 
environmental crimes. Some aspects of data captured 
with aerial images are used, but there is no calculation 
of trajectory and autonomous flight. A detection of 
objects with images captured in a drone with an 
NVIDIA Jetson TX2 module for GPU processing on 

board the aircraft is addressed in [4]. In [5], you only 
look once (YOLO) method is used to detect objects, 
achieving the best performance at that time. 

Here we introduce AirCSI, an image collection and 
recording system of crime scene evidence, which 
autonomously operates on board in an unmanned aerial 
vehicle (drone). The AirCSI uses a stereo camera 
installed on the drone, which has the goal of capturing 
the images for the aircraft positioning system in real 
time with our AirSSLAM, a simultaneous localization 
and mapping method [6]. A downward-facing 
monocular camera, also equipping the drone, is used to 
detect and help estimate the object coordinates at the 
crime scene. Although AirCSI can use any object 
detector as a baseline to find the evidences, in our 
experiments, we used YOLO-v3 [7], which was 
specially trained for our proposed goals. The YOLO 
was chosen because it uses a single CNN network to 
classify and locate the object, which provides faster 
detection. 

AirCSI brings three important contributions, as 
follows: (i) The introduction of a method to calculate 
trajectories for finding objects, considering the objects 
already found in a crime scene, (ii) a new methodology 
to increase the accuracy of object detection based on 
multiple perspectives, and, finally, (iii) an evaluation 
in a realistic environment using the AirSim  
simulator [8]. 
 
 
2. Outline of the AirCSI 
 

Air-CSI creates a coordinate system that originates 
from the drone starting point. Fig. 1 summarizes our 
proposed method described in five steps, as follows: 
(1) The drone initiates the movement in the vertical 

direction and stabilizes at the height h < hmax; 
(2) Using the monocular camera at the bottom of the 

drone, each detected object is classified as a type 
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of evidence, which has a relevance coefficient ρ 
defined by the user; 

(3) Trajectory calculation is performed according to 
the coefficient ρ of the detected evidences; a 
coverage radius is created for each detected 
evidence and the drone should pass through the 
coverage area of all evidences; 

(4) The control module performs stabilization and 
displacement of the aircraft in the trajectory 

defined by the system; there are eight 
proportional-integral-derivative (PID) controllers: 
two cascades in each direction of the quadrotor 
drone movements, one for velocity, and another 
one for the position; 

(5) From the data collected, AirCSI creates reports 
with sketches, highlighted evidence and images 
gathered during the scanning. 

 

 
 

Fig. 1. Initialization – the drone takes off from a position near the crime scene, being positioned at a height h; object detection 
– the camera at bottom captures images and detects suspicious objects; trajectory calculation – a trajectory is calculated from 
the positioning of the detected objects, and the drone performs the trajectory for refined object detection; report – the result 
of the scan is presented in a report. 

 
 

2.1. Evidence Detection 
 

YOLO was used as a baseline detector. Although 
this detection method is not the most accurate, it is one 
of the fastest. YOLO was also the best choice, since 
precision has less relevance than the detection rate. 
This is so because the object will be detected from 
more than one perspective, and only objects that has 
their detections confirmed in all perspectives will be 
considered. In other words, after the first detection, 
object position is recorded, demanding the drone to 
detect the object again, in a different pose. This 
situation makes the object detection module to have 
higher mAP as the drone approaches to the object. 

YOLO applies a single neural network to every 
whole image. The network divides the image into 
regions and provides bounding boxes and probabilities 
for each region. The bounding boxes are weighted by 
the predicted probabilities. YOLO was trained for the 
detection of the following objects: human body, 
revolver, pistol, machine gun and knife. The following 
parameters were used to train the object detector: batch 
= 64, momentum = 0.9 and decay = 0.0005. Images 
were preprocessed by changing their resolution to 
608×608 from the original images acquired. To train 
the YOLO detector, the MS-COCO dataset with  
3000 additional weapon images were used. 

After detecting the objects in the scene, the object 
bounding box is projected onto the ground plane, 
providing two dimensional information of the object 
location (see Fig. 2). The stereo camera is used to 

estimate the distance between the drone and the 
evidence, as well as the drone and the ground. These 
two distances provides also an estimation of the object 
height. 
 
 

 
 

Fig. 2. The five points of the bounding box of the monocular 
camera image are translated to the world coordinate system 
by multiplying the target vector by the inverse of the pose 
matrix. 

 
 

Our proposed system considers six degrees of 
freedom that determines the pose of the drone  
[x y z φ χ ψ]T, where x, y and z are the coordinates of 
the drone position, and ψ is the yaw rotation. The 
angles φ and χ (roll and pitch) are considered null 
values when the drone is in equilibrium, while these 
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values are very low during the drone movement. These 
constraints are completely suitable, because the drone 
moves at very low velocity. 

To internally represent a detected evidence, five 
points of the detected bounding boxes (the four 
vertices and the geometric center of the rectangle)  
are used. Each point (pi) in the bounding box is defined 
with the coordinates XCi = [xi yi zi]T with respect  
to the camera coordinate system. Using this camera 
pose P, points are translated to the world coordinate 
system XWi. 

 XCi = P -1 · XWi (1) 

 
Each time an evidence is found, its position is 

stored and a counter is incremented. At the end of the 
scan, each evidence will have recorded the number of 
times it was detected. The accuracy of the deviation is 
proportional to the value recorded by the counter, 
because drone overlaps the evidence many times in 
different perspectives. 
 
 
3. Self Localization 
 

To perform the control of the drone pose in a real 
situation, a GPS-independent, self-locating method is 
exploited by using only images from the stereo camera 
(refer to [2] for more details on AirSSLAM). 
AirSSLAM relies on good features to-track (GFTT) 
[9] to extract keypoints, which are lately described by 
rotated-binary robust-independent elementary features 
(rBRIEF) [10, 11]. To estimate drone pose, the 
keypoints of the two views are matched in order to 
calculate the transformation matrix between two 
consecutive timed frames. The keypoints provide an 
initial map that is used as a reference to be tracked 

posteriorly. Air-SSLAM performs a periodic map 
maintenance around image patches, which are also 
used as quality indicators to improve keypoint 
tracking. An optimization procedure algorithm is 
applied to include new keypoints in the continuously 
updated map. This procedure is necessary to minimize 
the error between the current keypoint and the map 
(already inserted) keypoints. After that, the pose of the 
drone is periodically recalculated by a bundle 
adjustment optimization method. All map keypoints 
and the drone pose calculated are used to perform this 
refinement. Air-SSLAM presents a novel method of 
point matching, starting the search at a probable point 
location, then gradually increasing the search area. As 
each keypoint is found, the probable location for the 
subsequent points are updated and corrected.  
Air-SSLAM applies a Kalman filter to stabilize the 
calculated camera pose. This method allows real-time 
location of the drone in environment. 

In the simulator, AirSSLAM is not used. Another 
computer runs the AirSim program, which transmits 
the pose to the drone onboard computer (NVIDIA 
Jetson TX2 [12]). AirSim is a simulator created on the 
Unreal Engine that offers physically and visually 
realistic simulations designed to operate on high 
frequency real-time looping hardware simulations. 
The AirSim was experimentally tested with a 
quadrotor as a stand-alone vehicle, comparing the 
software components with real-world flights. A change 
was made in the original code of the reportState 
method [12], which was carried out to transmit the 
drone pose, via network, with the UDP protocol in 
order to have faster transmission boudrates. This 
communication channel is also used to stream the 
controller commands to the simulator. Fig. 3 illustrates 
the configuration to perform the simulation and how it 
was designed to work in real situation. 

 
 

 
 

Fig. 3. Simulation tests – AirCSI runs within an NVIDIA Jetson TX2 module. Another computer runs the AirSim program,  
which transmits the pose to drone on board computer. Real projected situation - AirSSLAM and AirCSI run within  

an NVIDIA Jetson TX2 module. A transmitter and receiver as well as an Arduino are used for manual control. 
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4. Controlling the Drone 
 

A double control is applied in each direction of the 
drone coordinates, [x y z ψ]. For each variable, we used 
two controllers, one for velocity and another for 
position. Disturbances influencing the position are 
corrected by the first controller, which does not allow 
a great interference on the velocity (see Fig. 4) [13]. In 
addition, the phase delay in the secondary part of the 
process is measurably reduced by the secondary loop. 
This improves the response of the velocity in the 
primary mesh [14]. 

The input of the controller CV is the velocity error 
𝑒 , given by 
 

, (2)

 

where xc(n) and xc(n-1) is the position of the drone in the 
camera coordinate system in the current and previous 
samplings, respectively; T is the sampling period, P is 
the drone pose matrix and ẋws is the reference velocity 
in the global coordinate system that is received from 
the position controller output. The input of the 
controller CP is the position error 𝑒 , which is  
defined by 
 

 , (3) 

 

where Xw is the position of the current drone and Xws is 
the desired position. 

The PID controllers are used by the transfer 
function: 

 

 , (4) 
 

where Kp, Ki, Kd are the proportional, derivative 
integral constants, respectively. The method 2p2z was 
implemented with sampling period of 160 ms. The 
output is given by: 
 

,  (5)
 

where y[n] is the control signal at the output of the 
controller, and e[n] is the error in the controlled 
variable (position or velocity). The constants b0, b1 and 
b2 are: 
 

 

(6) 

 

The controllers were tuned by the Ziegler-Nichols 
closed-loop method. The values of the constants of the 
velocity and position controllers are listed in Table 1. 
 

 
 

 
 

Fig. 4. Control system: the control in each direction is made by two controllers: CV (velocity) and CP (position). The output of 
the velocity controller goes into a switch that alternate the control from manual to automatic. 

 
 

Table 1. Coefficients of the controllers used in the tests. 
 

 x y z ѱ 

 Cp Cv Cp Cv Cp Cv Cp Cv 

Kp 5 30 5 30 10 40 10 20 

Ki 1 2 1 2 2 2 5 5 

Kd 4 3 4 3 3 3 0.08 0.01 

 
In our experiment, a remote control is used to 

manually control the drone during the tuning phase, in 
order to avoid accidents. A switch key was 
implemented to switch from manual to automatic 
control. A routine was implemented to keep the drone 
in the current position whenever the key is triggered. 
This allows the user to set an initial pose for the drone 
manually. 

Fig. 6 illustrates the result of the tests with the 
controllers running in the simulator. The controllers 
were evaluated by adjusting the set point with a 
variation of eight meters in each direction x, y and z, 
and a variation of 90º in the angle yaw (ψ). An average 
accommodation time of 20 ms in all directions was 
obtained. With respect to the angle yaw (ψ), the 
accommodation time was 10 s. This time can be 
considered as satisfactory, because a small value of 
velocity is needed to give time to perform the detection 
of objects. A large overshoot was observed only in the 
x direction. 

The main reason may not have to do with the 
system itself, but to some delay in transmitting the 
position over the Ethernet network. This hypothesis 
was confirmed when the tests were repeated, and the 
problem did not occur all the time. 
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To stabilize the calculated camera pose, a Kalman 
filter was applied only on the position controllers, 
using the following parameters: number of states = 2, 

measure states = 1, and time of measurement  
= 0.500 s. 

 
 

 
 

Fig. 5. The plots show the position and velocity variation over a period of 30 seconds. The average accommodation time  
of 20 seconds was observed in the directions x, y, x, and 10 seconds in the angle ψ. 

 
 

4. Trajectory Calculation 
 

After detecting the first evidence from a height h, 
AirCSI flies down to perform a detailed search for 
more evidences. Each type of evidence has a span 
radius value ρi that defines a scan area. In the tests 
performed, we used the following radius for some 
evidence samples: human body (ρ1 = 3 m), revolver  
(ρ2 = 2 m), pistol (ρ3 = 2 m), machine gun (ρ4 = 2 m) 
and knife (ρ5 = 1 m). 

The scan is performed in-line following a path that 
fills the rectangle R that circumscribes the circle of 
radius ρi (see Fig. 6). That rectangle is calculated using 
the method described in [15]. This method builds a 
rectangle of minimum area enclosing an n-vertex 
convex polygon. To define the in-line scan, the drone 
moves following a zig-zag path, according to a 
sequence of points, which is defined as follows: Let V1, 
V2, V3 and V4 be the vertices of the rectangle 
circumscribing the circles, h the height of the drone 
during scanning and θ the horizontal aperture angle of 
the camera, the trajectory follows the points Ti as 
follows 
 

 (7)

 
where i is the index of each point of the trajectory j is: 

 
(8) 

 
With this trajectory the drone manages to sweep all 

areas close to the evidence, guaranteeing that there 
would be no point without going through the vision of 
the camera. The example shown in Fig. 6 shows a 
trajectory of a crime scene, where four evidences were 
found: a human body, a revolver, a knife and a machine 
gun. 
 

 
 

Fig. 6. Drone trajectory calculated as a function of the weight 
coefficient ρi for each evidence. The human body is more 
relevant than other evidences, so it has a larger scanning area. 
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5. Conclusion 
 

AirCSI uses a drone to sweep an area that contains 
evidence of a crime. The proposed system uses YOLO 
as a real-time object detector to find evidences in a 
scene. In search for crime evidences, a low false 
negative value is wanted, since a human analysis will 
always be done by an expert after the automatic search. 
The system control is designed for the drone to move 
steadily. The cascaded controllers allowed an explicit 
velocity adjustment, which did not allow very fast 
scrolling to impair the capture of images. Thus, the 
found accommodation time of 20 s can be considered 
suitable for scanning the tested distance of 8 m. As a 
future work, we are working on a real implementation 
of AirCSI in a drone. Also, the goal of our research is 
to training a detector to search for other classes of 
evidence such as ammunition cases, projectiles, 
bloodstains and other types of objects used in crime. 
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Summary: In this work, we propose a novel approach for simultaneously aligning one-dimensional time series and estimating 
the mean curve of the set. Our method employs compositional warplets to decompose the underlying domain, allowing for 
localized time warping of the curves and giving better registration accuracies. On synthetic and real data sets, our experimental 
results are competitive or better than other state-of-art approaches. 
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1. Introduction 
 

In many time series applications we often need the 
ability to align two curves or estimate the mean given 
two or more curves. Commonly, aligning different 
signal features is referred to curve registration or time 
warping. The current work presents a novel approach 
to curve registration and mean curve estimation that 
leverages the localized, compositional aspects of 
warplets [1]. Whereas general time warp approaches 
often result in overly restrictive global smoothness 
properties, our employment of warplets to model curve 
deformations provides parameterized control over 
local warping characteristics. This captures a richer 
class of deformations and allows one to more 
accurately register unaligned curves. Our proposed 
framework also extends the use of warplets to estimate 
the mean deformation warp for a set of unaligned 
curves, which consequently results in a mean curve for 
the group. 

 
 

1.1. Related Work 
 

Many authors have chosen different flavors of 
Dynamic Time Warping (DTW) for curve registration, 
making this method the most preferable one in speech 
analysis, engineering, biology and medicine, see [2] 
for more details. Berndt and Clifford, in their seminal 
work [3], solved the problem of detecting common 
patterns between two sequences with the use of 
dynamic programming formulation. The authors in [4], 
suggested a regularized cost function accompanied 
with DTW, in order to find an optimal time shift 
between different noisy curves. 

Petitjean et al. in [5] suggested a DTW framework 
that used a global averaging strategy to determine a 
mean curve. The authors termed their method DTW 
Barycenter Averaging (DBA). In order to calculate a 
mean among a set of sequences, DBA was defined as 
a two step process: (1) DTW was performed between 
the mean and each individual sequence to determine 
associations between corresponding elements across 
all curves and temporary average curve and (2) each 

element of the mean curve was updated based on the 
associations assigned during step (1). The authors in 
[6] improved DBA using Nearest Centroid to allow 
meaningful averaging of warped sequences. 

Functional Data Analysis (FDA) [7] enables a 
convenient treatment of the curves as functions, giving 
rise to many important features, such as derivatives, 
maxima, minima, slope of the curves, etc. James in [8] 
utilized one feature, referred as ‘moments’, in the FDA 
paradigm in order to capture local shifts between the 
curves. Ramsay and Li [9], approached the problem of 
time transformation by estimating the strictly 
increasing and invertable time-warping function. Their 
non-parametric method utilized the minimization of a 
distance between the curves. The authors in [10] 
developed a computationally effective method that 
estimated locally monotone transformations. Sangalli 
et al. in [11] proposed k-mean to reduce amplitude and 
phase variability. As a result, the method efficiently 
aligned curves from the same groups. 

In [1], the authors introduced local warping 
component functions as warplets, denoted as τw, whose 
composition forms a global warping function, τc. They 
are similar in spirit to the wavelet and B-spline 
decomposition of warps. Since each warplet is defined 
within a specific interval, it is responsible for local 
function deformation in time or space, enabling to a 
multi-resolution warplet approach. In order to estimate 
warplet parameters, the authors resorted to a Bayesian 
inference strategy, formally implemented as a Markov 
Chain Monte Carlo (MCMC) sampling algorithm. The 
authors conveniently provided an R package (with 
some C functions) for multi-resolution time warping 
applied to functional data, refer to [12]. 

In other related work, Sleats et al. [13] postulated 
that each curve (time series) consists of a common 
mean function with added “phase” noise that is 
presented as a linear combination of asymmetric 
quadratic kernels. The authors utilized a linear 
regressor in order to calculate warplet parameters by 
using MCMC. A more geometrical approach used for 
functional alignment was proposed in [14]. Instead of 
using Euclidean or point-wise distance in the original 
space, this method used the square-root velocity 
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transformations. Using this approach, the Fisher-Rao 
Riemannian metric in the quotient space becomes the 
standard `1 norm. In [15], the authors also transformed 
functions in the quotient space, but they went further 
to introduce the ambient space, in which the functions 
were normalized to have zero mean and unit variance. 
The authors applied a Bayesian approach, in which 
inference was carried out by the MCMC simulation 

and priors were included as the amount of warping. To 
obtain the mean estimators, the authors used Dynamic 
Programming (DP) in order to search for the optimal 
warping function. Some recent work by Panaretos and 
Zemel [16] proved, through experimentation, that the 
point warping process can be solved with the geometry 
of the Monge problem of optimal transportation. 

 

 
 

Fig. 1. Composition of three warplets with different intensity parameters λ = {−0.6,0.5,−0.2} specified  
in three non-overlapping intervals (with the same radius r = 1 and centers a at 2,3, and 5). As a result of warping,  

the original time t (dashed straight line) is deformed into the warped time (solid wiggly line). 
 
 

The methods previously detailed utilize complex 
signal transformations and computational statistical 
models in order to calculate the amount of time and 
space deformation as well as the underlying mean 
curve. Our proposed work with compositional warplets 
adopts a more principled optimization framework to 
align curves, and extends them to the estimation of 
mean curve functions. Specifically, in what follows, 
we present a Coordinate Gradient Descent method to 
learn the warplet parameters. We demonstrate that out 
method is more efficient, in performance and 
implementation, than the previous frameworks that 
rely on expensive MCMC approaches. 

 
 

2. Warplets for Curve Alignment 
 

The warping component function [1] is defined as 
 

, (1) 

 
where λ ∈ [−1,1] presents the warplet intensity 
parameter, a > 0 is the center of the warplet, r > 0 is 
the warplet radius, and g (λ;y) = z + λK (z) for which z 
is the solution to z − λK (z) = y. The warplet kernel  
K (ꞏ) is a symmetrical continuous function on [−1,1], 

where the first derivative satisfies supz|K (z)| = 1. 
Based on (1), the warping component function 
performs dilation and compression on the closed 
interval t ∈ [a − r,a + r]. The larger the absolute λ value, 
the more compression / dilation will be performed by 

the warplet. The sign of the λ parameter indicates the 
order of warping: for positive values, the warping 
component function first performs dilation and then 
compression of the function; for negative values, the 
compression is done before the dilation. If λ = 0, there 
is no warping. We choose to use the quartic kernel 
defined as 
 

 (2) 

 
which meets two desired features: (1) the first 
derivative is a smooth function and (2) its support is 
limited. 
 

 
 

Fig. 2. Warped signal (in green) after applying  
the composition of three warplets from Fig. 1  

on the original function (in black). 
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For a given function f : [0,T] → R, based on (1), we 
can introduce local dilation and compression by acting 
on t (real physical time or space). The warped version 
of f (t), using the wth warping component function τw, 
becomes fw (t) = f (τw (t)) = f (aw,rwλw;t). 

Furthermore, we can expand this idea and define a 
composition τc of the warping components as 

 
 τc(t) = τW ◦ ꞏꞏꞏ ◦ τ2 ◦ τ1 (t), (3) 

 
where W is the total number of warplets. An example 
of warped time τc, using 3 different quartic warplets 
that act on the original time t, is illustrated in Fig. 1. As 
a result, the original function is deformed into its 
warped version, see Fig. 2. 
 
 
2.1. Learn Warplets Intensity Parameters 
 

In order to determine the warplet intensity 
parameters λw in the composition (1), assuming that the 
warped function fw(t) is known, we define the 
following optimization problem  

 

 , (4) 

 
where f 𝑓 𝑡 … 𝑓 𝑡 ∈ ℝ  and  
f 𝑓 𝜏 … 𝑓 𝜏 ∈ ℝ  are vector 
representations of the warped and estimated warped 
functions respectively (each vector element represents 
a time sample at time tp and τp, for p = 1,...,P), and P is 
the total number of signal points (samples). We apply 
the Gradient Descent (GD) method in order to find an 
optimal set of warplet intensity parameters . 
The gradient of (4), with respect to λw, can be 
calculated as 
 

 ,  

 
and rewritten as 
 

(5) 

 
In order to recover the original time / space 

continuum, we need to find an inverse function of the 
composition of warplets. This can be performed by 
applying the opposite sign to each individual warplet, 
since . Formally, once 
the optimal set of the warplet parameters is found, we 
can recover the original function as . 
Here τc−1 presents the inverse warping component 
function, calculated as the following composition of 
the warplets 

 

 (6) 

It is worth mentioning that the opposite signs of the 
estimated parameters are used in the composition (6) 
in order to find an overall inverse warp transformation. 
Finally, to obtain the original, unwrapped version, the 
inverse warp mapping is performed on the warped 
signal. 

 
 

2.2. Mean Warplet and Curve Using CGD 
 

Here, we extend our initial inverse warping idea 
from a single time series curve to a set of curves of size 
N that we want to register. Furthermore, our intent is 
to find a mean curve from the set of warped functions. 
We can think of the unknown warplet composition of 
the mean function as some function that has an 
underlying mean warplet, τ$. We set up the following 
objective function 

 

 , (7) 

 
where the warped signals , as well as the mean 
curve , depend on unknown warplet compositions 
defined by their warplet parameters, denoted as λn,w and  
λ ,w respectively. More specifically, an unknown 
warplet composition of the mean curve is defined as 
 

 τ$(t) = τ$,W ◦ ꞏꞏꞏ ◦ τ$,1 (t) (8) 
 

Thus, the partial derivative of (7) w.r.t. the wth 
warplet, acting on the nth curve, with an intensity 
parameter λn,w, can be calculated as 

 

 
 

(9) 

 
Similarly, we can find the partial derivative of (7) 

w.r.t. the wth warplet for the mean curve, , as 
 

 
 

(10) 

 
Formally, we can establish the Coordinate Gradient 

Descent (CGD) iterative method, as presented in 
Algorithm 1. First, we initialize W warplet parameters 

 for each warped signal, fn, as well as the 
mean curve  and its parameters . 

An initial value of the mean curve was set either by 
random selection of one of the curves from the input 
set or as a point-wise average of all input signals. Note 
that we can cycle through all warplet parameters from 
the warplet compositions for the warped functions, as 
well as the mean curve. Since the warplet supports are 
not overlapping, we can exclusively update only one λ 
parameter at each iteration. Once all parameters are 
updated using CGD with predefined step size δ, we can 
compute the composition of the warplets and apply its 
inverse to the signal, as suggested in (6). Once the 
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norm |ꞏ| of the objective function (7), calculated using 
the updated versions curves, becomes less than𝜖, the 
algorithm provides a final set of aligned input signals 
as well as their corresponding mean curve. 

 
 

 
 
 

3. Experimental Results 
 

To demonstrate the performance of our method, we 
used both synthetic and real datasets. 

 
 

3.1. Synthetic Dataset 
 

The synthetic dataset contained five sinusoidal 
curves – each deformed in time from a standard sine 
wave by varying warplet intensity level and sign 
parameters. This caused the original sinusoidal curves 
to become locally deformed; they were first 
compressed and then dilated (or vice versa), see  
Fig. 3a. The na¨ıve mean curve was calculated as the 
point-wise average between all warped curves. 
Similarly, we calculated the standard deviation 
between all deformed curves. Refer to Fig. 3c for an 
illustration of the na¨ıve mean (in blue), as well as the 
confidence interval, constructed using the mean +/− 
standard deviation curves (in red). Note that this 
simplified method expressed large variations of the 
signals. In order to register the original signals, we ran 
our method and obtained the almost perfectly aligned 
signals that corresponded to underlying sinusoidals 
with different amplitudes, see Fig. 3b. In Fig. 3d, the 
mean curve (in blue) and the confidence intervals (in 
red), estimated using our method, are illustrated. One 

can readily observe that the mean curve resembles a 
standard sine wave. Also, the respective standard 
deviation intervals obtained using our method are 
narrower compared to the na¨ıve approach. 

 
3.2. Real Dataset 
 

For an example of our method performed on the 
real data, we used a Fish dataset from the UCR Time 
Series Data Mining Archive repository, publicly 
available at [17]. The UCR repository presents a 
growing archive of time-series datasets split into 
training and testing groups with a different number of 
curves assigned to different classes. Predominately, 
the datasets have been used for assessing performances 
between different supervised classification algorithms. 
The Fish dataset was generated as sequence of  
two-dimensional image contours matching different 
species. As such, the contours representing the same 
fish species might not be aligned due to the different 
sizes, translations, and rotations of different images. 
We used the dataset to obtain a mean curve using our 
proposed approach and the competing Fisher-Rao 
method [14], see Fig. 4. The figure presents a close 
overlap between the na¨ıve (in black) and the Fisher-
Rao (in green) means – these are unwanted results, 
since the competing method was unable to improve the 
overall registration of shifted fish contours. On the 
other hand, our method using the warplets illustrates 
(in red) a better set of aligned curves. 

 
 

4. Conclusion 
 

In this paper, we proposed a novel approach for 
aligning the curves, deformed in both time and space 
domains, using multi-resolution warplets. The 
suggested method presents a simple and 
computationally inexpensive method that uses the 
Coordinate Gradient Descent (CGD) framework to 
first estimate the warplet parameters, then to register 
curves, and finally to calculate the mean curve. Our 
CGD iterative algorithm learns the warplet intensity 
parameters used to deform the curves. In each iteration, 
our method adjusts the warplet parameters of the mean 
curve and each individual curve’s warplet parameters. 
The proposed approach benefits from the localized, 
non-overlapping characteristics of warplets. This 
results in a richer class of transformations when 
compared to other contemporary time warp methods, 
ultimately yielding more faithful registrations and 
mean estimations. 

In our future work, we plan to propose a High 
Performance Computing (HPC) method that will 
update the respective warplet intensity parameters 
using multiple Graphics Processing Unit (GPU) cores 
at the same time. This will allow a large collection of 
curves to be registered simultaneously. Also, we will 
enhance our method to estimate other warplet 
parameters, such as the total number of warplets in the 
composition, as well as their center and radius values. 
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                           (a) Original warped curves                  (b) Registered curves using our warplets method 

 

         (c) Mean +/- std. dev. point-wise registered curves          (d) Mean +/- std. dev. warplet registered curves 
 
Fig. 3. Curves registration with mean curve and confidence interval calculations. (a) The original set of deformed sine 

curves. (c) The na¨ıve point-wise average curve (in blue) with mean +/- standard deviation ranges (in red). (b) The registered 
curves using the warplets with CGD and (d) the mean (in blue) and confidence interval curves (in red). 

 
 

 
 

Fig. 4. The mean curve calculated using our method (in red) using real curves (in grey). The mean curves using naїve  
or point-wise (in black) and Fisher-Rao [14] (in green) methods are presented for comparison. 
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Summary: As a fundamental task in cluster analysis, community detection is crucial for the understanding of complex network 
systems in many disciplines such as biology and sociology. Recently, due to the increase in the richness and variety of attribute 
information associated with individual nodes, detecting communities in attributed graphs becomes a more challenging 
problem. Most existing works focus on the similarity between pairwise nodes in terms of both structure and attribute 
information while ignoring the higher-order patterns involving more than two nodes. In this paper, we explore the possibility 
of making use of higher-order information in attributed graphs to detect communities. To do so, we first compose tensors to 
specifically model the higher-order patterns of interest from the aspects of network structures and node attributes, and then 
propose a novel algorithm to capture these patterns for the task of community detection. Experiments on two real-world 
datasets demonstrated the promising performance of our algorithm. 
 
Keywords: Attributed graph, Community detection, Higher-order patterns. 
 

 
1. Introduction 
 

A graph consists of nodes that represent individual 
objects and edges that connect nodes to describe the 
relationship between them. Different types of graphs 
are widely used to represent the complex network 
systems in many practical applications. Due to the 
rapid development of information technology, in 
parallel with the ever increasing network sizes has 
been a concomitant increase in the richness and variety 
of attribute information associated with the nodes, such 
as social networks with user-generated content and 
protein-protein interaction networks with functional 
attributes of proteins. A formal representation 
describing such networks is attributed graph. 

Two sources of information are available in an 
attributed graph, one is the structure information of 
graph topology and the other is the attribute 
information of nodes. Hence, new challenges have 
been raised for the problem of community detection in 
attributed graphs (CDAG), as there is a necessity for 
us to take into account these two sources of 
information simultaneously. 

However, existing algorithms are constrained for 
only considering the clustering consistency between 
pairwise nodes and cannot extend the highly desirable 
consistency in both structure and attribute information 
to the other nodes in the same community, especially 
for many real-world applications, whose attributed 
graphs often suffer from the shortcomings of sparse 
structures and dispersed distributions of attribute 
values [1]. Obviously, there is a necessity for us to 
consider the higher-order patterns involving more than 
two nodes from the aspects of network structures and 
node attributes for improved performance on the 
CDAG problem. 

In this paper, we extend previous works to 
attributed graphs and propose a new algorithm, namely 
TODA, for efficiently detecting communities based on 
higher-order patterns available in the structure and 
attribute information. 
 
 
2. Methodology 
 

Here, an attributed graph is represented with a  
3-element tuple },,{  EVG  where }{ ivV   is a set 

of all Vn  nodes, }{ ijeE   denotes a total of En  

links, and }{ m  consists of n  attributes that 

are available to be associated with each of nodes in  
V . If there is a link Eeij  , it means that the two 

nodes iv  and jv  are connected in the network. 

Given an arbitrary attribute m , we define its 

domain, i.e., )( mdom  , as a set of possible values that 

can be taken by m  and )( mdom   is the size of 

)( mdom  . A )( mV domn   matrix mX  is used to 

describe whether an attribute value of m  is taken by 

a node. For instance the entry 1m
ipx  denotes that the 

p -th value in )( mdom   is taken by iv . 

Regarding the higher-order patterns about G , we 
compose them based on the structure and attribute 
information in .G Regarding the higher-order 
structural patterns, triangle motifs are preferred, as 
they are the fundamental units in complex networks. 
To represent the corresponding third-order structural 
patterns for triangle motifs, we use a three-mode tensor 

ST  defined as: 
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  ),,(SS kjitT , (1) 

 
where 1 , , Vi j k n   and 

 
 



 


otherwise

Eeeeif
kjit

jkikij

 0, 

,,   ,1 
),,(S  (2) 

 
Unlike most of existing algorithms that require a 

conversion from multi-valued attributes to binary 
attributes in advance, the use of tensor allows us to 
preserve the similarity information for each of 
attributes in  . To indicate the similarity among 
nodes iv , jv  and kv  in terms of m , a five-mode 

tensor  ),,,,(AA pkjimtT  is adopted. The entry at 

index ),,,,( pkjim  is defined as: 

 





 


otherwise

xxxif
pkjimt

m
kp

m
jp

m
ip

 0, 

1 ,,   ,1 
),,,,(A  (3) 

 
Since all entries in ST  and AT  involve three 

nodes, we incorporate these higher-order patterns into 
a second-order Markov chain. The transition 
probability tensor of this chain is denoted as 

VVV nnn P , which is a three-mode tensor. In P , 

each entry ),,( kjip  is the probability of moving to 

the node iv  depends on the current node jv  and the 

previous node kv . 

To approximate the second-order Markov chain, an 
equivalent first-order Markov chain can be derived 
from the stationary distribution of the spacey random 
walk [2]. Assuming that M  and x  are the transition 
matrix of the first-order Markov chain and the 
corresponding stationary distribution respectively, the 
equations of M  and x  can be obtained with the use 
of an iterative fixed-point algorithm. Hence, the 
stochastic process of the first-order Markov chain can 
be determined and we then solve the CDAG problem 
under the framework of spectral clustering. 
 
 

3. Experiments 
 

To evaluate the performance of TODA, we have 
performed a series of extensive experiments on two 
real-world attributed graphs, i.e., Cora and Twitter 
datasets. The Cora dataset is a citation network where 
the attributes are the keywords of publications while 
the Twitter dataset is a social network with profile 
information. For the purpose of benchmarking, TODA 
has been compared with several state-of-the-art 
algorithms specifically developed for solving the 

CDAG problem and they were CODICIL [3], GBAGC 
[4] and niMM [5]. Among them, CODICIL is a 
distance-based algorithm while the other three 
algorithms are model-based. The experiment results 
are presented in Table 1. The promising performance 
of TODA is an indication to the rationality behind the 
use of higher-order patterns in the structure and 
attribute information of attributed graph. 

 
 
Table 1. Performance EVALUATION ON REAL-WORD 

ATTRIBUTED GRAPHS. 
 

 
Cora Dataset Twitter Dataset 

NMI Accuracy NMI Accuracy 
TODA 0.41 0.54 0.31 0.69 
CODICIL 0.37 0.55 0.25 0.57 
GBAGC 0 0.3 0.16 0.63 
niMM 0.01 0.25 0.22 0.52 

 
 
4. Conclusion 
 

In this work, we developed a tensor-based 
community detection algorithm (TODA) for attributed 
graphs with the use of the higher-order patterns. The 
introduction of higher-order patterns ensures the high 
consistence in terms of both structure and attribute 
information for more than two nodes (i.e., three nodes 
in our work), thus improving the performance of 
community detection as indicated by the experiment 
results of TODA. 
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Summary: Video magnification techniques may assist to pick up important and informative subtle movements invisible to the 
naked eyes. However, existing amplification methods show weakness in the isolation of possible severe corruptions, and video 
temporal variation information are also not sufficient so false manual adjustments may be introduced. This paper presents an 
advanced video amplification technique to counter the above issues. Firstly the original video is modeled as a sparsely 
corrupted observation tensor, the alternating direction method of multipliers (ADMM) and tensor singular value decomposition 
(tensor-SVD) are combined to solve the convex optimization problem. Then followed by spatial decomposition like the 
condition in traditional amplification methods, what’s more, the optimal Wiener filter and state-space model are applied to 
remove residual dense spatial corruptions and update the purely temporal variations. Finally the magnified signal is added 
back to the original video and the spatial pyramid is collapsed to obtain the final video. Our experimental results demonstrate 
the superior performance of the proposed magnification method for obtaining significant video magnification even for very 
small variations as well as reducing artefacts compared to other existing methods. 
 
Keywords: Tensor, Spatio-temporal analysis, State-space model, Wiener filter, Video magnification. 
 

 
1. Introduction 
 

The human visual system has limited sensitivity to 
many spatiotemporal events, but these variations may 
contain useful information which can be used in many 
applications. For example, human wrist vessels exhibit 
small periodic motion with blood circulation, although 
this motion is invisible to the naked eyes, a person's 
heart rate can be judged directly by this information 
[1]. The cardiac activity can also be measured by 
analyzing the subtle head motion resulting from the 
cardiac cycle of blood from the heart to the head via 
the carotid arteries [2]. What’s more, some damage 
information of the building structure can be detected 
by measuring some small vibrations in video [3]. As a 
kind of effective techniques that can assist people to 
identify important and informative subtle movements 
invisible to the naked eyes, video magnification 
analyzes these signals existing in video and amplify 
them to reveal imperceptible changes, therefore 
arousing wide concern in the development of video 
amplification researches and gradually promoting its 
wider applications both in biomedical and engineering. 

Existing video motion magnification methods can 
be mainly classified into two categories: Lagrangian 
perspective and Eulerian perspective. In Lagrangian 
processing [2], the feature points of the video signal 
are firstly clustered and tracked, and then the 
amplitude of motion is enlarged. However, this method 
has high computational complexity (10 h at that time) 
and the related parameters are difficult to control, 
which easily introduces artefacts and 
restricts its applications. Compared to Lagrangian 
perspective, Eulerian approaches do not estimate 

changes explicitly. Instead, they amplify video 
changes by processing and enhancing the temporal 
variations of signal that evolve in frame over time, 
which is more robust and motivates the development 
of video magnification to reveal unperceivable video 
information. Wu et al [3] used a spatial decomposition 
motivated by the first-order Taylor expansion to 
analyze all the pixels’ value over time, followed by 
separating the frequency band of interest and then 
enhancing it, thereby eliminating the need for costly 
optical flow computation and achieving superior result 
of amplifying the motion information, but it only 
supports small magnification factors at high spatial 
frequencies and the noise level in original video will 
be linearly increased with increasing magnification 
factor. Wadhwa et al [4] used the complex steerable 
pyramid to extract a phase-based representation and 
then amplify the temporal phase variations, thus 
effectively suppressing noise and supporting a larger 
magnification. To overcome the shortcoming of 
computational complexity in complex steerable 
pyramid, Wadhwa et al [5] used the Riesz pyramid to 
reduce over-completeness and execution time, but the 
Riesz pyramid fails to maintain the power of the video 
signal, which will cause some tiny artefacts. Our 
amplification technique belongs to the Eulerian 
perspective, but our decomposition can separate the 
low multi-rank subtle signal from corrupted video, 
which avoids fewer edge artefacts and generates better 
noise characteristics. 

One key component of the previous video 
magnification techniques is the temporal filtering over 
the representations, which assists to isolate changes of 
interest and to prevent noise from being amplified. Wu 
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et al [4] and Wadhwa et al [5] mainly established 
standard frequency bandpass filters in amplification 
processing. Their techniques achieve high-quality 
results, but easily suffer from degraded quality when 
false manual adjustments are introduced. To solve the 
problem of the determination of frequency band 
parameter, Sushma et al [6] proposed a  
semi-automated magnification method automatically 
employing the information obtained from the first two 
frames of video, but only two frames’ information is 
not enough. To simultaneously handle the large 
movements in video, Elgharib et al [7] used affine 
transformation to model large motions, while Zhang et 
al [8] used a different temporal processing equivalent 
to a second-order derivative. What’s more, Xu et al [9] 
employed depth cameras and bilateral filters such that 
the magnification can be applied on all pixels located 
at the same depth to find the pixels whose changes 
should be magnified, but the need for depth 
information is introduced. With the development of 
deep learning, TH et al [10] used deep convolutional 
neural networks (CNN) to learn all the filters directly 
from examples and then amplify all the learned 
motions. It did not need temporal filter at all, but 
almost 200,000 marked images are requisite to train 
the CNN and the running time is too long. On the other 
hand, our method achieves significant amplification 
quality by combining the Wiener filter and state-space 
model, which helps to remove some residual dense 
spatial corruptions and iteratively estimate the purely 
temporal variations, and simultaneously avoid 
inaccurate manual adjustments. 

The contributions of this paper are as follows: 1) A 
new magnification technique is proposed that can 
optimally identify both dense and sparse corruptions, 
and then efficiently remove it, thus magnifying subtle 
changes at a deeper level compared to the previous 
methods. 2) We show that the temporal variations can 
be recursively predicted, which overcomes 
the  requirement of manual adjustments in traditional 
processing and achieves significant video 
magnification. 3) The proposed method outperforms 
relevant video magnification techniques both in 
observed output quality and in the quantitative 
evaluation. 
 
 
2. Video Automatic Magnification 
 

In this section, the novel video magnification 
processing is proposed and the main algorithms are 
also discussed. The specific framework can be briefly 
summarized as follows: Firstly the original video is 
modeled as a sparsely corrupted observation tensor, the 
alternating direction method of multipliers (ADMM) 
[11] and tensor singular value decomposition  
(tensor-SVD) are combined to recursively solve the 
convex optimization problem of low multi-rank 
component recovery. Then followed by decomposing 
the processed video into different spatial frequency 
bands, which makes temporal changes with low 
amplitude, and lower spatial frequencies can be 

modeled based on fluid flow analysis. What’s more, 
the optimal Wiener filter is employed to remove subtle 
residual dense spatial corruptions, and the temporal 
variations are directly predicted by state-space model 
to avoid inaccurate manual adjustments and generate a 
significant amplification result. Finally, the subtle 
signals of interest are extracted via multiplying by a 
magnification factor, the amplified signal is added 
back to the original video and the spatial pyramid is 
collapsed to obtain the final video. 
 
 
2.1. Low Tensor-Multi Rank Recovery 
 

The low rank component identification is the 
primary task of our video processing due to the high 
temporal correlation contained in, and this task can be 
achieved by modeling the original video signal as a 
sparsely corrupted observation tensor. Thus generating 
the expression of third-order tensor T: 
 

 T L S, (1) 
 
where L  represents low tensor-multi-rank and S 
denotes the sparse tensor which is assumed as  
tube‐wise sparse in this paper. To isolate the low rank 
from the sparse components given the observation T, 
the following optimization problem is obtained: 
 

 𝑚𝑖𝑛‖𝐿‖ 𝜆‖S‖ , , , 
s. t. T L S, 

(2) 

 
where 𝑇𝑁𝑁 denotes the tensor-nuclear-norm, and the 
specific proof that 𝑇𝑁𝑁 is a valid norm which can be 
found in [12]. The parameter 𝜆 0 and ‖S‖ , ,  for  
3-D tensors can be defined as ∑ ‖S 𝑖, 𝑗, : ‖,  which is 
a Matlab notation. 

The task in equation (2) is to automatically locate 
pixels and recover the video. Although this may be 
done by processing each frame but if the video features 
and noise artefacts are aligned, it is needed to detect 
efficiently the noise and then estimate the corrupted 
video component. 

The ADMM algorithm is employed in order to 
solve the convex optimization problem of equation (2), 
thus generating the following recursion: 
 

 𝐿 arg  ‖𝐿‖  
‖𝐿 𝑆 𝑇 𝑊 ‖ , (3) 

 

 
𝑆 arg ‖𝑆‖ , ,  ‖𝐿 𝑆

𝑇 𝑊 ‖ , 
(4) 

 
 𝑊 𝑊 𝐿 𝑆 𝑇 (5) 

 
In the above equations, W  ρY  and  

Y  𝑃 𝑇 , where P is the orthogonal projector onto 
the span of tensors vanishing outside of . The TNN 
[12] denoted by ‖𝐿‖  can be defined as the sum of 
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the singular values of all the frontal slices of parameter 
𝐿 is a norm and can also be considered as the tightest 
convex relaxation to 𝑙  norm of the tensor multi-rank. 

 
Algorithm 1. Tensor-SVD. 

Input: Sparsely corrupted observation tensor 
T ∈ 𝑅 … , extended parameter 
ρ  𝑛 𝑛 … 𝑛 . 
For i = 3,…,N do 

F←fft T, , i ; 
End 
For i = 1,…, ρ do 

[U, S, V] = 𝑆𝑉𝐷 𝐹 : , : , 𝑖 ; 
𝑈 : , : , i   U; 𝑆 : , : , i   S;  
𝑉 : , : , i   V; 

End 
For i = 3,…, ρ do 

U←ifft 𝑈, , i ; S←ifft 𝑆, , I ; 
V←ifft 𝑉, , i  

Output: Decomposition matrices U, S, V . 
 
To provide a solution to equation (3), we should 

firstly transform it into the Fourier domain along the 
third dimension, thus generating the following 
expression: 
 

 
𝐿   arg blkdia𝑔 𝐿

∗  

𝐿 𝑇 𝑆 𝑊 , 
(6) 

 
where 𝑏𝑙𝑘𝑑𝑖𝑎𝑔 𝐿  represents the 𝑙  norm of the 
tensor multi-rank, for which the tightest convex 
relaxation is the the nuclear norm of 𝑏𝑙𝑘𝑑𝑖𝑎𝑔 𝐿  
which is TNN of L, thus 𝑏𝑙𝑘𝑑𝑖𝑎𝑔 𝐿  which is a block 
diagonal matrix can be defined as: 

 

 𝑏𝑙𝑘𝑑𝑖𝑎𝑔 𝐿  

⎣
⎢
⎢
⎢
⎡ 𝐿 1  

𝐿 2  
.
.

 𝐿 𝑛3 ⎦
⎥
⎥
⎥
⎤

, (7) 

 

where 𝐿  denotes the 𝑖  frontal slice of 𝐿 , and  
i  1, ,2, … , 𝑛3. According to the particular format in 
equation (6), it can be broken up into 𝑛  independent 
minimization problems. Let 𝐿 ,  represent the 𝑖  
frontal slice of 𝐿 . Similarly define 𝑇 , 𝑆 ,  and 
𝑊 , , thus separating equation (6) as: 
 

 
𝐿 ,   arg  ‖𝑍‖∗   

𝑍 𝑇 𝑆 , 𝑊 ,  
(8) 

 
For I  1, ,2, … , 𝑛3 , we can calculate each 𝑖  

frontal slice of 𝐿  through equation (8). Now note 
that, if 𝑈𝑆𝑉   𝑇 𝑆 , 𝑊 ,  is the SVD of 

𝑇 𝑆 , 𝑊 , , then the solution to (8) is 
𝑈𝐷 𝑆 𝑉 , where 𝐷 𝑆   𝑑𝑖𝑎𝑔 𝑆 , 𝜏  for some 

positive constant τ 0 and “+” denotes the positive 

part. It is equivalent to multiplying the parameter 

1
,

 to the 𝑖  singular value of S, thus we can 

calculate each frontal slice of 𝐿  by employing this 
shrinkage [13] on each frontal slice of 𝑇 𝑆 ,

𝑊 , . Now let U ∗ S ∗ 𝑉   𝑇 𝑆 𝑊  be the 
tensor- SVD [14] (see Algorithm 1) of 𝑇 𝑆 𝑊  
and 𝑆  denotes the Fourier transform of S  along the 
third mode. Thus each component of the singular tubes 
of 𝐿  can be considered as the result of multiplying 

every entry 𝑆 𝑖, 𝑖, 𝑗  with 1
, ,

 for τ 0 . 

Since this process is implemented in the Fourier 
domain, it is equivalent to convolving each tube 
parameter S I, I, of S with a real valued tubal vector 
𝜏  which denotes the inverse Fourier transform of the 

vector 1
, ,

, 1
, ,

, … , 

1
, ,

. What’s more, the above operation can 

also be captured by S ∗ J , where J  denotes the  
f-diagonal tensor with 𝑖  diagonal tube to be 𝜏 . Thus 
generating the expression: 
 

 𝐿 U ∗ S ∗ J ∗ 𝑉  (9) 
 

What’s more, the closed solution to equation (4) 
can be generated by: 
 

𝑆 𝑖, 𝑗, :   

1
𝜆

𝜌‖𝑆 𝑖, 𝑗, : ‖
𝑆 𝑖, 𝑗, :  (10) 

 
In summary, the above ADMM algorithm and 

tensor-SVD can be combined to separate the sparse 
noise from the original video, and our corruptions 
analysis will be showed in Section 3. 
 
 
2.2. Spatio-temporal Automatic Processing 
 

As analyzed above, the initial part of our 
processing in Section 2.2.1 mainly utilizes both the 
ADMM algorithm and tensor-SVD to efficiently 
isolate the stubborn sparse random corruptions 
existing in original video, but there are always some 
residual dense spatial corruptions slightly affecting the 
quality of amplification. What’s more, the lack of 
temporal selection ability will also cause the loss of 
requisite signal information. 
 
 
2.2.1. Processing Problem Statement 
 

In this section, the relationship between  
spatio-temporal processing and magnification will be 
firstly explained, and the following theoretical 
derivation is mainly formalized by a special case of 
one-dimensional video signal for easy readability. 

For input image signal I 𝑥, 𝑡  at position 𝑥  and 
time t, the case of linear video magnification [3] is 
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firstly considered due to the ability of exaggerating 
both motions and color changes at fixed positions. We 
assum a displacement function δ 𝑡 , an initial function 
𝐿 𝑥   I 𝑥, 0 , thus the function can be expressed as: 

 

 I 𝑥, 𝑡   𝐿 𝑥 𝛿 𝑡 , (11) 

 
where 𝐿 𝑥  denotes the recovered low multi-rank 
component in original video, the goal of video 
magnification is to enlarge the temporal changes α 
times, so the amplified signal can be represented as: 

 

 I 𝑥, 𝑡   𝐿 𝑥 1 𝛼 𝛿 𝑡  (12) 

 
Then followed by decomposing the signal at time t 

by a first-order Taylor series expansion around x and 
adding the temporal bandpass filter  
𝐵 𝑥, 𝑡   𝜔𝛿 𝑡 , thus obtaining the final 
magnification expression: 

 
 I 𝑥, 𝑡   𝐿 𝑥 1 𝛼 𝐵 𝛿 𝑥, 𝑡  (13) 

 
But all above equations do not consider the 

influence of the residual dense spatial noise that can 
also change with time t , so the modified equation 
should be expressed as: 

 
I 𝑥, 𝑡   𝐿 𝑥 1 α 𝐵 𝛿 𝑥, 𝑡

 𝛿 𝑥, 𝑡 , 
(14) 

 
where 𝛿 𝑥, 𝑡  is the requisite signals’ displacement 
function at position x and time t, and 𝛿 𝑥, 𝑡  is the 
residual dense spatial corruptions’ displacement 
function at position x and time t. 

It is obvious that the following amplification 
quality is mainly depended on two parameters: 𝐵  and 
𝛿 𝑥, 𝑡 . Thus our amplification technique aims at 
removing the residual dense spatial corruptions and 
iteratively estimating the purely temporal variations 
via exploiting both the Wiener filter and  
state-space model. 
 
 
2.2.2. Dense Corruptions Optimal Removal 
 

In this section, we aim at removing the subtle 
residual dense spatial corruptions in video, and 
different from the previous model, the corrupted video 
is modeled as a Gaussian distribution model. What’s 
more, the optimal Wiener filter is employed to achieve 
this task for its optimal property in minimizing the 
mean squared error between the original and the 
recovered signal. 

The Wiener filter is widely used in signal 
processing, and its purpose is to optimally remove the 
amount of corruptions in a signal, which is achieved by 
comparing the original signal with an estimation of a 
desired noiseless signal. Wiener filter assumes its input 
signal to be wide-sense stationary and takes a statistical 
approach to solve its goal of removing the corruptions 

from video signal. Wiener filter works mainly by linear 
time-invariant filtering of an observed noisy process, 
simultaneously assuming signal and the additive 
corruptions as wide sense stationary with known 
spectral characteristics. What’s more, the Wiener 
filtering scheme runs on minimizing the mean square 
error between the estimated signal and the desired 
signal, and the main purpose of the Wiener filter is 
statistically and optimally estimate an unknown signal, 
it employs a related signal as an input and filters that 
known signal to generate the estimated signal as an 
output. The wiener filter in Fourier domain can be 
obtained as follows: 

 

𝑊 𝑓 , 𝑓
, ,

| , | , ,
, (15) 

 
where S 𝑓 , 𝑓  and S 𝑓 , 𝑓  are respectively the 
power spectra of the original image signal and additive 
corruptions, H 𝑓 , 𝑓  denotes the blurring filter  
[15, 16]. 

The Wiener filter has two main parts: an inverse 
filtering part to deblur the signal and a corruption 
smoothing part to remove the noises. To implement the 
Wiener filter in practice, the signal X k  is considered 
which has been corrupted by a white Gaussian noise 
N k , σ  denotes the noise variance. The output signal 
can be denoted by Y k , and if X k  is an independent 
and identically distributed Gaussian noise with mean 
μ  and variance σ , then the estimation filter H f  can 
be estimated directly by: 

 

 𝐻 f
S f

S f
S f

S f S f
 (16) 

 
Thus the optimal estimate of 𝑋 𝑘  can be 

computed by the observations 𝑌 𝑘 : 
 

 𝑋 𝑘
𝜎

𝜎 𝜎
𝑌 𝑘 𝜇 𝜇  (17) 

 
Since the parameter N k  is zero mean, μ   μ . 
In addition, this problem can be solved by dividing 

the image signal in some small blocks and then 
construct a different filter for each block, and we 
consider a 5 5 neighborhood around a pixel in a 
given frame in this section. 
 
 
2.2.3. Temporal Variations Prediction 
 

As mentioned above, the state-space model is 
established to automatically estimate the purely 
temporal variations, and the concrete implementation 
process mainly employs the Kalman filter to calculate 
the estimated frame value and the measured value in 
each iteration. 

The temporal video signal value in each iteration 
can be considered as a linear combination of its 
previous value and the process noise. What’s more, the 
measured temporal value that we obtain is a linear 



1st International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2019),  
20-22 March 2019, Barcelona, Spain 

76 

combination of the frame value and the measurement 
noise. The purpose of Kalman filter in this algorithm is 
to find the most optimum averaging factor for each 
consequent state. The estimates are updated employing 
a weighted average, and more weight can be obtained 
to estimates with higher certainty, thus the Kalman 
filtering can converge the recovered frame value to the 
original value over the time. 

The Kalman Filter can be expressed by the 
following equation: 
 

 𝑋   𝐾 𝑍 1 𝐾 𝑋  (18) 
 
where 𝑋  denotes the current estimation of the 𝑖𝑡ℎ 
frame signal and 𝑋 represents the previous 
estimation of frame signal, 𝐾  is the Kalman gain and 
𝑍  is the measurement value. 

In addition, the equation (18) can further be divided 
into two different equations: 

 
 𝑋   𝑋 𝑤  (19) 

 
 𝑌   𝑋 𝑣 , (20) 

 
where 𝑤  denotes the process noise and 𝑣  
represents measurement noise in current frame, 
Kalman filtering algorithm obtains the best estimate by 
the forward recursion method, and the specific 
algorithm steps applied in our video amplification are 
concluded in Algorithm 2. 
 

Algorithm 2. Temporal Variations Prediction. 
Input: Low mutil-rank matrices: 𝐿 , 𝐿 , … , 𝐿 , 
filter gain: 𝐺  0.5 𝑜𝑟 0.8,  noise variance: 
0 𝑉 0.1. 
Let prediction seed: 𝐼   𝐿 , error seed: 𝐸   𝑉. 
For 𝑖  2, … , 𝑛 1 do 

Compute the Kalman gain: 
𝐾   𝐸 / 𝐸 𝑉 . 
Update the prediction with 𝑀 ← 𝐿  
measurement: 
𝐼   𝐺 ∗ 𝐼 1.0 𝐺 𝑀 𝐾 𝑀 𝐼 . 
Update the variance estimate: 
𝐸   𝐸 1.0 𝐾 . 
Predict the next image: 
𝐼   𝐼 . 
Predict the variance: 
𝐸   𝐸 . 

End 
Output: New matrices 𝐼 , 𝐼 , … , 𝐼 . 

 
 
3. Experimental Results 
 

The presented technique is demonstrated on real 
videos as well as synthetic ones with dense or sparse 
corruptions added by user, we mainly carry out two 
comparisons including both motion amplification and 
color amplification. The motion part is compared with 
Wu et al and Wadhwa et al due to the superior 

performance of noise resistance generated by 
Laplacian or Fourier pyramids, while the recently 
proposed techniques [7-10] mainly handle large 
motions existing in video, and the color part is mainly 
compared with Wu et al because of the poor 
performance of complex steerable pyramid in color 
processing. 
 
 
3.1. Motion Amplification Analysis 
 

In this section, we apply the video magnification to 
the throat (Fig. 1) to demonstrate the superior 
performance of our technique. In addition, some sparse 
and dense corruptions are added to the original video 
to give an intuitive comparison. Our interested signal 
commonly suffers from a degree of noise when the 
magnification is implemented, especially with a large 
magnification factor. 

As the results in Fig. 1 showed, both sparse and 
dense corruptions existing in original video appear 
different trends when various amplification techniques 
are applied. According to the amplification result 
generated by Wu et al in (a), the traditional 
nonautomatic linearly magnification can not 
efficiently isolate both stubborn dense and sparse 
corruptions, thus causing the significant artefacts and 
the loss of some requisite motion information. While 
the technique proposed by Wadhwa et al generates a 
better amplification result than Wu et al in the isolation 
of corruptions, but the shortcoming is that it causes 
more loss of the requisite motion components in 
original signal due to the false filtering by complex 
steerable pyramid. Different from the above methods, 
the amplification result in (c) avoids fewer edge 
artefacts and generates better noise characteristics, 
which shows that our technique can efficiently isolate 
both dense and sparse corruptions, what’s more, the 
automatic selection steps can avoid the loss of some 
requisite motion information. 
 
 
3.2. Color Amplification Analysis 
 

In this section, the blackman video (Fig. 2) was 
amplified in color case by Wu et al and our automatic 
processing. As shown in Fig. 2, the video amplified by 
Wu et al generates plenty of edge artefacts which 
submerges the original signal like the motion 
amplification case, and the video processed by our 
technique generates significant noise characteristics. 
 
 
4. Conclusions 
 

This paper proposes a novel amplification 
technique to counter two issues existing in current 
amplification methods: Low performance of noise 
handling and the lack of automatically identifying 
temporal variations. The original video is modeled as 
a sparsely corrupted observation tensor, the ADMM 
algorithm and tensor-SVD are combined to solve the 
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convex optimization problem. Different from the 
traditional amplification methods, the optimal Wiener 
filter and state-space model are applied to remove 
residual dense spatial corruptions and update the 
purely temporal variations. Our experimental results 

show that the proposed method can obtain significant 
motion magnification even for very small motions as 
well as reducing artefacts compared to other existing 
methods. 

 

 
 (a)                                                (b)                                                 (c) 

 
Fig. 1. Comparison of the motion amplification results on throat sequences. (a) The amplification result generated by Wu,  
et al, which mainly employs spatial decomposition; (b) The amplification result generated by Wadhwa et al which mainly 

employs complex steerable pyramid decomposition; (c) The magnification result obtained by our technique. 
 

  
(a)                                               (b) 

 
Fig. 2. Comparison of the color amplification results on blackman sequences. (a) The amplification result generated by Wu 

et al which mainly employs spatial decomposition; (b) The magnification result obtained by our technique. 
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Summary: Sleep Apnea is a well-known disorder that is identified using a complex and an expensive overnight sleep test 
(Polysomnography). Many researchers used frequency-domain analysis and/or time-domain analysis to identify patients with 
sleep apnea based on the heart rate variability of the whole night recorded ECG signal. The whole night recording could vary 
from 6 to 8 hours. In this paper, a simple neural network (a perceptron with two inputs and a hard limit output neuron) has 
been used to identify patients of sleep apnea based on short-length segments of the whole record. The data used in this work 
was obtained from the MIT data bases and consists of 30 records (20 with sleep apnea and 10 for normal subjects) for training 
and similar size record for test. The input features to the perceptron are the three classical frequency band power ratios LF/HF, 
VLF/LF, and VLF/HF. The power of the frequency bands has been obtained using the wavelet-packet decomposition of the 
HRV signal. The best result is obtained using the whole record that was 93 %, and has been reduced to 88 % and 86 % and 84 
% and 82 % when the signal length is divided by 5, 10, 20 and 30, respectively. Such acceptable results with short length 
segments is very essential to simplify the fully automatic screening test. 
 
Keywords: Sleep apnea, Identification, MIT-data, HRV, Neural networks, Wavelet packets, Simple perceptron,  
Short segments. 
 

 
1. Introduction 
 

Sleep apnea is defined as a complete or partial 
stoppage of breath during sleep. Patients with sleep 
apnea suffer from snoring during night, fatigue, 
morning headings, day time sleepiness, hypertension 
[1]. There is a clear correlation between severe sleep 
apnea and development of cardiovascular diseases [2]. 
The difficulty in breath for sleep apnea patients will 
cause the brain to activate both sympathetic and 
parasympathetic components of the autonomic 
nervous system. Sleep apnea patients have increase in 
the sympathetic tone and decrease in the 
parasympathetic tone compared to normal subjects. 
Such changes in the sympathetic and parasympathetic 
tones will increase the heart rate [2]. 

Obstructive sleep apnea (OSA) is the common 
form of apnea that occurs when the upper airway is 
completely or partially obstructed due to the relaxation 
of dilating muscles. Hypoapnea occurs when the 
airway is partially collapsed and causes 50 % reduction 
of air accompanied by oxygen desaturation of 4 % or 
greater [1]. The severity of apnea is measured by a 
commonly used standard such as the apnea/hypoapnea 
index (AHI), which is the number of apnea and 
hypoapnea events per hour [1]. Most clinicians 
consider an apnea index below 5 as normal, and an 
apnea index of 10 or more as pathologic. 

In the general population, the greatest challenge for 
primary care providers lies in determining which 
patients with some symptoms such as snoring warrant 
further evaluation, as most patients with OSA snore, 
but most snorers do not have OSA [2]. 

In developed countries the cost of investigating 
these symptoms has increased considerably during the 
last decade as the only reliable method for the 
diagnosis of OSA until now is overnight sleep studies 
(Polysomnography) [2], which is a cumbersome, time 
consuming and expensive procedure requiring 
specially trained polysomnographers and needs 
recording of EEG, EOG, EMG, ECG, nasal air 
respiratory effort and oxygen saturation [1]. 

Since the golden test method (the 
polysomnographic recording) is an expensive and 
complex test for both patients and specialists, deep 
research has been done to identify patients from only 
ECG records [3-4]. Cost efficient technologies for 
sleep disorders diagnosis and follow-up monitoring of 
treatment are important [3]. 

Therefore, it is of a great importance and interest to 
have automatic screening algorithms on a single-lead 
ECG signals. This will reduce the pressure on sleep 
laboratories and make it possible to diagnose sleep 
apnea inexpensively from ECG recordings acquired in 
the patient's home [3-4]. 

Heart rate variability (HRV) is referred to as the 
beat-to-beat variation in heart rate. Instantaneous heart 
rate is measured as the time in seconds between peaks 
of two consecutive R waves of the ECG signal. This 
time is referred to as the RRI. The variation of heart 
rate accompanies the variation of several physiological 
activities such as breathing, thermoregulation and 
blood pressure changes [2]. 

The frequency spectrum of the heart rate variability 
has been divided into three main bands: the very low 
frequency band (VLF) and low frequency band (LF) 
and the high frequency band (HF). The VLF band 
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(0.0033-0.04 Hz) is associated with thermoregulation, 
while the LF band (0.04-0.15 Hz) reflects the 
sympathetic tone and the HF band (0.15-0.4 Hz) 
reflects the parasympathetic tone [1]. The LF/HF ratio 
has been used by some researchers to represent the 
sympathetic modulation of the heart rate. 

The organization of the paper is as follows: in 
Section 2, both data sets (the trial data and test data) 
and pre-processing steps are described. Section 3 
contains the main idea of the wavelet-packet based 
spectral analysis and the simple perceptron technique. 
The results of implementation of the proposed method 
on full-length and short-segments of HRV records are 
given in Section 4. Section 5 contains conclusions of 
the presented work. 
 
 
2. Data 
 

The single-channel 60 ECGs extracted from 
polysomnographic recording with a sampling rate of 
100 Hz and with an average duration of 492 minutes 
are downloaded from the physionet website [5]. The 
HRV data are computed and filtered and resampled at 
1 Hz [4]. The 60 data are already divided into two 
groups training group set and test group set. Each 
group consists of 30 subjects (20 apnea and  
10 normal). 

The RRI data usually undergoes several  
pre-processing stages before it can be used in a 
classification algorithm. 

The accuracy of the identification algorithm 
depends mainly on the accuracy of the (QRS) detection 
(R peak detector) that is used to obtain the RRI signal 
from the raw ECG data. The QRS detection and beat 
classification (normal or not) is accomplished by the 
single-lead threshold based ECG wave boundaries 
detector "Ecgpuwave", which is available on the 
physionet website [5]. The RRI data used in this work 
are the Normal-to-Normal (NN) intervals obtained 

directly from the QRS detector without any smoothing 
and filtering steps; therefore it could contain false 
intervals, missed and/or ectopic beats. The simple 
approach to exclude false RR interval is to bounds the 
RR intervals with lower and upper limit, typically  
400-2000 msec. Therefore, all RR intervals beyond 
these limits are excluded. Removing of outliers is 
achieved by using of 41-points Moving Average Filter 
(MAF). A local mean is computed for every  
41 consecutive RR intervals excluding the central 
interval. The output of the MAF is used as a reference 
measure to reject or accept the central RR intervals. 

Re-sampling at 1 Hz and substituting of missed 
peaks are then achieved by simple linear interpolation 
that has been implemented by the MATLAB.  
Re-sampling and estimation of missed value are 
intended to generate an equally spaced RRI data and 
preserve the temporal sequences that are necessary for 
the frequency domain analysis. At this point we 
assume that we have a clean RRI data sampled at 1 Hz 
and contains no missed or outlier values. 
 
 
3. Methods 
 

The frequency domain features are obtained using 
FFT and wavelet packet decomposition with 32 bands 
using 5 decomposition stages. Fig. 1 shows an example 
of a three stage wavelet-packet decomposition stages. 
The power of the three frequency bands is obtained 
either directly from FFT spectrum or using the wavelet 
packet decomposition for better spectrum resolution. 
In case of the wavelet packets, the power of the VLF 
band is approximated by summing the power of the 
second and the third bands. The power of the LF band 
is obtained by summing the power of bands 4 to 10, 
while the power of the HF band is computed by adding 
the powers of bands 11 to 26 [4]. Three ratios are 
computed: r1 (LF/HF) and r2 (VLF/LF) and r3 
(VLF/HF). 

 

 
 

Fig. 1. Three stages wavelet-packet decomposition. 
 
 
A simple neural network (perceptron) with two 

inputs (any two of the three ratios: r1, r2, and r3) and 
one output obtained from the hard limit output neuron 

of the perceptron has been used in the work  
(see Fig. 2). The perceptron was trained with the 
training set and tested on the test set. 
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Fig. 2. A Simple perceptron. 
 

4. Results 
 

Firstly, the network is trained and tested using the 
complete overnight records. Table 1 shows the results 
obtained using FFT and three different wavelet filters 
(db1, coif1, and fk8). The best result (accuracy of 
28/30: 93.335) is obtained using coif1 or fk8 wavelet 
filters with r2 and r3 as inputs to the perceptron. The 
idea of this work is to identify patients on the basis of 
short length HRV records. For this purpose, the data is 

divided into segments, for example 5 to obtain  
150 records for training and 150 records for test. The 
perceptron is trained on the short length records and 
tested also on the short records. Table 2 shows the 
results using FFT and the same 3 wavelet filters used 
in Table 1 with the same combinations of power ratios 
of the three different bands. Four different number of 
segments have been used 5, 10, 20, and 30. The results 
of identification show that best identification (number 
of correctly classified records) reduces from 132/150 
(88 %) to 259/300 (86 %) to 504/600 (84 %) and to 
736/900 (82 %) when the segments are increased from 
5 to 10 to 20 and to 30, respectively. 
 

 
Table 1. Number of identified full-length records. 

 
Method r1&r2 r2&r3 r1&r3 

FFT 26 25 25 
db1 27 27 26 

coif1 27 28 27 
fk8 27 28 26 

 
 

Table 2. Number of identified short length segments. 
 

Method 
5 segments:  
150 records 

10 segments:  
300 records 

20 segments:  
600 records 

30 segments:  
900 records 

r1&r2 r2&r3 r1&r3 r1&r2 r2&r3 r1&r3 r1&r2 r2&r3 r1&r3 r1&r2 r2&r3 r1&r3 
FFT 119 122 115 235 240 228 453 481 469 673 680 646 
db1 128 126 125 248 245 249 500 499 488 716 721 729 

coif1 130 131 126 259 251 248 504 499 490 725 722 727 
fk8 130 132 129 258 253 246 498 501 491 727 736 725 

 
 

5. Conclusions 
 

A simple perceptron is used in this paper for 
identification of patients with sleep apnea from normal 
subjects based on two features computed from short 
length segments of the wavelet-based spectral analysis 
of the HRV signal. The best accuracy obtained based 
on full-length data is 93.3 %. while the best accuracy 
obtained based on 30 segments data is about 82 %. This 
shows that a simple method based on about  
10-15 minutes of HRV signal can be sufficient for 
identification of patients with OSA. The result can be 
improved more by using other more sophisticated 
complex neural networks. 
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Summary: The performance of speech recognition systems has greatly improved with the introduction of Deep Neural 
Network (DNN) acoustic models. However, making these systems robust against all possible kinds of environmental 
conditions is still an important research topic. The adversarial multi-task DNN training method was proposed recently, and it 
has already been successfully applied to increase the domain and noise robustness of DNN acoustic models. Here, we evaluate 
the efficiency of this training method in increasing the speaker-invariance of a speech recognition system that is based on a 
convolutional neural network (CNN). Moreover, we propose a solution to handle those cases where speaker labels are not 
available for the training dataset. In the supervised case we report relative error rate reductions of 3-4 %. With the unsupervised 
method the improvements are somewhat smaller, but consistent across all tested parameter values. 
 
Keywords: Speech recognition, Deep neural networks, Adversarial training, Multi-task training, Speaker-invariant. 
 
 
1. Introduction 
 

The introduction of deep learning in speech 
recognition has significantly reduced the error rate of 
speech recognition systems [1]. However, improving 
the robustness of these recognizers to various 
environmental factors is still in the focus of research 
[2], as the performance of current systems may drop 
drastically in different background noise, in 
reverberant environments, or simply with different 
speaker accents, just to name but a few possible 
adversarial conditions. 

The sensitivity to these environmental factors can 
partly be explained by the fact that neural networks are 
inclined to overfit the actual training data, which 
reduces their generalization ability. Regularization 
methods are frequently applied to tackle this  
overfitting phenomenon. For example, it is frequently 
observed that presenting multiple tasks to the network 
at the same time – known as multi-task training  
[3] – also has a regularization effect. That is, having to 
solve two (or more) similar, but slightly different tasks 
at the same time forces the network to find a more 
general and more robust inner representation.  
Multi-task training has been successfully applied in 
several speech recognition studies [4, 5]. 

While multi-task training seeks to minimize the 
error of both tasks, there is a newer variant of the 
method known as adversarial multi-task training. 
Here, the error of the secondary task is maximized. 
With this modification, we expect the network to find 
an inner representation that is invariant with respect to 
the secondary task [6]. In speech technology, 
adversarial multi-task training has mostly been applied 
to increase the noise-robustness of DNN-based 
acoustic models [7, 8], as sensitivity to the background 
noise of the actual application domain is perhaps the 
most common adversarial factor. But we can also find 

examples where it is used to make the system less 
sensitive to other factors like accented speech [9]. 

The performance of speech recognizers may also 
vary significantly among speakers. In this paper, we 
seek to apply the adversarial multi-task training 
method to alleviate this issue. Our starting point will 
be the recent study of Meng et al. [10]. In contrast with 
their study, here we work with convolutional neural 
nets instead of fully connected DNNs. As the 
convolutional structure already makes the network less 
sensitive to speaker variance, it is not clear whether 
adversarial training can reduce this sensitivity any 
further. A second difference is that here we use the 
TIMIT database, which contains shorter samples from 
significantly more speakers than the corpus used 
in [10], so the task is presumably more difficult. 

The approach of Meng et al. assumes that  
speaker-level annotation is available for the training 
data, permitting supervised training. However, most of 
the datasets available for training speech recognizers 
do not contain any information about the speakers. 
Thus, we also describe an experiment where we apply 
a clustering method which assigns the files to 
automatically designed speaker clusters, and the CNN 
is trained using these cluster labels. We will refer to 
this method as the unsupervised version of the 
approach. 

 
 

2. Adversarial Multi-task Training 
 

In multi-task training we train the neural network 
to solve multiple (in this case two) tasks in parallel, 
based on the same set of input features [6]. The two 
tasks should be related, but slightly different.  
Multi-task training requires a special network 
architecture where the network has separate output 
layers dedicated to the two tasks, and the uppermost 
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hidden layers are also task-specific. However, there is 
only one, shared input layer, and the lowermost hidden 
layers are also shared between the two tasks. The 
multi-task DNN architecture is illustrated in Fig. 1. 

 

 
 

Fig. 1. Architecture of the (adversarial) multi-task deep 
neural network. 

 
In our case, one of the output layers is trained to 

recognize the context-dependent (CD) states of the 
Hidden Markov Model (HMM) speech recognizer. 
The other, secondary output layer is trained to identify 
the speaker label of the actual training sentence. 
During multi-task training, we minimize the error 
functions (LCD and LS) of the two output layers 
simultaneously. Thus, during the backpropagation 
training process we have to sum the error values of the 
two branches when they reach the shared layers. This 
means that λ = 1 in the formula of Fig. 1. The fact that 
the lower layers are shared between the two tasks 
forces the network to find a hidden representation that 
is useful for minimizing both error functions. 

In the case of adversarial multi-task training, the 
goal is to minimize the error of the main task, and 
maximize the error of the secondary task at the same 
time. Ganin et al. proposed the following solution for 
this [6]: we will keep minimizing the error of the  
task-specific layers. However, when the error 
backpropagation reaches the shared layers, the sign of 
the error for the secondary task is flipped, which is 
technically realized by using a negative λ value. This 
modification practically turns minimization into 
maximization with respect to the shared layers. This 
way, the network will seek a shared hidden 
representation that is optimal for solving the first task, 
but contains no useful information for solving the 
secondary task. As in our case the secondary task is 
speaker identification, the optimal hidden 
representation would be totally speaker-invariant, and 
the classification error rate of the secondary branch 
would be 100 %. 

In his original paper, Shinohara suggested 
introducing the adversarial secondary task only 
gradually by slowly increasing the (absolute) value of 
λ [7]. That is, in the kth training iteration the value of 
λ would be set to 

 
 

  )1,min(
c

k
k , (1) 

which means in practice that λ attains its final value 
after c training epochs. He proposed setting c to 10, but 
we also experimented with the value of 7, as we 
observed that during the backpropagation process the 
halving of the learning rate typically starts after  
6-7 training epochs. 

Another meta-parameter of the model is the 
number of layers in the network, and their division 
between the shared and the task-specific parts. As in 
our previous studies (see e.g. [11]) we obtained the 
best results with 4-5 hidden layers, here we worked 
with a network depth of 4 hidden layers. As regards the 
depth where the two branches should join, it seems 
reasonable that having more shared layers is better 
when the two tasks are quite similar, while quite 
different tasks would require more task-specific layers. 
However, the optimal structure can only be found 
experimentally. For example, in an earlier paper where 
the tasks were relatively different, we found an early 
division to be optimal [12]. For the actual speech plus 
speaker recognition task, Meng et al. applied a network 
with 2 shared and 2-5 task-specific layers [10]. In the 
pilot tests we obtained the best results with 3 joint and 
1-1 task-specific layers, so we present detailed results 
only with this network architecture. 
 
 
3. Experimental Set-up 
 

The neural network model we applied here 
contained convolutional neurons in its lowest layer, 
which performs convolution along the frequency axis 
(for more details, see our earlier study [11]). The 
shared part consisted of three hidden layers, while the 
task-specific parts contained one hidden layer for both 
tasks. All fully connected hidden layers contained 
2000 rectified linear (ReLU) neurons. The main output 
layer consisted of 858 softmax neurons, corresponding 
to the context-dependent states of the hidden Markov 
model speech recognizer. The output layer for the 
secondary task contained 462 softmax neurons, and it 
was trained to discriminate the speakers of the training 
dataset. The training was performed using the standard 
backpropagation algorithm with a mini-batch size of 
1000 training vectors. The learning rate was fixed at a 
value of 0.001 until the training error kept decreasing 
on the validation set. Afterwards, the learning rate was 
halved in each training epoch. The cost function 
applied was the standard cross-entropy error rate for 
both output layers, measured at the level of the training 
vectors (acoustic data frames). As the task of the CNN 
is framewise classification, in some cases we will 
directly report the frame error rates obtained. The 
speech recognition system applies the standard 
HMM/DNN hybrid scheme to convert the frame-level 
probability estimates into a sequence of phones [11]. 
To evaluate the accuracy of the whole speech 
recognizer, we will report the phone error rates 
attained. 

As the training database we used the TIMIT 
English speech corpus, which contains speech samples 
from 462 speakers in the training subset. The core test 
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set we used here contains samples from 24 speakers 
who are separate from the training set. As the 
development set, we randomly held out the samples of 

44 speakers from the train set, which roughly 
corresponds to 10 % of the training material. 
 

 

 
 

Fig. 2. The error curve for the secondary task on the train set (left), and the error curve for the main task on the development 
set (right) as a function of the number of training iterations. 

 
 
4. Results and Discussion 
 

Fig. 2 shows a typical example of how the  
(frame-level) classification error rate of the CNN 
changes during the training epochs. On the left we 
plotted the error rate of the secondary (speaker 
classification) task on the train set. We note that the 
secondary output will not be used by recognizer, so we 
plotted it only to gain an insight into what happens 
during adversarial multi-task training. The figure on 
the right shows the error for the main task – in this case 
on the development set, as this is the value that we seek 
to minimize. When λ = 0, the secondary branch of the 
network is allowed to learn, based on the hidden 
representation formed in the uppermost shared hidden 
layer, but it cannot modify this representation. Hence, 
we called this case the ‘passive learning’ scenario, and 
the result obtained in this configuration for the main 
task will serve as our baseline. We observe that in this 
case the speaker classifier branch can achieve an error 
rate below 30 % on the train set, while the error curve 
for the main output stops just below 35 %. By setting 
λ = 1, we get a classic multi-task model. In this case 
the training error rate of the secondary branch goes 
down to 3 %, but the price is that the error rate of the 
main task increases to 39 %. In the last experiment, we 
let the system run in multi-task mode for 2 iterations 
(to aid visualization), but then we turned on adversarial 

training by setting λ to -0.1. As the result, the 
corresponding error curve on the left quickly raises to 
the 70-90 % range, and remains there until the end of 
training. However, adversarial training has a beneficial 
effect on the main task, as the corresponding error 
curve goes slightly below that of the baseline (passive) 
model on the right. 

Having found that adversarial training can outper-
form the standard multi-task training approach, we 
looked for the optimal parameter values. Table 1 
shows how the parameters λ and c influence the error 
rates of the speech recognizer. As regards the main 
task, we report phone recognition error rates (PhER) 
from the full system on the development and test sets, 
while for the secondary task we report only frame-
level error rates (FrER) of the neural network on the 
train set, as this output is not used by the recognizer. 
To reduce the effect of random initialization, we report 
the average scores of repeating the training 3 times. 
The results indicate that the error rate of the secondary 
task consistently increased as λ increased, just as 
expected. Moreover, compared to the baseline, the 
recognition error rate also consistently improved for all 
λ values both on the development and test sets, 
reaching the optimum at λ = -0.15 and c = 10. The 
relative error rate reduction lay between 3 % to 4 % on 
average, and it was 4.2 % in the best case. 
 

 
Table 1. The frame error rates of the CNN (secondary task, train set) and the phone error rates of the speech recognizer 

(main task, development and test sets). 
 

Parameters FrER (train set, 
secondary task) 

PhER  
(dev. set, main task) 

PhER  
(test set, main task) λ c 

0 (baseline) 36 % 16.6 % 18.8 % 
-0.03 7 57 % 16.3 % 18.3 % 
-0.06 7 73 % 16.2 % 18.4 % 
-0.10 7 82 % 16.1 % 18.3 % 
-0.10 10 79 % 16.0 % 18.0 % 
-0.15 10 85 % 16.2 % 18.1 % 
-0.20 10 90 % 16.3 % 18.2 % 
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Table 2. The error rates of the speech recognizer  
as a function of the number of clusters. 

 

No. of 
Clusters 

Parameters Phone Error Rate (%) 

c λ dev. set test set 

– baseline 16.6 % 18.8 % 

50 7 -0.10 16.3 % 18.6 % 

100 10 -0.15 16.0 % 18.0 % 

150 10 -0.10 16.0 % 18.3 % 

200 10 -0.10 16.2 % 18.4 % 

250 10 -0.10 16.0 % 18.3 % 

 
 
5. Unsupervised Case 
 

The TIMIT corpus is an old-fashioned database in 
the sense that its content was carefully planned, and it 
also contains a detailed description of the speakers. 
Nowadays, we use much larger databases and we 
prefer to record these under realistic application 
conditions. Unfortunately, speaker annotation is not 
available for most of the newer databases. In these 
cases, we cannot directly apply the adversarial training 
method, as the missing speaker labels must be replaced 
by some other training targets. A possible solution is to 
use automatically determined labels. Here, we utilized 
a refined version of the unsupervised speaker 
clustering algorithm called bottom-up Hierarchical 
Agglomerative Clustering with a Generalized 
Likelihood Ratio (GLR) [13-15] for this purpose. This 
algorithm arranges the files into clusters, based on the 
similarity of the speakers’ voices. The only assumption 
of the algorithm is that each file contains the voice of 
only one speaker, which is satisfied in the case of 
TIMIT, where each file contains a single sentence. The 
only meta-parameter of the algorithm is the number of 
clusters. We set this parameter to 50, 150, 150, 200 and 
250, and then we repeated the DNN training 
experiment, but this time using the speaker clusters as 
training targets. Table 2 shows the results we obtained, 
for each cluster size reporting the score of just the best 
performing meta-parameters. As we can see, the 
improvements and the best result on the development 
set were comparable to those for the supervised 
method. On the test set, the decrease in the error rate 
was the same in the best case, though slightly less on 
average. However, the improvement was consistently 
present for all cluster sizes used. 
 
 
6. Conclusions 
 

Here, we evaluated the adversarial multi-task 
training method proposed by Meng et al. within the 
framework of CNNs. Moreover, we found a way to 
make the method work when speaker annotation is not 
available. We found that the adversarial training 
method is beneficial for CNNs as well, and that our 
unsupervised training approach can attain error rate 

reductions that are comparable to those of the original 
method. 
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Summary: Machine learning practices are becoming more important with the advances in digitalization. Recognizing human 
activities and using resulting activity information for authorization purposes are still challenging topics. In this study, we 
designed and implemented a solution with an accurate success rate for log-in purposes by using a wearable device. In this 
concept, each user can log in the system with a specific arm movement or wrist gesture as a signature by wearing a smart 
watch. Also, in the scope of the study, each user has written a specific word on a paper and consequently the system detects 
who writes the word by using wrist movements. The inputs of the system are an accelerometer and a gyroscope sensor data on 
the smart watch. The system model is designed and implemented by using state of the art deep learning methods and their 
combinations including data augmentation, Long-short Term Memory (LSTM), 1D-2D Convolutional Neural Networks 
(CNN), LSTM+CNN, Dynamic Time Wrapping (DTW) and k Nearest Neighbour (kNN), with several combinations being 
implemented for each generated data set. 

 
Keywords: LSTM, CNN, Deep learning, Activity recognition, Authentication, Sensor-based. 
 

 
1. Introduction 
 

Efficient analysis of sensor data is becoming more 
essential in machine learning [1]. With increasing 
usage and capabilities of the sensors and with new 
generation IoT systems; interpretation of time series 
sensor data has a higher significance [2]. 

Nearly all systems tend to be digitalized for making 
them more user friendly. Login is an important part of 
such a system and consequently transforming. By 
using accelerometer and gyroscope sensors, 
determining user activities as a signature is the main 
idea of this study. In other words, the detection of the 
owner’s arm or wrist movements is the research topic 
of this study. Therefore, an end-to-end authentication 
solution is designed and implemented on the cutting 
edge of technology for a bank login system. 

Within the scope of this study, a unique data set 
was created and contributed to this academic study. In 
literature, there is no data set published for arm and 
wrist movements aiming to authenticate passwords via 
activity recognition. To address this need, a mobile and 
a smart watch applications were designed and 
implemented to collect data from users. The main 
contribution is to propose a log-in system which 
benefits from state-of-the-art machine learning 
algorithms applied on the data sets with several 
approaches. Also, the resulting accuracy, space and 
time consumption comparisons of these methods were 
made. 
 
 
2. Literature Review 
 

In literature, there are general purpose activity 
recognition studies. Most of them are about full body 
activity recognitions. One of the most popular data sets 

is called UCI HAR data set [7] which is occurred by 
“walking”, “sitting”, “standing”, “lying”, “climbing 
up-stairs” and “climbing down-stairs” actions. This 
data set is generated via accelerometer and gyroscope 
sensors on mobile phone. Another popular dataset on 
this area is “Opportunity Dataset” [8]. 

While these popular data sets are based on whole 
body physical actions, there is one similar study on 
wrist movements [3] as well. However, the data set is 
not publicly published. While this study used classical 
machine learning methods, state of the art deep 
learning methods were evaluated in our study. 
Moreover, we have used a smart watch do achieve 
authorization. 

 
 
3. Theoretical Background 
 
3.1. DTW + kNN 
 

Dynamic Time Warping (DTW) currently exists 
well-known pattern-matching method to measure 
similarity between two time dependent sequences. 
How DTW carries out as a pattern matching technique 
in recognition systems is extracting one template from 
whole data stream and training it as a DTW template. 
Thereafter, computation of the similarity cost between 
two data streams is obtained by substituting vector 
lengths as shown in equation (1). 

 
 DTW = √ (Dx2+Dy2+Dz2), (1) 

 
DTW is the dynamic time wrapping distance in 
Euclidean mode. In this equation it is shown for three 
dimensional vectors. 

K Nearest Neighbours (kNN) is a classification 
algorithm that identifies the k most related gestures 
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among given N training vectors based on feature 
similarity. The algorithm appeals real world data while 
determining model structure instead of obeying 
theoretical assumptions like in linear regression 
models. In Online Accelerometer Gesture Recognition 
using Dynamic Time Warping and K-Nearest 
Neighbours Clustering with Flawed Templates article, 
while DTW is implemented to define similarity 
between two template data streams using distances, 
kNN as a distance-based classifier extracts k nearest 
patterns among all measurements. [1] In this study, 
similarity cost between two different time series data 
collected from accelerometer and gyroscope sensors is 
measured by DTW formula and then classification is 
performed by kNN algorithm. 

 
3.2. LSTM 

 
Long Short-Term Memory (LSTM) has been 

discovered by Hochreiter and Schmidhuber as an 
effective and scalable solution for various machine 
learning problems related with sequential data [2]. 
Experiment results of [2] indicate that Vanilla LSTM 
cells, full back-propagation through time training and 
logistic sigmoid function as activation function, 
performs well on the most of the problems and 
modifications on hyper-parameters such as number of 
hidden nodes, learning rate and hidden layer size have 
great effect on the performance of the system. Below 
figure represents LSTM architecture and its  
back-propagation mechanism. 

 
3.3. CNN 

 
Convolutional Neural Networks (CNN) are one of 

the most common feature extraction and classification 
methods. It is mostly used in computer vision on 
images. The major advantage of CNN is extracting 
features basing on the data-sets without any  
pre-determined functions. In our study, we used CNN 
for time series data by converting them into image 
format [9]. There are used two different kind of CNN 
architectures including 1D CNN and 2D CNN. All are 
generated and trained as from scratch networks. 

 
3.3.1. 1D CNN 

 
Here, an image format is generated from sensor 

data of an action and the convolution is used on only 
one dimension. When the data is 131 filtered sample 
and each sample is occurred by 7 different data (3 acc 
+ 3 gyro + 1 time interval), then the features are 
extracted separately by using the changes on time and 
on sensory data. The architecture of 1D CNNs is 
created and trained from scratch as described in the 
Section 5.2. 

 
3.3.2. 2D CNN 

 
2D CNN uses two dimensions filters on images. It 

is most common CNN usage for machine learning 
models. 

3.4. CNN + LSTM 
 
CNN + LSTM is used as a state-of-the-art 

benchmark on time series data including activity 
recognition and video level computer vision solutions. 
For 2D image input which is our data converted 
version, 1D CNN is used for future extraction and 
LSTM is added at the end of the CNN for 
understanding the behaviour in time. 
 
 
4. System Design 
 

In a login concept, each smart watch account can 
be used as a user name. Recognition result of arm or 
wrist movement can be used as a password. System 
overview is shown in Fig. 1. 

 

 
 

Fig. 1. End-to-end system overview including sensor, 
mobile phone, internet connection and the server  

for analysing and login. 
 
Various challenges are achieved in this study 

including comprehensive system design, data 
collection and organization, implementations of 
mobile applications, data augmentations and from 
scratch implementations of deep learning methods. 
 
 
4.1. Data Collection 
 

There are three different kinds of data sets which 
are collected from two unique aspects: the first one is 
the “no specified action” case. Each user should 
specify his/her own arm movement which will be 
interpreted as a password. They are allowed to create 
their own arm movement like drawing big circle or 
zigzag on the air. This is entirely user specific action. 
Then, the proposed system would determine if this is 
an expected customer or not via the user’s movements. 
This is called a “paraph” data set. A sample from 
accelerometer and gyroscope point of view is seen in 
Figs. 2 and 3. 

Secondly, wrist movements are also used for 
authorization. Each user writes the same word “elma” 
on the paper whilst the smart watch is collecting data 
and consequently it determines the user. These data 
sets are constructed both with left and right handed 
data. A sample for accelerometer and gyroscope for an 
action is shown in Figs. 4 and 5. As it is seen, because 
of small writ movement of writing with a pen, the 
change in range is very small compare to arm 
movements. 
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Fig. 2. Accelerometer measurement of paraph action in time.  
While x-axis represents number of samples, y-axis represents gravity. 

 

 
 

Fig. 3. Shows gyroscope measurements in time. Y-axis represents rad/sec2. 
 

 
 

Fig. 4. Accelerometer measurement of right hand-written action in time.  
While x-axis represents number of samples, y-axis represents gravity. 

 

 
 

Fig. 5. Shows gyroscope measurements in time. Y-axis represents rad/sec2. 
 
 
In this data set 30 different subjects, healthy and 

between the ages of 18-40 years old were involved. 
Each gave data for paraph, left-handwritten and  
right-handwritten data sets 5 times. The sampling 
sensor rate was 50 Hz and each action was captured for 
4 seconds. 

4.2. Pre-processing 
 

Before the implementation, there are pre-process 
steps including filtering, zero padding and separating 
into training and test data sets randomly by protecting 
continuity in ¼ proportion. Also, data augmentation is 
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implemented to extend training set twice. The strategy 
of data augmentation is executed via random shifting 
and random noise adding. 
 
 
4.3. Learning Processes 
 

From the artificial intelligence point of view, there 
is a classification problem with 30 classes. The phases 
of learning system are occurred by two different parts 
called training phase and testing phase. Training phase 
is about generating intelligent model which is 
classification model in this study. Training data, initial 
values and model structure are needed to implement 
this phase. After several iterations, the model is 
prepared. The schema of this phase is shown in Fig. 6. 

 
 

 
 

Fig. 6. Deep learning training process schema. 
 
Another phase of the system is testing. After 

training phase is finished with a determined success 
which is about the error approximation, test could be 
run. For this step, we can get the classification results 
of the test data by using trained machine learning 
model. It can be seen in Fig. 7. Then evaluation could 
be applied this results. 

 

 
 

Fig. 7. Deep learning testing process schema. 
 
 
5. Algorithm Design 
 

For this problem, state of the art deep learning 
techniques [4] are used. All deep learning networks are 
designed and trained from scratch. 1D-CNN is used on 
both time dimension and sensor dimension separately. 
2D-CNN [5] is used after preparing the sensor data as 
image data. CNN+LSTM method is created by 1D 
convolution with 1- Layer LSTM. 2 Layer and  
3 Layer LSTMs are implemented [6] as well. One of 
the most popular time series classical machine learning 
method [3], DTW+kNN is implemented as well, while 
k is 4. Moreover, 4-Cross Fold Validation is used. 

In the implementation of Machine Learning and 
Deep Learning algorithms, Keras and Tensorflow 
frameworks are used in Python 3.7. The data is 
prepared before implementing including zero padding 
and random splitting to train and test datasets in 
proportion of 4/1. Then following machine learning 

and deep learning algorithms are implemented for 
three different data sets by using 4 Fold Cross 
Correlation. 

 
 

5.1. DTW + kNN 
 
DTW and kNN were used together. For DTW, 

Euclidean distance is used. In order to determine k 
value, it is tried from 1 to label size and it is determined 
that k = 5 gives the best accuracies. 

 
 

5.2. CNN 
 
In this work, CNN architecture is used from 

scratch. Also because of the comparison purposes, 1D 
CNN (time), 1D CNN (sensors) and 2D CNN are used. 
In order to use CNN, each single action in dataset 
migrated into image format as 160×7 means 160 time 
stamps and 7 different sensors (pre-features). 

 
 

5.2.1. 1D CNN – Time Convolution 
 
The convolution is used on only one dimension. 

Here, the image is generated from sensor data of an 
action. When the data is 160 sample and each sample 
is occurred by 7 different data (3 acc + 3 gyro + 1 time 
interval), then the features are extracted only by using 
the changes on time series for each channel. The 
architecture is created and trained from-scratch as 
below: batch size: 24; Epoch 130; loss function: 
categorical cross-entropy; optimizer: SGD; learning 
rate 0.01; result metric: accuracy. Input shape is 
131×7; Layer 1: 1D Convolution Layer: kernel size: 3, 
filters: 32, activation function: "relu", stride:2 Layer 2: 
1D Max-pooling: pool-size: 2, stride 1 Dropout:  
0.1 Layer 3: 1D Convolution Layer: kernel size: 2, 
filters: 32, activation function: "relu" Layer 4: Dense: 
node: 100, activation "relu" Layer 5: Dense: 24, 
activation: "softmax". 

 
 

5.2.2. 1D CNN - Sensor Convolution 
 
Here, only sensors have convolution, and time 

series had no convolution with the same architecture. 
It is specified as below: The same network as 1D  
CNN-Time network and parameters used but only 
changes on the input parameters occurred because of 
the convolution direction transposition. Input  
size: 7×131. 

 
 

5.2.3. 2D CNN 
 
The image-formatted data is used as an image here 

in generic 2D CNN. From scratch networks is 
described with the parameters in Keras as below: batch 
size: 24; Epoch 300; loss function: ’categorical  
cross-entropy’; optimizer: SGD; learning rate 0.01; 
result metric: accuracy. Input shape 131×7; Layer 1: 
2D Convolution Layer: kernel size: 3×3, filters: 32, 
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activation function: "relu", stride:1×1 Layer 2:  
2D Max-pooling: pool-size: 2×2, stride 1×1 Dropout: 
0.4 Layer 3: 2D Convolution Layer: kernel size: 3×3, 
filters: 32, activation function: "relu" Dropout:  
0.4 Layer 4: Dense: node: 1000, activation "relu" 
Layer 5: Dense: 24, activation: "softmax". 

 
 

5.3. CNN + LSTM 
 
1D CNN and LSTM were used as a hybrid model 

for this experiment. The aim is feature extraction by 
using CNN on both sensors and LSTM are used for the 
time series behaviour on time line. Batch size: 24; 
Epoch 130; loss function: ’categorical cross-entropy’; 
optimizer: ’Adadelta’; learning rate 0.01; result metric: 
accuracy. Input shape (131,7); The architecture is as 
below: Layer 1: 1D Convolution Layer: kernel size: 3, 
filters: 20, activation function: "elu" Layer 2: 1D  
Max-pooling: pool-size: 2, stride 1 Layer 3: 1D 
Convolution Layer: kernel size: 2, filters: 180, 
activation function: "elu" Layer 4: 1D Max-pooling: 
pool-size: 1, stride 1 Layer 5: Dense: node: 512, 
actiation "elu" Layer 6: Dense: node: 512, activation 
"elu" Layer 7: LSTM: 256 node Dropout 0.2 Layer 8: 
Dense: 24, activation function: "sigmoid". 

 
 

5.4. LSTM 
 
In this study LSTM is used as 2 layer and 3 layer 

LSTM architectures with fallowing parameters batch 

size: 24; Epoch 10; loss function: ’binary  
cross-entropy’; optimizer: ’rmsprop’; learning rate 
0.01; result metric: accuracy. Input shape is 131×7. 

 
 

5.4.1. 2 Layer LSTM 
 
The parameters of the algorithm for each layer is 

shown as following. 1. Layer: LSTM: 32 node, return 
sequence true, stateful true 2. Layer: LSTM: 32 node 
3. Layer: Dense: 24, activation function: softmax. 

 
 

5.4.2. 3 Layer LSTM 
 
The parameters of the algorithm for each layer is 

shown as following. 1. Layer: LSTM: 32 node, return 
sequence true, stateful true 2. Layer: LSTM: 32 node, 
return sequence true 3. Layer: LSTM: 32 node 4. 
Layer: Dense: 24, activation function: softmax. 

 
 

6. Results 
 

Empirical evaluations demonstrate that the results 
are successful from both artificial intelligence and 
security perspectives. In Table 1, test accuracies, 
training durations and updating parameters are shown. 

The accuracy results for the case with data 
augmentation are mostly better than the case without 
data augmentation as seen on the Table 2. 
 
 

Table 1. Results of test accuracy, time and space usage  
for each method and each dataset. 

 
Models Paraph RightHand Written LeftHand Written Duration Updated Parameters

DTW+kNN 89 % 94 % 97 % <1 sec 0 
1D-CNN time conv. 90 % 91 % 96 % 60 sec 206,908 

1D-CNN sensor conv 87 % 91 % 95 % 20 sec 24,412 
2D CNN 83 % 88 % 91 % 15 min 2,050,592 

2-Layer LSTM 90 % 93 % 95 % 4 sec 14,232 
3-Layer LSTM 93 % 96 % 98 % 9 sec 22,552 

1D CNN + LSTM 88 % 91 % 94 % 3 min 1,248,032 
 
 

Table 2. Results of test accuracy, time and space usage for each method and each augmented data set. 
 

Models Paraph RightHand Written LeftHand Written Duration Updated Parameters
DTW+kNN 89 % 95 % 97 % 3 sec 0 

1D-CNN time conv. 91 % 93 % 97 % 100 sec 206,908 
1D-CNN sensor conv 88 % 91 % 93 % 40 sec 24,412 

2D CNN 85 % 88 % 94 % 20 min 2,050,592 
2-Layer LSTM 92 % 93 % 95 % 8 sec 14,232 
3-Layer LSTM 95 % 97 % 98 % 18 sec 22,552 

1D CNN +LSTM 89 % 92 % 94 % 16 min 1,248,032 
 
 

7. Conclusions 
 

As a result, deep learning based solutions are 
successfully proposed and realized to address login 
problem. As it is visible from the empirical 
evaluations, the most suitable deep learning model for 

sensor based activity recognition is 3-Layer LSTM 
due to its high accuracy which is 98 % with acceptable 
space and time consumption compared to the others 
overall. Moreover, it is shown that data augmentation 
is important to improve training processes. 
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Summary: This paper proposes a reformulation of the change detection strategy using an entropy-based criterion. The 
proposed criterion allows to calculate an adaptive threshold, in contrast with the Bayes criterion. Our approach can be used by 
any change detection method based on the (generalized) likelihood ratio. As validation, we propose to consider the entropy 
criterion by applying it to a commonly used change detection technique (Cusum). The approach is illustrated on a well-known 
example of the literature. Finally, this entropy-based change detection is experimentally validated from an extended Kalman 
filter in mobile robotics, using a fault-tolerant fusion methodology. We apply and compare the classical and the proposed (with 
adaptive threshold) techniques to detect sensor faults. We show that our strategy is much more robust with respect to false 
alarms and missed detections. Our fault detection approach with adaptive thresholding leads to a more accurate pose of the 
mobile robot. 
 
Keywords: Entropy criterion, Bayes criterion, Change detection, Adaptive thresholding, Fault-tolerant fusion, mobile 
robotics, Extended Kalman filter. 
 

 
1. Introduction 

 
Nowadays, process supervision occupies an 

important place in quality control, in cooperative 
localization in mobile robotics, etc. Indeed, any failure 
of such processes can reduce performance and have 
serious consequences. The development of statistical 
methods capable of detecting and locating anomalies 
in these dynamic systems as quickly as possible is of 
real interest. 

Continuous efforts have been made in the 
development of robust and effective change detection 
strategies since Shewhart control charts [1]. 
Subsequently, various tools, techniques, approaches 
and their related applications in various fields were 
introduced. In this respect, many statistical process 
monitoring and control techniques use a (generalized) 
likelihood ratio. In particular, this is the case of the 
cumulative sum (Cusum) control charts, initiated by 
E.S. Page [2], and studied by many authors [3], [4] 
thereafter.  

These methods use a fixed predetermined threshold 
[5]. Practically, the choice of the threshold value 
determines the system performances. By considering a 
threshold too low, we are exposed to a large number of 
false alarms; while a too high threshold leads in the 
best of case to a time delay in detection, and in the 
worst case, to a set of missed detections. In order to 
overcome this constraint, we propose in this paper to 
reformulate the detection strategy using an entropy-
based criterion whose properties are compared with 
those obtained by the Bayesian criterion [6], [7]. 

Our approach is flexible because it allows to learn 
automatically, and in real time, the most suitable 
threshold for a given problem. In addition, our 

approach can be used by any change detection method 
based on the likelihood ratio calculation. The proposed 
strategy has a certain robustness with respect to rare 
events, allowing especially its use in in any change 
detection algorithm. We show that our strategy is much 
more robust with respect to false alarms and missed 
detections. 

This paper is organized as follows. Section 2 
presents a detection methodology based on an entropy 
criterion, to determine an adaptive threshold that can 
be applied to any likelihood ratio method. The 
following section details the Cusum algorithm, which 
is a commonly used change detection technique. Our 
entropy-based approach, associated with this detection 
technique, is then applied to a well-known example of 
the literature. Section 4 presents an experimental 
validation on real data from a mobile robotics 
platform. We propose a fault-tolerant fusion 
methodology based on an extended Kalman filter. 
 
 
2. Detection Based on an Entropy Criterion 

 
In this section, a reformulation of the detection 

strategy using an entropy-based criterion is proposed. 
The properties of the entropy-based criterion are then 
compared with those obtained by the Bayesian 
criterion [6], [7]. 

 
2.1. Entropy-based Criterion 

 
Based on observations from 𝑁  sensors, the 

detection theory addresses the problem of 
discriminating a finite number of hypotheses. In the 
context of a binary detection: 
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 𝐻 is the true hypothesis. It takes two possible values 
𝐻  and 𝐻 . 

 Based on the knowledge of the vector of 
measurements 𝑦 𝑦 , 𝑦 , … , 𝑦  issued from a 
vector of sensors 𝑌 𝑌 , 𝑌 , … , 𝑌 , a final decision 
𝑢  is taken. It has two possible values 0 or 1, 
depending on whether 𝐻  is considered to be 
𝐻  or 𝐻  (Fig. 1). 
The prior probabilities 𝑃  and conditional 

probability densities 𝑝 𝑦 , 𝑦 , … , 𝑦 /𝐻  (𝑗 0,1) are 
assumed to be known for each hypothesis. 

Furthermore: 
 𝑃 𝑃 𝑢 1/𝐻  is the probability of detection. 
 𝑃 𝑃 𝑢 1/𝐻  is the probability of false 

alarm. 
 
 

 
 

Fig. 1. Detection system. 
 

The optimization criterion chosen in this work is 
the minimization of the part of 𝐻  which is not 
explained by the final decision  𝑢 . This quantity is 
defined as the Shannon's conditional entropy ℎ 𝐻/𝑢  
[8]–[10]: 
 

ℎ 𝐻/𝑢 𝐸 log
1

𝑃 H / 𝑢
 

 ∑ 𝛼 log
 

 
𝛽 log

 ∈ ,   (1) 

 
with:  
 

  
𝛼 𝑃 𝑃

𝛼 𝑃 1 𝑃
𝛽 1 𝑃 𝑃

𝛽 1 𝑃 1 𝑃   (2) 

 
Minimizing ℎ 𝐻/𝑢  then consists in minimizing 

a mean risk whose costs are not constant (unlike the 
Bayesian criterion), but depend on the posterior 
probabilities. 

Taking into account the following notation: 
 

 
𝐶 log

 

 
𝐶 log

 

 

𝐶 log
 

 
𝐶 log

 

 

 (3) 

 
And under the reasonable assumption that 𝐶

𝐶  and 𝐶 𝐶 , the decision rule can be expressed 
as a likelihood ratio: 
 

 
/

/  

𝑢 1
≷

𝑢 0
  

𝜆 (4) 

 
This structure is similar to that obtained by the 

Bayes or Neyman-Pearson criterion. In this entropy-
based approach, the costs are not constant, but depend 
on the posterior probabilities. 

An exhaustive search could be proposed to find the 
optimal value 𝜆∗ of the threshold. It consists in testing 
all the possible values of the threshold λ and keeping 
only the value minimizing ℎ 𝐻/𝑢 . In most cases, a 
gradient-based technique is preferable [11]. 

 
 

2.2. Entropy-based Criterion Properties 
 
In this section, a simple example is chosen. It 

makes it possible to highlight interesting properties of 
the entropy optimization. 

This example consists in optimizing a detector 
associated with a single sensor for which conditional 
probability densities are Gaussian 𝑝 𝑦/𝐻 𝒩 𝑖, 1    
𝑖 0,1. This results are compared to those obtained 
using the Bayes criterion for which the costs are 
commonly set at 𝐶 𝐶 0 and 𝐶 𝐶 1. 

Fig. 2 (a) represents the ROC (receiver operating 
characteristic) curve defined by the detection 
probability 𝑃  as a function of the false alarm 
probability 𝑃 . One point of this curve corresponds to 
a unique value of the parameter 𝑃 . 

 

 
(a) 

 
(b) 

 
Fig. 2. (a) ROC curve; (b) Error probability –  

according to 𝑷𝟎. 
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Note that the entropy-based criterion allows the 
reduction of the set of potential values of 𝑃  and 𝑃  
(smaller arc): it is therefore a robust criterion with 
respect to 𝑃 . In particular, when 𝑃  is close to 0 or 1, 
the ROC curve remains close to the ideal point  
(𝑃  = 0, 𝑃  = 1). This is not the case with the Bayesian 
criterion: when an event is rare (e.g. faults, 𝑃  tends  
to 1), the Bayes criterion neglects this event. The 
entropy-based criterion takes this event into account 
significantly, to the detriment of the error probability, 
maximized, by definition, by the Bayes criterion  
(Fig. 2 b). 

 
 

3. Change Detection: Cumulative Sum 
 
The Cusum charts are typically used for monitoring 

change detection. They are effective in detecting small 
changes in the mean of a process. 

When the process is under control, the ith 
measurement 𝑥  is issued from a normal distribution 
with a mean 𝜇  and a standard deviation 𝜎. The Cusum 
algorithm works by accumulating deviations from 𝜇  
that are above (resp. below) the target  𝜇  with a 
statistic 𝐶  (resp. 𝐶 ). These statistics are called the 
Upper and Lower Cusum respectively: 

 

 
𝐶 max 0, 𝑥 𝜇 𝐾 𝐶

𝐶 max 0, 𝑥 𝜇 𝐾 𝐶
 (5) 

 
with: 𝐶 𝐶 0. 

𝐾 is the reference value (or tolerance threshold). It 
is often chosen halfway between the target 𝜇  and the 
out-of-control value of the mean 𝜇 (the mean for 
which we consider that the process is out of control). 

If either 𝐶  or 𝐶  exceeds the threshold  𝐻 , the 
process is considered out of control. The value of this 
threshold is often determined without any real 
justification (apart from an experimental justification). 
However, the chosen value will condition the 
performance of the Cusum. A typical value of 𝐻  is 
usually defined as five times the standard deviation 𝜎 
of the process. 

We propose to apply the entropy-based criterion to 
the Cusum algorithm using the well-known example of 
Douglas C. Montgomery [12] page 401, consisting of 
30 observations. The first 20 observations were 
randomly drawn from a normal distribution 𝒩 10; 1 ; 
while the last 10 observations were drawn from a 
normal distribution 𝒩 11; 1 . 

Fig. 3 shows the Upper Cusum 𝐶 (black), the fixed 
threshold used by [12] (red), and the adaptive threshold 
calculated iteratively (blue) using the entropy-based 
criterion presented in the previous section. 

Note that we get a few false alarms in the first five 
observations. Indeed, the threshold can not be learned 
with a minimum of observations. From 7 observations, 
the threshold becomes stable, then it decreases slowly 
(the conditional entropy then increases). To avoid such 
false alarms, a solution is to initialize (at time t=0) the 
threshold to a predefined value (e.g. 5). 

Using a fixed threshold, the model change is 
detected only from the 29th observation using Cusum. 
While, in our approach, we detect the model change 
from the 23rd observation, i.e. two steps after the 
model change. Therefore, our approach detects the 
model change more efficiently (faster) and without 
prior knowledge of the detection threshold. 

 
 

 
 

Fig. 3. Cusum results with fixed/adaptive threshold. 
 
 

4. Application to Mobile Robotics 
 
In this study, we consider a mobile robot 

(TurtlebotTM) equipped with two differential wheels, 
and two freewheels for the stability enhancement  
(Fig. 4). 

 
 

 
 

Fig. 4. Mobile robotic platform. 
 
 

The robot is equipped with a set of sensors, such as 
wheel encoders, a 2D-laser scanner RPlidarTM and an 
indoor navigation system MarvelmindTM. 

The main objective is to achieve the accurate pose 
of the robot by using measured data from the 
embedded sensors (that may be disturbed at any time).  
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The state of the robot at time step k is denoted as 
𝑋 𝑥 𝑦  𝜃  , where 𝑥, 𝑦  and 𝜃  denote the 
robot’s position and orientation, respectively, in a 
fixed global coordinate system.  

The discrete-time motion model is given by: 
 
 𝑋 𝑓 𝑋 , 𝑈 𝜔   (6) 
 
where 𝑓 is a nonlinear function, and 𝜔   is the noise 
associated with the state model, considered as a white 
Gaussian noise (WGN) of zero mean value and 
covariance matrix 𝑄 . 𝑈  is the input vector, i.e. the 
linear and angular speeds. 

In the state estimation context, we propose to apply 
an extended Kalman filter (EKF) [13], which works in 
two steps: 

First, consider the prediction step: 
 

 
𝑋 / 𝑓 𝑋 / , 𝑈

𝑃 / 𝐹 𝑃 / 𝐹 𝐺 𝑄 𝐺 
 𝑄

  (7) 

 
where: 
 𝑃 /  is the predicted (prior) covariance matrix. It 

is a measure of the accuracy of the predicted 
state 𝑋 / . 

 𝐹 |
/

 and 𝐺 |  are the Jacobian 

matrices. 
 𝑄  is the covariance matrix associated with 

measurement noise related to the input vector [14]. 
Consider now the update step: 
The pose of the robot is obtained from the Indoor 

navigation system and from the Laser sensor using the 
ICP algorithm [15]. The observation vector can be 
written in the following form: 

 
 𝑍 𝐻. 𝑋   (8) 
 
Therefore: 
 

 

𝐾 𝑃 / 𝐻 𝐻 𝑃 / 𝐻 𝑅

𝑋 / 𝑋 /  𝐾 𝑍 𝐻. 𝑋 /

𝑃 / 𝐼  𝐾 𝐻 𝑃 /

 9  

 
where 𝑃 /  is the updated (posterior) covariance 
estimate. It is a measure of the accuracy of the 
estimated (updated) state 𝑋 / . 𝐾  is the near-optimal 
Kalman gain. And 𝐻 is the observation matrix. 

At each step 𝑘 of the EKF, a residual is defined as 
follows: 

 
 𝑅𝑒𝑠 𝑍 𝐻. 𝑋 /              (10) 

 
The proposed change detection method applied to 

each component of 𝑅𝑒𝑠  makes it possible to detect a 
significant difference between the raw measurement 
given by the sensor and the datum issued from the 
predicted state. This faulty sensor is then excluded 
from the EKF. 

The experiment lasts 220 seconds. The robot 
follows a simple circular trajectory with a diameter of 
2 meters. The laser sensor data are disturbed by a WGN 
𝒩 0.05; 𝜎 0.05  over the period 125-155 seconds. 
At each step 𝑘 , the Cusum technique with/without 
adaptive threshold is applied to each residual in order 
to detect and isolate a sensor fault. Fig. 5 (a) represents 
the corresponding residual. Fig. 5 (b) shows the results 
obtained with the Cusum method using a fixed 
threshold (red) and using an adaptive threshold issued 
from entropy criterion (blue). 

 
 

  
(a) 

 

  
(b) 

 
Fig.  5. (a) Laser sensor residual; (b) Cusum results  

for the data issued from the laser sensor. 
 
 

Note that the fixed threshold technique missed some 
detections. One solution would be to decrease the 
threshold, but in this case, false alarms could be 
generated. On the other hand, our adaptive threshold 
makes it possible to avoid these missed detections, thus 
showing an obvious robustness of our approach. 

Fig. 6 shows the Y-coordinates obtained from the 
laser sensor (red) and the estimated trajectory after 
detection and exclusion of the faulty sensor (black). 
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Fig.  6. Estimated trajectory - after detection and 
exclusion of the faulty sensor. 

 
5. Conclusion 
 

In this paper, we presented a reformulation of the 
change detection strategy using an entropy-based 
criterion. The advantage of our approach is to 
determine an adaptive threshold that can be used by 
any change detection technique based on the likelihood 
ratio, such as Cusum control charts. 

Our method has been validated on a well-known 
example of the literature. The model changes are 
detected more efficiently (faster), and without prior 
knowledge of the detection threshold. In addition, this 
entropy-based change detection makes it possible to 
propose a fault-tolerant fusion methodology. This is 
illustrated from an EKF in the context of mobile 
robotics. We applied and compared the change 
detection method with a predetermined threshold and 
the proposed approach to detect and remove faulty 
sensors: our strategy is much more robust with respect 
to false alarms and missed detections. 
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Summary: Deep learning, DL, is an old technique that has gained momentum since 2012 due to successes in image recognition 
competitions such as ImageNet. DL-based image recognition is also deployed in safety-critical functions of autonomous cars 
and ships. Car accidents have exposed DL’s lack of robustness to irregular events like unusual image objects. Research has 
also exposed how easy it is to fool a DL with manipulated images or manipulated physical objects, and that it can also make 
high confidence mistakes. High confidence mistakes is of a particular concern to autonomous shipping where we foresee a 
remote, land-based human operator in the loop who can intervene if warned. A high confidence mistake will by definition not 
generate a warning to the human operator. This study presents examples of high confidence mistakes from the maritime sector, 
and then proceeds with a review of methods that might be applicable in trying to understand why DL systems make high 
confidence mistakes in image recognition. 
 
Keywords: Deep learning, Safety-critical systems, Autonomous vehicles, High confidence mistakes, Autonomous ships, 
Functional safety. 
 

 
1. Introduction 
 

Autonomous systems are becoming an increasing 
part of our society. The development of autonomous 
vehicles promises economic benefits for society, for 
example driverless taxis and buses. Driverless cars 
may also reduce accidents since human drivers make 
mistakes. Likewise, autonomous shipping promises 
both cost savings and increased safety, but there are a 
number of challenges to be solved, including a reliable 
situational awareness function [1]. 

For autonomous ships, correctly classifying 
sailboats, kayaks and other objects at sea, is a challenge 
as they may have different colors, shapes, etc., and 
must be detected under varying weather and light 
conditions, including high waves, fog, rain, and dark. 

In this paper, we first provide some maritime 
business context in Section 2. Section 3 presents some 
general problems with Deep Learning (DL), whereas 
Section 4 proceeds to show some examples of 
misclassifications from the maritime sector. Section 5 
gives a short overview of techniques to understand and 
possibly debug DL-based object classification 
systems, with a focus on the emerging field of 
”Explainable AI” but also mentioning techniques from 
other fields that may be relevant in the context of 
assuring safety-critical components. We conclude and 
propose some further work in Section 6. 

 
 

2. Maritime Business Context 
 

DNV GL is a provider of assurance services for 
safety-critical assets including ships, oil rigs, and 

energy transmission systems, ensuring functional 
safety of physical as well as software assets. 

There are currently several maritime industrial 
projects seeking to pilot the implementation of 
remotely operated or autonomous ships with reduced 
or no manning [2, 3]. One of the major technical 
challenges for autonomous ships is to have a correct 
situational awareness to ensure safe navigational 
decisions and actions [1]. Correct classification of 
objects in images is one of the major inputs for 
situational awareness, and therefore it is a critical 
component. From this follows that assurance of the 
object classification technology component is crucial. 

Currently, DNV GL is developing assurance 
services for of DL-based systems [4, 5], and the 
company is investigating several of the issues related 
to DL, including the lack of explainability [6], and the 
lack of prior knowledge [7]. 

 
 

3. DL Problems in Situational Awareness 
 

Deep learning (DL) is deployed, or planned 
deployed, in safety-critical functions such as for 
situational awareness where image recognition 
systems is a critical component. DL is an old technique 
that has gained momentum since 2012 due to successes 
in image recognition competitions such as  
ImageNet [8]. 

However, the accident with the autonomous Uber 
car have also revealed the vulnerability of Deep 
Learning-based image recognition. The accident on 
May 18th 2018 with an Uber self-driving car, which 
resulted in the death of a 49-year-old female was such 
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an incident. She was walking her bicycle, and 
recognized neither as a pedestrian nor as a cyclist [9]. 

Such accidents have exposed DL’s lack of 
robustness to irregular, rare situations like unusual 
image objects (sometimes termed “out-of-distribution” 
[10]). Research has also exposed how easy it is to fool 
a DL with manipulated images or manipulated 
physical objects [11]. Fig. 1 is such an example. In the 
left photo, the face was correctly classified as the AI 
pioneer and late MIT Professor Marvin Minsky. In the 
manipulated image, the object was classified as 
”female entertainer”. We observe that in the right 
photo, a smaller portion of the face was used to make 
the classification (white bounding box). 

Finally, a DL also makes high confidence mistakes 
[12] which we explain more in the next section. 
 
 

 
 

Fig. 1. Easy-to-fool example: Marvin Minsky, original  
and manipulated photos. 

 
 

4. High Confidence Mistakes Examples 
 

High confidence mistakes is of a particular concern 
to autonomous shipping where we foresee a remote, 
land-based human operator in the loop who can 
intervene if warned. A high confidence mistake will by 
definition not generate a warning to the human 
operator as it is not viewed as an uncertain or 
unrecognized object by the DL-system. 

This section provides examples of high confidence 
mistakes, mostly from the maritime area. One of the 
crucial tasks in situational awareness is to detect and 
classify objects on the sea surface correctly. 

Fig. 2 is an example of a high confidence mistake 
[13]. The reason of the misclassification in Fig. 2 of a 
kayak as a motor vessel has not been investigated, but 
we speculate that the ”training” data was unbalanced, 
in the sense that the data contained many more images 
of motor vessels than of kayaks. We know from other 
studies in DNV GL that an image classifier will tend to 
classify an object towards the class of which there is 
most training data [14]. 

In another study, supervised by DNV GL, a Faster 
R-CNN convolutional neural network was developed 
as a single-class detector for detecting boats in images 
[15]. Some examples are shown below. Fig. 3 shows 
another example of a high confidence mistake where 
the building on the quay is classified as a boat with a  
99 % score. 

 
 

Fig. 2. High-confidence mistake example: a kayaker  
in a kayak classified as a motor-vessel with 98 % score. 

 
The image in Fig. 3 is a single frame in a video 

stream. Fig. 4 shows that the confidence has dropped 
to 31 % in another of the video frames. The differences 
between these two frames is minor and due to the boat 
on which the video camera is mounted is moving 
forward. This points to another issue with situational 
awareness: it is quite unstable. Kamsvåg [16] found 
that most of the detections originated from the 
surroundings, such as from houses or structures in the 
vicinity, rather than from the actual targets, the boats. 
Kamsvåg suggested that these high confidence 
misclassifactions could be reduced by adding 
”background” classes such as house, building, car and 
so on. One issue we see with his suggested approach, 
is the ”and so on”. Which ”background” classes and 
how many would we need to ensure a robust 
classification of boats? 

 
 

 
 

Fig. 3. High-confidence mistake example: a building  
on the quay classified as a boat with 99 % score. 

 
 

 
 

Fig. 4. Lower confidence example: the building on the quay 
is classified as a boat with 31 % score. 
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5. Techniques for Understanding a DL 
 

High confidence mistakes give reason to distrust in 
DL systems. For safety-critical functions, 
understanding the working of the models and why they 
predict the values they do, is key to assessing and 
improving their trustworthiness. For example, in the 
case of the Uber self-driving car accident, we want to 
know why the woman killed was recognized neither as 
a pedestrian nor as a cyclist [9] in order to improve the 
image classification system and inspire confidence in 
it again. To verify a DL algorithm, it is therefore 
necessary to explain how it works. 

The opacity of black box neural networks has been 
a major focus of discussion in the last few years [17] 
[18], with respect to the lack of understanding and 
therefore “debuggability”. This awareness has given 
rise to many initiatives aiming at mitigating this  
black-box problem, trying to understand the reasons 
for decisions taken by systems. These include the 
"ACM Statement on Algorithmic Transparency and 
Accountability", Informatics Europe's "European 
Recommendations on Machine-Learned Automated 
Decision Making" and the EU's GDPR regulation 
which introduces, to some extent, a right for all 
individuals to obtain "meaningful explanations of the 
logic involved" when automated decision making 
takes place. One of the first activities of the newly 
established European Commission’s High Level 
Expert Group on Artificial Intelligence has been to 
prepare a draft report on ethics guidelines for 
trustworthy AI [19]. The European Union has issued a 
“Draft Ethics Guidelines for Trustworthy AI” [26] that 
lists a number of requirements for trustworthy AI that 
include robustness, safety, and transparency. 

We argue that explainability is key to fulfilling 
these three requirements. Interpretability or 
explainability is the degree to which a human can 
understand the cause of a decision [27]. This is a young 
and emerging field of research, with DARPA as a 
notable player, in Explainable Artificial Intelligence 
(XAI) [28]. 

In classical software engineering, the V-model 1 
recommends several verification & validation steps at 
each stage of the software development for the 
different software artefacts. The design and the source 
code are two of the artefacts produced in software 
engineering, and verification of the design 2 , and 
inspection of the source code, are two methods that 
give insight into the internal workings of the system, 
and thus contributes to explainability. When the 
behavior of the software is explicitly designed and 
coded, it is possible to understand the behavior by 
inspecting the design and code, and we can therefore 
use white box methods for the investigation. 

Unfortunately, the behavior of software based on 
statistical algorithms is not explicitly designed and 
coded but rather is a result of the “training” data. A DL 

                                                           
 
1 https://en.wikipedia.org/wiki/V-Model_(software_development). 

is a statistical algorithm that to a large extent is 
therefore a black box technology not lending itself 
easily to white box methods that help us understand the 
behavior. 

There is a “grey box” zone between a black box and 
a white box. In a white box, all behavior is explicitly 
specified, designed, and coded. We have full 
transparency. With a black box system, all we know 
about the system behavior, is derived from the test 
cases. We input a stimulus and observe a response. 

For image classification systems, we input a test 
image of a known class and observe the system’s 
classification. If the test image was a boat, and the 
system classifies it as a boat (true positive) the test is 
passed. If the boat was classified as a house (false 
negative), or if the test classifies a house as a boat 
(false positive), the test fails, but we want to know why 
it failed in order to know how to improve the classifier, 
other than the brute force approach which is to increase 
the training set and tune DL hyperparameters and then 
test again, but without any guidelines on what kind of 
training data or what kind of tuning that would 
improve the classifier. Finding out what kind of 
training data that is missing may be viewed as the 
equivalent of bug detection a traditional software 
system. 

For black box models like DL’s, there are 
assessment methods that can help understand how it 
works and give some clues on the degree of confidence 
we might have in the system. A study in DNV GL 
evaluates a number of potentially useful tools, methods 
and practices that to some extent open up the DL black 
box into a more grey box, e.g. DeepLIFT [20], LIME 
[21], IOFP [22], SHAP, and GSM [23, 24], and more 
[5]. Lundberg and Lee introduce the framework SHAP 
and in addition provide a good overview of related 
approaches like LIME and LRP [25]. 

A key question in explainability of a DL-based 
image object classifier is how do we find out what are 
the most important features, e.g. the most important 
pixels (at the lowest feature level) used to classify the 
image object, and how can this information be used to 
debug and improve the algorithm and training data? 

Visualisation of deep learning networks for image 
analysis is one approach and includes methods like 
heat maps, attention maps and the like [29, 30]. 
Heatmapping is one of the approaches that currently 
are gaining momentum. Bach et al. [31] developed the 
Layer-wise Relevance Propagation (LRP) technique. 

Fig. 5 shows an example of heatmapping a 
handwritten digit. It was classified correctly as a ”3”, 
and the 2nd and 3rd choices were ”2” and ”8”, 
respectively. The red pixels indicate which pixels were 
most relevant or important in classifying it as a ”3”, 
and the blue pixels indicate which pixels are most 
negatively relevant. We observe that it is not the pixels 
within the shape of the ”3” that seem most important. 
There are few red pixels inside the shape of the ”3” that 

2 As an aside, verification of ship design drawings is a central part 
of the ship approval process. 
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match the white pixels in the left image. One 
interpretation is that the classifier puts importance to 
pixels that rather differentiates it from for example an 
”8”. The red pixels in the left gap of the ”3” are not 
pixels within the white pixels constituting the ”3” but 
rather black pixels outside the ”3”. One interpretation 
of the blue pixels at the lower end of the digit is that 
this part differs from a typical shape of a ”3”. 

 
 

 
 

Fig. 5. Example of heat maps on image recognition  
of hand-written numbers (http://heatmapping.org/). 
 
 
Montavon et al. [32] provide a tutorial on 

explanability methods applicable to DL that include 
many of the methods presented in Kazemi and 
Lindberg [5] but includes additional methods, e.g. 
Taylor decomposition, and backward propagation 
techniques like LRP and deconvolution. 

The above heatmapping exercise of digits suggests 
that the DL emphasises features that differentiate 
between digits rather than features of the digit itself. 
This then seems to suggest that we need to know all 
classes beforehand that all object types encountered 
must be known. Otherwise, there might be a high risk 
of high confidence mistakes. The single-class 
classifier’s classification of the building on the quay as 
a ”boat” also supports this interpretation of how a DL 
”sees” an object. 

Heatmaps highlight which pixels of the input image 
most strongly support the classification decision, but 
then a question is how this knowledge can guide us in 
the ”debugging”, especially of high confidence 
mistakes. One obvious debugging is to ensure that all 
classes that might be encountered are represented in 
the training data. 

Another and more difficult debugging is to find out 
how many more examples and variations within the 
class are needed of a given class for robust 
classification. Humans are good a generalising and 
abstracting from a few examples whereas DL’s are not. 
Rather, DL is data hungry. 

As for safety-critical systems, the contribution of 
DL explainability methods like heatmapping need 
further scrutiny. Compliance with functional safety 
standards is one means of providing trust and 
confidence in a system. In the IEC 61508 functional 
safety standard 1 , both white-box and black-box 
knowledge of the object to be certified is required. For 

                                                           
 
1 https://www.iec.ch/functionalsafety/  

example, IEC 61508, Table B.2, “Dynamic analysis 
and testing”, require white-box techniques such as 
“boundary value analysis” and “equivalence classes 
and input partition testing”. These techniques are 
currently not applicable to DL since the behavior is not 
explicitly programmed in the software code. 
Therefore, IEC61508 states that AI/ML is not 
recommended for safety-critical functions. 

Compliance with safety standards is usually among 
the building blocks in a safety case, which is one of the 
most important deliverables for creating confidence in 
safety-critical systems, e.g. in industries like railway, 
aerospace, and oil&gas. 

 
 

6. Conclusions and Further Work 
 

We assume that general autonomous ships are far 
into the future, whereas semi-autonomous ships in 
controlled and restricted environments seem feasible 
even in short term, with a remote, land-based human 
operator in the loop who can intervene if warned. 

There are several challenges related to a having a 
robust situational awareness. Correct object 
classification in images is one crucial challenge, and 
classifying wrongly with a high confidence (or high 
score/probability) puts safety at stake. To resolve high 
confidence mistakes and increase trust in such 
systems, we first need to understand why they are 
made in the first place to be able to correct the 
mistakes, to debug, that is. 

The emerging field of explainable AI proposes 
already many techniques. In particular, we see some 
benefit in heat maps, and further work is to evaluate 
heat maps on our database of maritime video frames 
with classified objects. 

Assurance of DL-based safety-critical autonomous 
systems will of course require many additional 
techniques from other fields such as safety engineering 
and software engineering. 
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Summary: The accurate diagnosis of the health conditions of rotating machineries remains a challenge to various industry 
and research facilities. One of the most common failure of the rotating machines is the bearing failure. The timely detection of 
the incipient fault and failure location are critical to achieve successful diagnosis and prognosis of rotating machinery. In 
traditional maintenance scheme, the components of the machine are inspected based on a prescribed interval. However, as the 
machinery becomes more complex, the time-based maintenance schedule cannot satisfy the demand of the industry. With the 
booming of the machine learning and artificial intelligence, more learning based techniques are combined with signal 
processing techniques to address the limitations of the non-adaptive parameter and improve the training efficiency. Some of 
the state-of-the-art bearing diagnostic algorithms are reviewed with suggestions of the direction of future research. 
 
Keywords: Adaptive algorithm, Artificial intelligence, Ball bearing, Fault diagnosis. 
 

 
1. Introduction 
 

As the newly developed artificially intelligence and 
signal processing techniques emerge, an increasing 
number of research have been dedicated to 
implementing intelligent algorithms to prolong the 
lifespan of rotating machinery and prevent accidents. 
One of the major challenge machinery industry 
encounters frequently is the failure of bearing 
components. In the early days, the time-based 
preventive maintenance is widely implemented 
because of the advantages of ease of planning and 
reduction of catastrophic failure. However, a small 
amount of unforeseen failure could still occur before 
the maintenance interval. A preventive maintenance 
scheme is demanded across various industries. With 
the introduction of condition-based monitoring 
(CBM), the occurrence of catastrophic events and 
maintenance cost has effectively reduced by 60 %. The 
key to the successful implementation of CBM hinges 
on the accurate diagnosis of machinery fault. Over the 
last few decades, various signal processing techniques 
and machine learning algorithms have been 
implemented by industry and researchers to increase 
the diagnostic accuracy. The diagnosis of the vibration 
signal from the machinery is one of the most popular 
methods to use because of the low cost, accuracy, and 
wide applicability. The classical methods to perform 
the diagnosis can be divided into three categories: time 
domain analysis, frequency domain analysis, and  
time-frequency analysis. In general, the time domain 
signal reveals the trend of degradation, and the 
frequency domain signal indicates the fault location. 
By the combination of these two analyses, the  
time-frequency analysis is more preferable among the 

three domains. However, the existing methods without 
intelligent algorithms require human intervention in 
parameter tuning, and most of the algorithms are not 
self-adaptive to changes of the vibration signal. With 
the advancement of machine learning algorithms, such 
as neural network (NN), support vector machines 
(SVM), dictionary learning and Bayesian hierarchical 
modeling, were implemented to facilitate the diagnosis 
of machinery fault with big data. Various 
improvements based on existing methods such as 
empirical mode decomposition (EMD) and wavelet 
transform are also proposed. Those machine learning 
algorithm tackles the challenges where the traditional 
methods fail to address. By effectively extract features 
from the vibration signals, the machine learning 
algorithms learn the underlying structure and 
characteristics automatically from observed signals. 
Additionally, some of the techniques are more 
effective to a specific signal than the others. In this 
paper, the latest abovementioned methods will be 
reviewed to provide a general guideline of selecting 
appropriate diagnosis method. In addition, a few 
recently developed methods utilizing the advantages of 
intelligent algorithms will be included to provide new 
research directions in the implementation of intelligent 
methods in signal processing. 
 
 
2. Various Techniques 
 

Neural network (NN) is one of the earliest  
self-learning algorithm implemented to solve problems 
from complex systems. In the early documented 
research, neural network has been implemented as a 
classification tool to diagnose the health condition of 
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machines [1]. However, the application is only limited 
to distinguish defective bearings from healthy bearing. 
In addition, the developed algorithm is very sensitive 
to the location of fault, types of bearings, and actual 
running condition of bearings. Gebraeel et al. and 
Huang et al. implemented the NN in predicting the 
remaining life of bearings in [2, 3]. The algorithm 
shows good prediction result for the same type of 
bearings tested under overloading condition as shown 
in Fig. 1. 

 

 
 

Fig. 1. Proposed model in comparison with tradition L10 
model [3] 

 
However, the generalization of this technique used 

for various type of bearings is uncertain. Most of the 
early documented research focuses on diagnose single 
fault on specific loading conditions. Later research 
focuses on combining newly developed preprocessing 
techniques with intelligent algorithms to improve the 
efficiency of the algorithm while minimizing the 
sacrifice of the accuracy of prediction. Prieto et al. 
implemented the curvilinear component analysis 
(CCA) as a selection tool to distinguish most important 
features extracted from bearing signal. By using the 
combined CCA and NN, they have extend the 
capability of the algorithm into identifying different 
types of fault under loading conditions with small 
variations [4]. Moura et al. implemented principal 
components analysis and NN to study the degradation 
severity of bearings with artificially introduced defect 
[5]. Two loading conditions and frequencies are 
considered in the validation of the proposed algorithm. 
However, the actual applicability of the proposed 
method has not been validated as the artificially 
introduced defect does not necessarily represent the 
actual defect in bearings. Bin et al. implemented 
empirical decomposition in combination with NN to 
identify failure mode of rotating machines [6]. The 
method is successful in diagnosing various type of 
failures. However, the multi failure scenario testing is 
not included during the study. Lu et al. developed a 
wavelet neural network to predict the remaining life of 
bearings [7]. The method is easy to implement, 
however, the error percentage could be large under 
certain operating conditions of the bearings as shown 
in Table 1. 

A more detailed classification algorithm need to be 
added to improve the model performance in the future 
studies. 

 

Table 1. Prediction result [7]. 
 

 
 

In the recent years, deep learning NN has been 
applied to the various bearing fault diagnostic 
application to improve the signal to noise ratio and 
enhance the prediction accuracy. In addition, the 
automatic feature extraction features of deep learning 
algorithms significantly reduce the interruption 
required for offline diagnosis. With several algorithms 
aiming to improve the computation efficiency, the 
deep learning algorithm has become more favorable in 
analyzing vibration signals. Gan et al. developed a 
hierarchical network capable of predicting types of 
fault and defect severity [8]. The method overcame the 
ambiguous classification difficult resulted from 
traditional NN and support vector machines as show in 
Fig. 2. 

 

 
 

Fig. 2. Improved classification by deep learning [8]. 
 

Jia et al. proposed a deep learning algorithm that is 
capable of adaptation and solving highly non-linear 
problem in condition monitoring of rotating machinery 
[9]. The algorithm considers the fault location and 
defect size from bearing vibration data. In addition, 
improved accuracy is achieved by the added layers. 
Guo et al. proposed a deep convolution neural network 
for bearing fault classification and fault size 
identification in [10]. The method shows similar 
improved result in comparison to [9]. But it employed 
an adaptive learning rate and implemented more layers 
of the network. Other similar deep learning implement 
in bearing diagnosis can be found in [11-13]. The most 
challenging part of the deep learning algorithm is the 
parameter tuning. The future study will be focusing on 
improving computation efficiency, develop new 
algorithm to determine best network structure and 
parameters. 

Dictionary learning, originally developed to 
process multi-dimensional data [14], is another 
efficient processing techniques for detecting the 
bearing fault at the early stage [15-17]. Its performance 
is highly dependent on the dictionary selection. 
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Although various algorithms exist to compute the 
dictionaries required to process the vibration signal, 
most of the algorithms are computationally heavy, 
which prevents the online application of dictionary 
learning. Adaptive algorithm combined with 
dictionary learning has been shown as an efficient 
signal processing technique of bearing diagnosis. Liu 
et al. implement dictionary learning for fault 
classification in [16]. The algorithm demonstrate good 
classification accuracy and robustness to varying 
loading conditions. Lu et al. proposed a dictionary 
updating scheme using the weighted least square to 
reduce the computation effort during the updating 
scheme of dictionary learnings in [17]. It can be seen 
from Fig. 3 that a dictionary without updating is not 
suitable to diagnose the added harmonics of the fault 
frequency. The adaptive algorithm replaces the tedious 
training stage of dictionary learning and can be used to 
update the dictionaries with newly acquired signal 
from the system. 

 

 

 
 

Fig. 3. Adaptive dictionary learning for bearing  
diagnosis [17]. 

 
Zhou et al. implemented a shift-invariant 

dictionary learning in combination with hidden 
Markov model to improve signal to noise ratio and 
distinguish failure mode [18]. Smith and Elad 
proposed a new dictionary updating algorithm in [18] 
to improve training speed and accuracy. More effective 
dictionary updating and parameter tuning algorithms 

still need to be developed to reduce the computation 
effort and improve the accuracy of diagnosis. 

Empirical mode decomposition was initially 
developed to process nonlinear and non-stationary 
time series data [19]. It is still considered as one of the 
most popular diagnostic techniques nowadays [20]. 
Lei et al. wrote a comprehensive review for the 
evolution of the EMD algorithm in fault diagnosis in 
[21] with different variation of the EMD algorithm and 
their applications demonstrated. One of the most 
common issue with the EMD is the mode mixing. The 
complete ensembled empirical mode decomposition 
method (CEEMD) uses the white Gaussian noise to 
solve the mode mixing problem [22]. The 
reconstruction error of the original signal is 
significantly reduced as shown in Fig. 4. 

 

 
 

Fig. 4. Reconstruction error between EEMD  
and CEEMD [22]. 

 
The key to successfully implement the CEEMD 

method is selecting the right magnitude and standard 
deviation of the added white Gaussian noise. Bootstrap 
resampling method can be implemented to facilitate 
the parameter selection of the CEEMD method. 
Another requirement for the successful 
implementation of the EMD algorithm is the 
understanding of the system behavior. However, with 
increasing number of intelligent algorithm developed, 
such a requirement may not be necessary [23]. The last 
problem with the EMD algorithm is the relatively long 
computation time. The future research should be 
focusing on developing fast algorithms to achieve the 
decomposition of various modes. 

Wavelet transform and decomposition are effective 
in the detection of weak fault signatures of rotating 
machineries [24]. Dual tree wavelet and empirical 
wavelet are of the few latest wavelets implemented in 
fault diagnostic applications [25-28]. The wavelet 
shape and parameter selection still remains as 
challenging topics. Sparsity guided techniques are 
implemented to enhance the selection of required 
parameters of different wavelet techniques [29]. The 
enery to Shannon entropy ratio is also shown as an 
effective approach in wavelet parameter selection [30]. 
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The most suitable wavelet shape and parameters for 
specific fault diagnosis still remains undetermined. 

Many other hybrid methods combining several 
signal processing and optimization algorithms are also 
considered effective in signal processing [31, 32]. 
However, the challenge for machinery diagnosis still 
remains. More accurate diagnostic algorithms which 
require less data while maintaining the accuracy in 
determining fault location, fault size and fault severity 
is always demanded. 

 
 

3. Conclusion 
 

With more advanced learning algorithm develops, 
the optimization of model parameters can be 
completed through accumulating experience data in 
the database and discovering adaptive algorithm. 
Different fault types will be better categorized and well 
understood. The detection accuracy can be improved 
through more efficient and intelligent techniques with 
minimum human intervention and knowledge of the 
mechanical systems to accommodate for various types 
and operating conditions of rotating machineries. 
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Summary: Reliability prediction plays a significant role in structural design and improvement process. Uncertainty in 
structural properties has made reliability predictions more difficult to achieve. In the machine learning perspective, the 
prediction task can be converted into a regression problem. Regressors such as tree methods always behave well, but further 
explorations should be carried out on improving the predictions. Stacking method is a way to build the prediction model in a 
hierarchical way, resulting in a meta learner inferred from a series of base learners. Our recent research shows that, with a 
relatively small price of CPU time, the Stacking method can easily improve reliability predictions by combining the individual 
base learners. Simulation results are provided and discussed on different settings of Stacking. The time complexity is also 
briefly analyzed. 
 
Keywords: Structural reliability, Prediction, Machine learning, Stacking, Base learner. 
 

 
 
1. Introduction 
 

Structural reliability describes the probability that 
the object structure realizes its functions under given 
conditions for a specified time period [1]. For 
mechanical structures, an important task is to control 
the structural vibrations that may induce damages. In 
this aspect, tuned mass dampers (TMDs) are a widely 
used technique to reduce the risk of structure failures, 
in other words, increase the structural reliability. As a 
way to improve the quality of products, reliability 
prediction helps companies make product planning and 
implement preventive maintenance. Before 
predictions, a reliability model should be firstly 
determined. Due to complex factors (environmental, 
fatigue...), the structural properties become more 
related to uncertainties. To improve reliability 
predictions under structural uncertainties, growing 
attention has been paid to those non-parametric 
statistical learning approaches, such as Support vector 
machines [2] and Neural networks [3]. In a statistical 
learning view, the prediction can be seen as a 
regression problem. According to the current research 
state, we believe that the explorations are far from 
enough. As a way to reduce the errors of single models, 
Stacking (Stacked Generalization) [4] is a powerful 
machine learning method that combines different base 
models to improve the prediction results. Therefore, in 
this research, we introduce the application of Stacking 
into structural reliability predictions and explore its 
pros and cons with respect to individual base models. 
In the numerical simulations, the reliability modeling 
and prediction is carried out on a TMD-based passive 
control structure that is excited by seismic 
accelerations [5]. 

 
 

2. Structural Dynamic Model 
 

A typical structure (see Fig. 1) consists of an  
N-DOF (Degree of Freedom) [6] main structure and an 

n-DOF TMD structure. The acceleration by    is 
provided by Kanai-Tajimi (KT) model [7]. Let 

,0 ,f fS   and fy  be the intensity of the Gaussian 

white noise process [8], the damping ratio, the natural 
frequency and the relative response of KT model, 
respectively. By considering the displacements of all 
the DOFs of the structure, the global state space vector 
is built as 
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Fig. 1. Multi-DOF TMD system. 
 
 
Then the motion of the system becomes 
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where 1 (2 2 2)[0, ..., 0, ( )]T
N nw t    f , ( )w t  is the noise 

process. 1 1 2 3[ , ; , ]N n N n   A O Λ K K , 

2 [ (:,1: )N n K K , 2 2
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n

T
Tm  . sM  , TM , 

sC , TC , sK , TK   are the mass matrix, damping 

matrix and stiffness matrix of the base structure and 
TMD structure respectively. The standard state space 
expressions are built to simulate the response process, 
i.e. 
 

  
 

x Ax Bu

y Cx Du



 (2) 

 
Here Bu f , C  is identity matrix , D 0 . 

 
 

3. The Proposed Reliability Model 
 
3.1. Problem Statement 
 

Figs. 2 and 3 display the example structures in 
deterministic and stochastic cases respectively. The 
two structures all have 1-DOF main structure and  
1-DOF TMD structure. In deterministic case, all the 
structural properties are certain. The system has a base 

acceleration by   due to seismic excitation which is 
approximated by the KT model. Then, the base 
acceleration satisfies the following equations: 
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where w(t) is a stationary zero mean white noise 
process. It represents the excitation of the dynamic 
system. f  and f  are the natural frequency and the 

damping ratio of the KT model, and fy  is its relative 

response [9]. With Monte-Carlo simulations, the 
reliability evaluation is carried out, resulting in a 
failure probability fP p . 

However, when uncertainties are added to the base 
structure (see Fig. 3), the resulting fP becomes 

uncertain. To manage this problem, we propose to 
build a reliability model that is actually a mapping 
relationship from the uncertainty space of structural 

properties to the uncertainty space of structure failure 
probability. This model can also be employed to 
predict failure probabilities for unknown points within 
the uncertainty space of structural properties. 
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Fig. 2. 1-DOF main structure: deterministic case. 
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Fig. 3. 1-DOF main structure: stochastic case. 
 
 

3.2. General Framework 
 

Fig. 4 provides a framework that illustrates the 
procedures to build the reliability model as well as 
make predictions. We assume that the uncertainties 
only exist in the main structure. To prepare the 
reliability data, we firstly take samples of the structural 
properties according to their uncertainty characteristics 
[10]. For each sample, we apply Monte-Carlo 
simulations (MCS) [11] to obtain the corresponding 
failure probability. 

 
 

3.3. MCS for Reliability Evaluation 
 

The failure probability is calculated as the first-
passage probability. In vibration analysis of structural 
systems subject to uncertain excitation modeled as 
stochastic process, the first-passage probability [12] is 
the probability that the system's response stays within 
safe, prescribed limits, within a specified time span. 
Mathematically, it is expressed as 

 

  ( ) | [0, ]fP P Y t c t T   , (4) 

1
1 T T
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where Y(t) is the amplitude of the structure response at 
time t. T is the size of time span. c is the preset limit 
that denotes the safe region for structure response. 
 

1 1 1( , , )m c k

( , , )N N Nm c k

,1fP

,f NP

[ , , , ]fM C K P

1 1 1( , , )N N Nm c k  

, 1 ?f NP  

 

 
Fig. 4. Framework of structural reliability modeling  

& prediction: 1-DOF case. Here N samples are taken, each 
sample has three variables m, c and k. 

 
 
In simulation methods, the stochastic excitation is 

specified as a certain number of input random variables 
[13], i.e. 1 2[ , ,..., ]nx x xx . Theoretically, the failure 

probability can be expressed as the following integral 
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where G(x) is the state function of the structure 
performance; ( ) 0G x  denotes the failure region in n-
dimension space of input variables. It is practically 
impossible to directly calculate this integration. Thus, 
MCS method is employed to approximate the failure 
probability 
 

    ^

1

1
( ) ( ) 0

mcN

f F i
mc i

P E I I G
N 

  x x , (6) 

 
where ( )FI   is the indicator function: ( ) 1FI x  if 

Fx  and ( ) 0FI x  otherwise; ix  is the ith sample 

taken from the joint distribution; mcN  is the number of 

samples used in the MCS. The failure criterion is 
defined as limy  so that max limy y  means ’failure’. 

Here max max(| |)Syy   is the maximum value of 

response among all degrees of the base structure. More 
intuitively, the Monte-Carlo estimator of failure 
probability is written as 

  ^ ( )

1

1 mcN
i

f F
mc i
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  , (7) 

 
where  is the ith sample of the excitation process; 

( ) 1FI    if max limy y ; ( ) 0FI   , otherwise. By 

MCS, the reliability data will be collected. These data 
will be used as training data to train the  
Stacking model. 
 
 
3.4. Reliability Modeling by Stacking 
 

In a machine learning perspective, the samples are 
the input feature values of the model, while the failure 
probability values are the output (target) values. 
Stacking is an ensemble learning technique that learns 
a meta model from multiple base models. 

In a typical implementation of Stacking [14], a 
number of base (first-level) learners are generated 
from the training data by employing different learning 
algorithms. Then, based on the first-level learners, a 
meta-learner (second-level) is infered. Once the meta-
learner is built, the predictions can be made on new 
inputs. See the schematic in Fig. 5. 

 

 
 

Fig. 5. Basic procedures of Stacking. 
 
As is shown in Fig. 5, the training data consist of 

two parts, i.e. input (left part): samples of uncertain 
properties of the structure; output (right part): failure 
probabilities. We assume the training set has m cases, 
i.e. 1,{ }m

ii iyD  x . A set of T base learners are 

induced from the data D. Then a meta-learner H is 
learned. See details in Table 1 and Fig. 6. 

We can see that Stacking is a general framework. 
We can plug in different learning models even 
ensemble approaches to generate first/ second-level 
learners. 

In Table 1, if we use the same data set D to train 
base learners and prepare the new training data 'D  for 
meta-learner, this may lead to over-fittings. To avoid 
this problem, cross-validation (CV) [16] method is 
incorporated in stacking. p-fold CV is mostly used 
technique. Fig. 7 illustrates an example to apply the 
CV (p = 5) procedures to create new features based on 
model h1. The model is learned from 4 folds (i.e. 80 % 
of the training data), then it is employed to make 

( )iZ
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predictions on the other one fold. All the predictions 
constitute the 1st column of X’. 

 
Table 1. Pseudo-code of Stacking [15]. 

 

 

X y

y'X

 
 

Fig. 6. Details of Stacking process. 
 

 

'X

 
 

Fig. 7. Cross-validation (5-fold) to create new features. 
 
 

4. Numerical Simulations 
 

The Stacking method is tested on an object 
structure that consists of a 3-DOF main structure and a 
2-DOF TMD. The uncertainties in the main structure 
only exist in the mass (m), damping factor (c), stiffness 
coefficient (k). The structure parameters are listed in 
Table 2. ‘SD’ means standard deviation. 

The other parameters include , , 

. We have 20000 samples as training data 

and 1000 samples as test data. To show the evaluation 
results in a dynamic way, we change the size of 
training data by ranging it from 1000 to 20000 with 
step 1000. Then we train the base models as well as the 
meta models. Here the base learners are chosen as tree 
models such as Random Forest (RF) [17, 18],  
Extra-trees (ETs) [19] or Gradient Boosting (GB) [20, 
21]. The meta model is GB. Root mean square error 
(RMSE) is employed to evaluate the model accuracy. 
 

Table 2. Structure parameters ( , ). 

 

Index       

Nominal 4.6 62 6500 1.38 1.83 39.0 

SD 1 10 300 - - - 

 
In Fig. 8, we compare the accuracy of different 

Stacking methods. We also compare the Stacking 
models with single models RF, ETs and GB. We see 
that the Stacking models are always outperforms the 
individual base learners especially when we have 
enough training data. The Stacking1 model always has 

smaller errors than its base learners RF and ETs. 
Similarly, the Stacking2 model is more accurate than 
its base learners RF, ETs and GB all the time. The two 
Stacking models take different sets of base learners. By 
comparison of the two Stacking models, it is clear that 
more base models will probably result in more 
accurate predictions. The three models RF, ET and GB 
are all based tree methods but different learning 
principles. The combination of them helps offset each 
other’s weakness and improve the accuracy of the 
model. However, a large number of base learners may 
not be a wise choice, because the model building may 
be time-consuming. In view of this, we studied the 
time complexity [22] of Stacking method. 

 

 
 

Fig. 8. Model evaluation results. Both Stacking1  
and Stacking2 take GB as their meta-learner. The Stacking1 
model takes RF&ETs as base learners; the Stacking2 model 
takes RF&ETs&GB as base learners. 
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Time complexity analysis 
 

In the stacking model, we employed RF, ET and 
GB as the base learners, and GB as the meta-learner. 
To calculate time complexity, the following 
parameters are needed: 
1) N: the number of samples in the training set; 
2) The number of variables randomly drawn at each 
node: K1(first-level), K2(second-level); 
3) The number of trees: M1 (in RF), M2 (ETs), M3  
(GB in 1st level) and M4 (GB in the 2nd level); 
4). N1 is the number of cases in a bootstrap sample, so 
N1 ≈ 0.63N. 

In the first-level training process, we train the RF, 
ETs and GB respectively. We apply 5-fold CV to make 
predictions on the training data. The time complexity 
is denoted as 

 
 ' ' '

1 5 ( )RF RF ET ET GB GBT T T T T T T       , (8) 
 

where T  and  'T  are the time complexities to build the 
model and make predictions respectively. The six 
terms are calculated as follows [23], 
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In the 2nd-level training process, we train the GB 

model using the data created by the 1st-level models 
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Therefore, the total time complexity is denoted as 
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We see that the time complexity T calculated above 
approximates a linear increment when N becomes 
large. 
 

 
 

Fig. 9. Changes of CPUTime. 
 
Fig. 9 shows the CPUTime spent to build the 

models involved in Fig. 9. In the process of learning a 
Stacking model, several base models need to be built, 
so it is reasonable that the Stacking models always take 
more time to build than single models do. The 
comparison of two Stacking models tells that the 
running time will increase when more base learners are 
added in the first-level training process. For each 
Stacking model, the running time increases in a  
close-to-linear way with respect to the training data. 
This is the experimental evidence for the assertation of 
time complexity made before. 
 
 

5. Conclusions 
 

In this study, Stacking method is explored for 
structural reliability modeling and predictions. The 
Stacking method builds the model in a hierarchical 
way, combining different base learners to produce a 
higher level learner that outperforms any of the base 
learners. The numerical simulations show that the 
Stacking method can easily outperform its base 
learners with a bearable CPUTime increment. In this 
study, Stacking models have effectively improved the 
accuracy of reliability predictions. 
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Summary: We demonstrate in this paper a competitive method by using buildings data and POIs data to identify Land Use 
Functions (LUFs). Although the multi-sources data approach which includes social network data, taxi trajectories and remote 
sensing images, and so on, is successfully applied in characterizing mixed-use buildings, it only identifies few functions and 
the accuracy is not adequate. We provide a case study around analyzing Shenzhen with innovative machine learning 
framework, which attains excellent performance comparing to convenient multi-source data approach, in which 25 main 
functions of urban land use are all identified accurately with merely the buildings data and POIs data. In addition, we design a 
pipeline that can translate the massive and passive data to meaningful functional zones readily interpretable for urban planning 
and refined managing purposes. With shrinking labor and fiscal resources in the public sector globally, the method presented 
in this research can be used as a low-cost alternative for planning and managing agencies to identify the function of urban land 
zones, and provides targeted plans for future sustainable development. 
 
Keywords: Urban functional zone identification, POI, KDE, Spatial join, TF-IDF, GBDT, Partial dependency. 

 
 
1. Introduction 
 

In many fields of city science, such as urban 
planning, human activity analysis and urban refined 
management, a basic problem is what function a 
certain urban region undertakes, namely, Land Use 
Functions (LUFs). Mapping land use and land cover 
can help urban planners analyze the value of urban land 
and dynamic patterns of urban space [1-4]. Generally, 
urban planners will make plan of land use for a city or 
region based on factors such as policy, environment, 
population, transportation, and future development. 
However, in actual urban development, regional 
functions are modified and adjusted due to 
spontaneous activities of people. The former is called 
the nature of planning land, and the latter is called the 
nature of the current land. On the other hand, the 
division of land is based not only on roads, but also on 
walls, trees, and even property rights. With the 
construction and transformation of the city, the flow of 
people, the replacement of the owners and the 
boundaries of the land are constantly changing. In this 
article, we focus on the automatic discovery of 
boundaries of the current land and the nature or 
function of the current land use. For identifying the 
function of each region, the usual method is to send 
surveyors to the streets for investigation every few 
years. This traditional method consumes considerable 
labor and material resources and cannot keep up with 
the speed of urban development. If the urban land use 
map always lags behind the reality, it will not be 
conducive to the government and enterprises to make 
scientific decisions, for example, the government 
cannot estimate whether the number of public facilities 

meets the needs of residents, the company 
miscalculates the expected return of investment, etc. 

To-date many researches have tried to design ways 
to identify urban area functions automatically. Niu N 
[5] proposed a method to identify building functions 
using a variety of geographic data, with an accuracy 
rate of 65 %. Yao Y [6] took into account the effect of 
Point of Interest (POI) on regional functions, and used 
the Word2Vec model to identify urban land. It can 
identify about 15 land types with an accuracy of 0.87. 
Other research teams have discovered urban functions 
through unsupervised learning. For example, Yuan J  
[7, 8] used the LDA model to mine the potential 
behavior of people in taxi data to conduct an inductive 
analysis of the distribution of functional areas in 
Beijing; Sun Y [9] analyzed the subway site to explore 
the functional partition law of Shanghai through the 
Node2Vec model. However, no unsupervised models 
can give a good and intuitive clustering explanation, 
and the conclusions drawn are far from the actual 
classification in terms of quantity and type. Zhu Y [10] 
provides a new idea, which is using the neural network 
to classify the Flickr images in the building to better 
identify the function of the area. Xing H [11] considers 
both urban morphology and human activities to 
classify urban functional regions. Building-based and 
region-based landscape metrics derived from building-
level blocks are delineated to measure urban 
morphology, while socioeconomic features are 
extracted from crowdsourced data related to human 
activities using a topic model and semantic scaling 
method. But [11] neglects the previous mining of the 
semantics of building structure, and does not make a 
better choice in the supervised model. The 
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probabilistic multi-sources model [12, 13] does show a 
good performance in at most 10 functions, however, 
the number of functions identified is inadequate for 
practical application, since 25 main functions are 
necessary to be identified in most usual cases. 

In this paper, we attempt to build an automatic 
algorithm framework to identify enough categories of 
function. To achieve the goal, we present a novel 
framework that integrates the existing data 
preprocessing part with the classification model part 
(see Fig. 1). It can process POI data and building data 
simultaneously, to achieve higher accuracy of land use 
classification. This framework must have sufficient 
generalization performance, that is, it can be 
effectively used in multiple cities, rather than just 
filling in the missing data of a city. The accuracy of 
classification of our model is satisfactory. Moreover, 
several enlightening conclusions are drawn through 
comparing different schemes and analyzing partial 
dependencies. 
 

 
 

Fig. 1. Framework. 
 
 

2. Data & Method 
 

This section provides the details of our approach in 
the order of data selection, block division, 
preprocessing, feature extraction, keyword extraction, 
classification model, zone generation. 
 
 
2.1. Data Selection 
 

Firstly, geo-tagged data is numerous and jumbled 
and, in general, divided into static city data and 
dynamic city data. Static geo-tag data includes urban 
roads, points of interest, buildings, land prices, weather 
data, etc. Dynamic geo-tag data includes various time 
series data, such as mobile phone signaling data, GPS 

data, check-in data, driving record data, and the like. 
Relatively speaking, static data is relatively easy to 
obtain. Dynamic data often involves a lot of 
desensitization and time limitation due to personal 
privacy. 

Since we aim at the sufficient generalization 
performance of this framework and the ability of being 
used in real-world scenarios, the data required by the 
framework must be available online and have a higher 
update frequency. At the same time, these data need to 
have sufficient coverage within the required range so 
that our framework can work throughout the city. 
Finally, the data should be able to contain enough 
information about the land use. 

Check-in data is first ruled out. Although it is large 
in number and contains both geo-tags and explicit 
demographic information, it is clear that these sign-in 
data, such as Flickr and Twitter, cannot cover all land. 
This does not meet the data requirements above. 
Secondly, mobile phone signaling data and GPS data, 
which can accurately outline the moving trajectory of 
a person, are difficult to acquire at any time due to the 
need for privacy protection. Therefore, the full 
exploitation of static data such as POI data and 
buildings data should be the key to mapping land use. 
These data can be obtained from map service providers 
such as Google Map, Baidu Map, and AMap. 
 
 
2.2. Block Division 
 

Considering that the planning urban land use zone 
division is unknown, road network data is 
indispensable. In our experiment we use five levels of 
road network for cutting blocks (see Fig. 2 (a)) and the 
result is roughly consistent with the actual situation. 
Fig. 2 (a) shows the measurement of blocks, in which 
the regions in gray define the target area. 

There are several zones inside the block. As is 
shown in Fig. 2 (b), a block is mapped with varying 
numbers of colors, each representing a zone. A zone`s 
function is formed by activities of people, and in 
normal cases the carriers of human activities are 
buildings (beige areas in Fig. 2 (c)). In our experiment 
we firstly identify the function of each building, and 
then generate zones by aggregating the buildings (the 
groud truth is shown in Fig. 2 (d)). 

Buildings data is not enough for identifying the 
function of zones, we need to understand what kind of 
activities people are engaged in in a building. Thus we 
take use of Points of Interest (POIs) data (the black 
points in Fig. 2(e)). 
 
 
2.3. Preprocessing 
 

One of the key problem of our experiment is how 
to link POIs to buildings. To solve this problem, we 
design two schemes for preprocessing: 
a) Slightly inflate each building with a given size 
(about 5-10 m), then use Spatial-Join method (see  
Fig. 2 (f)) to connect each poi to a certain building. 
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b) Diffuse the POIs into the whole space with Kernel 
Density Estimation (KDE) technique, and each 
building gets a numerical value of influence from a 
certain POI. 
 

(a) (b) 

(c) (d) 

 
(e) (f) 

 
Fig. 2. Typical samples of (a) Blocks, (b) Buildings; 
(c) POIs; (d) Zones; (e) Buildings in Zones; (f) Data  

of Spatial Join 
 

As a result, each building gets N additional features 
(N is the number of categories of POIs). In scheme a) 
the numerical value of each additional feature is the 
number of POIs belong to each category linked with 
each building, in scheme b) the numerical value of 
each additional feature is the sum of influence of POIs 
belong to each category. In the following experiment, 
we compare the performance of these two schemes, 
and make interpretation of the differences  
between them. 
 
 

2.4. Feature Extraction 
 

Feature extraction of buildings is one of the key 
steps of the framework. There are many ways to extract 
features. Some specific architectural features can be 

obtained through data acquisition and simple 
calculations, such as building projected area, building 
height, building orientation, and number of 
architectural projection corners. Furthermore, the 
Auto-Encoder constructed by convolutional neural 
network encodes the projection contour of the building 
to make the architectural projection form becomes a 
new feature dimension. 
 
 
2.5. Keyword Extraction 

 
Concerning the fact that distribution of POIs is not 

homogeneous, for instance, catering & food POIs own 
a much larger number than scenic spot POIs 
apparently, we employ term frequency – inverse 
document frequency (TF-IDF) technique to neutralize 
this inhomogeneity. Similarly, other types of keyword 
extraction algorithms can be applied in this step, such 
as the LDA topic model and its various variants. In our 
work, the term frequency (TF) is defined as the number 
of POIs linked to a certain building meanwhile belong 
to a certain category divided by the number of all POIs 
belong to this category on one hand, which indicates 
the normalized frequency of this POI category linked 
to this building. On the other hand, the inverse 
document frequency (IDF) is defined as a logarithm of 
the number of all buildings divided by the number of 
buildings linked with POIs belong to a certain 
category, a higher IDF means this POI category owns 
more significant features to distinguish the function of 
a building. To integrate these two indexes, TF-IDF is 
equaled with the product of TF and IDF, and 
consequently this process reduce the inhomogeneity of 
POIs in a remarkable level. 

After integrating POIs information and buildings 
data, we obtain a training set of buildings with N+m 
features, in which the meaning of N features refers to 
the POI weighted by TF-IDF, and the m is the number 
of feature dimensions that are all extracted by feature 
extraction from building data. Finally we got the  
BD-POI vectors. 
 
 
2.6. Classification Model 
 

All of our pre-training experiments are 
implemented in the case of Shenzhen city. Thus we 
regard the ground truths of the functions of Shenzhen`s 
urban zones where a building in as the labels of 
buildings. To employ the Cross-Validation method, 
the raw data set is divided firstly to two parts: 80 % as 
train set and 20 % as test set, secondly we separate the 
train set into five equal parts and train our model five 
times, one of five equal parts of train set is regarded as 
validation set respectively each time. The 
classification model we use is Gradient Boosting 
Decision Tree (GBDT), which has been widely 
adopted recently because of it`s excellent performance 
in data mining and machine learning. 

After the Cross-Validation and Grid-Search 
process, we gain the appropriate hyperparameters 
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minimized the loss function, then we employ the 
trained model in previously divided test set to obtain 
the final result of our experiment. 

 
2.7. Zone Generation 

 
After properly identifying buildings, we segment 

the land where the building is located to generate zones. 
In each block, buildings of the same function are 
outlined in a geometric pattern. If there are too few 
buildings on a geometric pattern, appropriate 
modifications will be made according to the 
surrounding building types. 

 
 

3. Result & Analysis 
 

As Table 1 shows, our method derives a pleasantly 
surprised identifying result on 25 main categories of 
urban land use function. The final identifying accuracy 
of our method is 85.7 %, which is better than almost 
any previously research. On some representative 
functions, such as Resident zones (89 %) and 
Education zones (92 %), the result is accurate enough 
for practical application. Then we compare the two 
schemes of connection between POIs and buildings. 
We find that for some functions like Tourist Scenery 
zones and Government zones, the scheme used KDE 
perform better, while the other scheme used  
spatial-join perform better on functions like Resident 
zones and Shopping zones. A probable explanation for 
this phenomenon is that the functions identified better 
by the KDE scheme innate larger scope of influence 
with a slower decay than the functions identified better 
by the Spatial-Join scheme. 

 
 

Table 1. Top 10 gategories of higheset accuracy, 
classification is based on Chinese National Land 

Classification Standard GB 50137-2011. 
 

Land Use Zones 
Number in 

Test Set 
Accuracy 

Physical Health Zone 406 94 % 
Advanced Education Zone 349 93 % 
4th Level Residential Zone 26122 91.7 % 
Logistic Zone 289 89.3 % 
2nd Level Industry Zone 3671 89 % 
2nd Level Residential Zone 13396 88.3 % 
New Type Industry Zone 758 87.9 % 
1st Level Residential Zone 4696 87.1 % 
Secondary Education Zone 316 86.6 % 
Under Construction Zone 2282 86.5 % 

 
 

Moreover, partial dependencies are analyzed in 
order to reveal the degrees of influence on each land 
use by each category of POIs and other feature 
dimensions. Take the certain function of Primary 
Education zones as instance, as Fig. 3 indicates. 
Primary Education function is mainly decided by the 
education POIs (see Fig. 3-16), which is a deserved 

fact. Nevertheless, from Fig. 3-11 we also find that 
medical care POIs influence Primary Education 
function in a remarkable level. In like manner,  
Fig. 3-13 reflects a similar phenomenon. When the 
number of entertainment and medical care POIs 
exceeds a threshold, the dependency between them and 
Primary Education zone declines rapidly, from which 
we can deduce the estimated value of the best number 
of entertaining places or clinics built nearby a primary 
school. 
 

 
 
Fig. 3. Partial dependencies of Primary Education Zone  
on POIs, in which (10) are Automobile Service POIs,  
(11) are Medical Care POIs, (13) are Entertainment POIs,  
(14) are Hotel POIs, (16) are Education Organization POIs, 
(17) are Scenic Spot POIs. 
 
 
4. Summary 
 

The contributions of this research are as follows: 
 
1) We propose a framework of method, which 

identify urban functional zones with a high 
accuracy of practical value, merely using road 
network data, building data and POIs data. 

2) Our framework has good generalization 
performance and can be used in other cities. 

3) Several enlightening conclusions about influence 
degree on land use zones by POIs have been drawn, 
which owns reference value in city science. 

4) We design two schemes to integrate buildings and 
POIs, which reveal properties of POIs in different 
aspects. 

 
 
5. Discussion 
 

The in-depth exploration of the architectural form 
of buildings is going to play the key role in our future 
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work. Unique architectural form contains the 
corresponding information about the function a 
building undertakes in usual case. Generally speaking, 
there are two forms of extraction of the architectural 
form. One is to disassemble the various dimensions in 
an architectural structure as new input dimensions of 
classification model, such as the orientation of the 
building, floor area ratio, development intensity, etc. 
The other is to regard the architectural form as image 
data, thus techniques of image feature extraction can 
be employed to extract the features of the architectural 
form. However, what is more critical is how the 
architectural forms of buildings located in the same 
block or even several blocks relate to each other, and 
how these connections affect the zone generating and 
the determination of architectural functions. 

On the other hand, although our work proposes a 
reliable overall framework to improve classification 
accuracy, optimization can still be done in each step. 
For example, in the feature extraction of architectural 
form, there are many better solutions besides  
Auto-Encoder for architectural form. In addition, 
Street View data can provide more details about the 
facade of the building, and if necessary, add modules 
to the frame for further improvement of recognition 
accuracy. 

Finally, the end-to-end classification framework is 
also a viable attempt. We can convert all the data into 
a certain channel of the image according to its  
two-dimensional coordinates, and then use the 
convolutional neural network to generate the regional 
boundaries and their categories directly. 
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Summary: The paper is from the field of social media mining. It is focused on evaluation of web reviewers trying to distinguish 
credible authorities from uncreditable trolls. The work proposes a machine learning approach for estimation of a measure of 
authority or trollism of web reviewers. A goal of designed approach is to model a dependency of the authority or trollism 
(dependent variable) on independent variables representing structure as well as content of web discussions. The solution of 
this task is an important first step for an automatic recognition of antisocial behaviour during posting in on-line communities 
within web discussions. The paper contains also the results of experiments aiming at generation the estimation function using 
genetic programming approach. 
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function. 
 

 
1. Introduction 
 

Social media are a solid part of today's human life. 
They bring a lot of positives, but unfortunately, also 
many negatives to our lives. From advanced countries 
to less developed countries, every nation uses the 
power of social media to improve life. Examples of the 
positive use of social media are: connectivity, learning, 
getting help or up-to-date information, propagation, 
charity activities, raising awareness, helping to fight 
crime, building communities, etc. Examples of the 
negative impact of social media on our modern society 
are: trolling, fake news, hoaxes, hacking, rumours, 
social spamming, hate speech etc [1]. 

Because of existence of some disinformative 
content in online discussions, some forms of regulation 
of social media contributions should be introduced. 
The community of informatics that has created social 
networks and social media has a debt to modern 
society. This debt can be compensated by proposing 
means for detecting these unhealthy web phenomena 
in an automatic way. 

It is a big challenge that means a lot of work. But 
somewhere we need to start. In this work, we would 
like to focus on detecting trolls in contrast to honest 
authoritarian reviewers. 
 
 
2. Disinformative Content 

 

Disinformative content may be of a dual nature. 
First, it can represent information that will affect and 
manipulate its recipients (fake news, hoax). Second, it 
is misinformation, which is caused by 
misunderstanding without manipulation [2].The first is 
based on disseminating propaganda. Propaganda tries 
to relativize reality by generating arguments that 

distort the truth. Sometimes this truth distortion could 
be generated automatically using algorithms based on 
similarity measures [3]. 

There are various disinformation techniques. These 
techniques are discussed in [4], including 
consequences of their usage. In this work, there is 
presented a probability approach to detection of 
relativized statements. 

An opinion sharing by product reviews is a part of 
online purchasing. This opinion sharing is often 
manipulated by fake reviews. The paper [5] presents 
an approach which integrates content and usage 
information in the fake reviews detection. The usage 
information is based on reviewers’ behaviour trails. In 
this way, a reviewer reputation is formed. The ability 
to define a reviewer reputation can help us to recognize 
authorities and also trolls in social media. 
 
 
3. Authority Versus Troll 
 

The basis of our further research is to understand 
the differences between features of authoritative 
contributing and features of trolling in online 
discussions. Therefore, we first attempt to describe and 
define authority as well as the the fenomenon  
of trolling. 
 
 
3.1. Authority 
 

In general, the term “authority” means the ability 
of people, companies or institutions to influence others 
positively and to lead others to achieve a certain goal. 
Important fact for us is that an authority is connected 
with the relations between people (for example 
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revievers in online discussions), positions and 
hierarchies [6]. 

Here are many kinds of authorities, but most often 
we recognize formal and informal authority. Our goal 
is to automatically detect the informal one - natural 
authority among social media reviewers. 

The web authority has different attributes as the 
authority in real life. These attributes are related to the 
structure of web discussions and also to  
discourse content. 
 
 
3.2. Troll 
 

Troll is an internet slang term that identifies 
individuals who intentionally attempt to incite conflict 
or hostility by publishing offensive, inflammatory, 
provocative or irrelevant comments in online social 
communities. Their intent is to upset others and to 
produce a strong emotional response, mostly negative 
one. They use it as a bait for engaging new users in the 
discussion [7]. 

The activity of a troll is referred to as trolling in 
online discussions. We can furthermore say that 
trolling is an activity with the intent of fraudulent 
behavior, exploiting the sensitivity of society to 
spreading fanaticism, racism, hatred, or causing 
conflicts with bickering among others, often over very 
provocative topics. Despite attempts to limit it, trolling 
is becoming more and more widespread. We can meet 
him in all social networking settings, where people can 
freely express their opinions and thoughts. 

Trolling is becoming a bigger problem, and it is 
important to find ways to detect and limit it. The most 
common types of trolls that we encounter in active 
online communities are [8]: 
 Troll opponent, 
 Provocative troll, 
 Troll, who insults, 
 Still insulted troll, 
 Troll, who persists in the discussion, 
 Troll, who knows everything, 
 Troll, which uses Caps Lock, 
 One word troll, 
 Troll, which overcame, 
 Troll, which is out of the theme, 
 Unsolicited spammer. 

No matter where we find trolls lurking, every troll 
tends to disturb communities in a very similar and 
often predictable way. 
 
 
4. Attributes of the Authoritative Posting  
    and of the Trolling 
 

The authority and troll reviewer are totally different 
contributors to web discussions. However, approaches 
to authority and troll detection could be similar, based 
on the use of machine learning methods. In order to use 
any machine learning method, we need to define 
attributes specifically for authoritarian and troll 

contributions and to collect labeled training data for 
both these types of reviewers. 

To achieve our goal – the value of Authority and 
Troll estimation, we need to: 
1. Define attributes (variables, predictors) which 

values for each reviewer could be extracted from 
an online discussion, 

2. Label those data, 
3. Learn estimation function of the variable 

“Authority” and ”Troll” on the independent 
variables – attributes selected in the first step. 

 
 

4.1. Attributes of an Authority 
 

The very important first step is definition of those 
attributes of an online discussion which represent the 
authoritative contribution. These attributes will play a 
role of independent variables or predictors in a process 
of modelling of an estimation function for the 
prediction of a measure of authority. The values of 
these attributes could be extracted from the structure 
and content of the online social media. We have 
proposed the following attributes of the web 
discussion: 
 NP is the number of posts of a given reviewer. 
 ANR is the average number of responses per post of a 

given author. 
 AL is the average number of all layers, on which posts 

of a reviewer are situated within the discussion tree. 
(For exaple, if a reviewer has  
3 posts in layers 2,4 and 6, then his AL = 4). 

 NCH is the average number of characters per one 
post, which represents the length of posts of an author 
and also his effort to explain something. 

 K is karma of a reviewer in the form of a number from 
0 to 200, which represents activity of the discussant 
from the last 3 months. 

 AE is the average evaluation of the comment, which 
is available on the web discussion page. The range of 
the AE is the number from 0 to 80. 

Maybe using just K and AE would be enough to get 
good predictive results, but these data may not be 
available on every online discussion site. 
 
 
4.2. Attributes of a Troll 
 

Trolling contribution has different attributes as 
authoritative contribution. We want to focus on the 
following attributes: 
 DSN is an average degree of a sentiment negativity 

of all posts of the author – the troll. 
 DDS is the degree of difference of polarity between 

the opinion of the reviewer and the whole discussion. 
 NWS is a number of words from a special dictionary 

typical for trolling posting. 
 CL is a measure of complexity of used language (can 

be represented by the average length of sentences of 
all posts of the troll). 

 NST is a number of sensational words in the titles of 
posts of the reviewer. 
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 CSC is a cosine similarity of content. Trolls often 
repeat the same review text, because a new authoring 
content would be time consuming. 

Some attributes of troll are the same as attributes of 
authority, for example: 
 NP is the number of posts of a given contributor. 
 ANR is the average number of responses per post of 

a given author. 
 
 
5. Used Methods 
 
5.1. Motivation for Methods Selection 
 

We needed to define machine learning methods, 
including statistical learning to find the estimation 
function for the prediction of a measure of authority as 
well as a measure of trolling of a reviewer. As the first 
approach, we used linear regression with good results 
presented in Table 1. 

The disadvantage of this approach is that before the 
beginning of the learning process we have to formulate 
the assumption of the exact form of the linear equation 
and only weights (constants) of the given equation are 
generated during the learning process. That is why we 
have decided for using genetic programming, the 
method that is also able to learn the form (structure) of 
the equation or what elementary functions it will be 
composed of. 

Another advantage of using genetic programming 
is that all attributes may not be present in the generated 
function, and therefore the genetic program makes 
selection of the most important attributes, which is an 
important finding for future experiments. 
 
 
5.2. Genetic Programming 
 

The genetic programming is one type of genetic 
algorithms. Character strings represent chromosomes. 
These character strings are replaced by more difficult 
structures in the form of elementary functions. The 
process of symbolic regression is based on operations 
of crossover and mutation [9]. 

Two parents (syntactic trees) are selected for 
operation of crossover (see Fig. 1). The first parent is 
represented by function [(1+x)+x]*(x-x*x) and the 
second parent is represented by 2x*(x*x). The nodes 
selected for crossover operation are emphasized with 
circles. The emphasized nodes are called “points of 
crossover” and they are selected randomly. After 
changing these points of crossover, we will obtain the 
new generation. In the new generation the first parent 
will become [(x*x)+x]*(x-x*x) and the second one 
2x*(1+x). 

The mutation operation provides the replacement 
of a subtree of the parent tree with another subtree 
randomly generated. This means that the selected 
branch of the syntactic tree is randomly changed. 

 

 
 

Fig. 1. Syntactic trees – the first parent (top tree)  
and the second parent (bottom tree) as the input to operation 

of crossover. 
 
 
6. Tests Results 
 

Our approach was tested on data collected from the 
portal “www.sme.sk”. For each reviewer from  
117 reviewers, the data were extracted in the form of 
values of the attributes NP, ANR, AL, NCH, K and AE 
(see 4.1 subsection). The data had to be labeled for 
machine learning methods purposes. We used two 
ways of labeling: expert-based and the wisdom of the 
crowd based, where the other participants of the online 
debate rated the reviewer. 

Results in experiments with linear regression 
analysis are presented in Table 1. and they were 
published in more details in paper [10]. The prediction 
of Authority using generated estimation function was 
testing using the deviation measure. The prediction 
was transformed to classification using the following 
rules: 
IF estimated value within <70,100> THEN Authority, 
IF estimated value within <0,70> THEN  
Non-authority. 

The classification was tested using two obvious 
measures - precision and recall. 
 
 

Table 1. Average results for linear regression. 
 

Labelling Deviation Precision Recall 

Expert 17.35 0.70 0.67 
Crowd 3.29 0.98 0.80 

 
New experiments with genetic programming were 

provided. For them a new toolbox was added to 
Matlab. The function “gplab” from the toolbox was 
used. We have prepared an environment for 
experiments with genetic programming. We have done 
some experiments on extracted data from the web page 
“www.sme.sk”. The data were divided to three parts 
and three experiments were provided for both 
approaches - learning from an expert as well as 
learning from wisdom of the crowd. The results of 
experiments are promising. They are presented in 
Table 2. These experiments were provided for 
populations of 50 individuals and the number of 



1st International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2019),  
20-22 March 2019, Barcelona, Spain 

122 

generations equal to 50. Allowed mathematical 
functions were +, -, /, *, square and square root. 

The results of generation of estimation function 
using genetic programming have brought new 
information about a real need and suitability of 
independent attributes of authority of the online 
discussion. The function generated using genetic 
programming need not contain all variables. Within  
16 experiments, variable AE was used in 100 %, AL 
and ANR in 56,25 %. The other variables are not so 
important for forming estimated functions, because 
variable K and NCH were used in 43,75 % and variable 
NP only in 37,50 %. It means, that for future it will be 
better to consider only variables AE, AL, ANR and 
maybe some new variables. 

 
Table 2. Results of experiments using genetic 

programming. 
 

Labelling Precision Recall 

Crowd 1 0.94 1.00 
Crowd 2 0.97 1.00 
Crowd 3 0.96 1.00 

Crowd average 0.98 1.00 
Expert 1 0.39 0.64 
Expert 2 0.47 0.89 
Expert 3 0.42 0.72 

Expert average 0.43 0.75 
 
 

7. Conclusions 
 

The design of the approach to the problem of the 
authority and troll recognition in online diskussions is 
presented. This approach is based on the estimation 
function construction using genetic programming. 

We have provided experiments with generating 
authority estimation function using genetic 
programming and we have compared results of these 
experiments with our previous experiments using 
regression analysis. We can see (Tables 1, 2) that the 
genetic programming is better technique for learning 
from data, which were labelled by crowd. On the other 
hand regression analysis is better on data labelled by 
expert mainly in precision. In addition, genetic 
programming can provide us with the information 
about a real need and suitability of attributes of the 
authority or troll. 

For future, we would like to provide experiments 
with generation estimation function for the troll 
reviewer's detection task. Also ontologies approach 
could be considerd. 

Authority or troll recognition can be used in many 
real situations. Mainly in the process of decision-
making connected with an important things, it is very 

important to know whether we can or cannot believe 
(confide) in presented opinions and advises. 
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Summary: Deep learning models specifically CNNs have been used successfully in many tasks including medical image 
classification. CNN effectiveness depends on the availability of large training data set to train which is generally costly to 
obtain for new applications or new cases. However, there is a little concrete recommendation about training set creation. In 
this research, we analyze the impact of different class distributions in the training data to a CNN model. We consider the case 
of cancer detection task from histopathological images for cancer diagnosis and derive some useful hypotheses about the 
distribution of classes in the training data. We found that using all the training data leads to the best recall-precision trade-off, 
while training with a reduced number of examples from some classes, it is possible to inflect the model toward a desired 
accuracy on a given class. 
 
Keywords: Medical information retrieval, Image segmentation and classification, Deep learning, Class-biased training. 
 

 
1. Introduction 
 

The huge success of deep learning models in visual 
recognition [1, 2] and specifically CNN, drove 
researchers to explore their use in computer-aided 
diagnosis system for cancer 1  detection from 
histopathological or whole slide images (WSIs) [3-5]. 
This paper contributes to this research topic with the 
objective to help physicians to detect metastasis by 
providing them the image regions in which there is a 
high probability of cancer and the regions where there 
is no cancer. In that purpose, we employ segmentation 
(i.e. pixel classification) of the WSIs. Segmentation 
facilitates readable separation of each class and eases  
image analysis [6]. 

One of the specificities of CNN is that they need a 
lot of training examples [7]. However, when dealing 
with biomedical images, precise annotation process 
needs both expertise and time. As a result, the image 
data sets that can be built are small. The problem of 
how to distribute the examples from the different 
classes to learn is not well studied. 

In this paper, we tackle the challenge of deciding 
which types of examples would be needed to obtain the 
expected prediction from the trained model. Indeed, 
when considering segmentation problems, the trained 
model can be very effective on one class and poorly 
performing on another. Would the results be different 
if one class is “over-represented”? Is it better to have 
about the same number of examples in each class? This 
paper aims at answering these questions, all related to 
the balanced/imbalanced nature of the training set [8]. 

                                                           
 
1 Throughout the paper, “cancer” and “metastasis” are 
interchangeably used. 

There are some studies in the literature that tackle this 
problem [8-12] as it has an adverse effect on 
classification accuracy. 

Among the proposed methods to balance classes, 
the most straightforward and commonly practiced 
method is the oversampling of the minority class  
[8, 9]. However, it can lead to overfitting [11] and 
concrete studies on the effects are lacking. To address 
the class-imbalance in metastasis detection the existing 
methods usually adopt random sampling to select an 
equal number of positive and negative examples [4, 5] 
and thus generate a balanced training set. However, 
there is no analysis to answer whether this balanced 
distribution is the optimal one for this task. Kubat et al. 
[12] suggested downsampling. 

In this paper, we consider both balanced and  
class-biased distributions of the training set and 
analyze the selection impact on the model accuracy. 
The result could serve for deciding which examples 
should be first added in the training set when there are 
costly to add. We study the impact on the model of a 
training biased by an over-represented class (what we 
call a class-biased training). We run a series of 
experiments in which we train the model in one hand 
with an over-representation of the cancer class and on 
the other hand with an over-representation of the  
non-cancer class. We also consider balanced sets. We 
found that balanced data not always lead to the best 
result and suggest solutions to optimize the model 
toward a specific accuracy on a target class. 

The rest of the paper is structured as follows: we 
first present related work. We then describe the 
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experimental details with results. Finally, we conclude 
the paper with some future directions. 
 
 
2. Related Work 
 

During the last decades, several studies have been 
done to facilitate computer-aided diagnosis for 
metastasis detection from WSIs. Most of the methods 
used classical machine learning techniques [13]. 
Studies on utilizing deep learning on this topic are 
comparatively few and new. From 2015, Bejnordi et al. 
[3] are organizing a worldwide challenge named 
CAMELYON on this topic in which most of the 
participants use CNN-based methods. The winning 
team [4] utilized the 22 layers GoogleNet, employed 
rotation and random cropping for data augmentation 
and color normalization. Liu et al. [5] utilized the 
updated version of GoogleNet named Inception (V3) 
[14]. To avoid class-bias they selected normal and 
tumor classes with equal probability then extracted 
patch of that class from a WSI which was selected by 
uniformly at random; then it was followed by applying 
several data augmentation techniques including 
rotation, mirroring, and extensive color perturbation. 
Sonia M. et. al. [15] proposed a new data set for 
different types of breast cancer, and an end-to-end deep 
learning framework for multilabel tissue segmentation 
utilizing their data set, while network parameters were 
determined with a deep analysis. 

One of the common problems in machine learning 
is imbalanced data. In the real world, the availability of 
some classes makes them the over-presented majority, 
while the scarcity of some classes makes them the 
under-presented minority. This imbalance of classes 
representation makes the classification task 
challenging for a classifier. A limited amount of 
studies on this topic is available in the literature, 
especially on deep learning perspective. Some studies 
suggest data level modification [16, 17], while other 
studies suggest network architecture level 
modification [10]. Buda et al. [8] present a 
comparative study of different methods. Oversampling 
of the minority class is the most prescribed solution  
[8, 9]. Kubat et al. [12] suggested downsampling. 

To address the class-imbalance in metastasis 
detection task the existing methods usually adopt 
random sampling to select the equal number of positive 
and negative examples [4, 5]. However, comparative 
studies among the different distribution of classes in 
the training set are absence in this domain. In this 
paper, we consider this issue. The result could serve for 
deciding which examples should be first added in the 
training set when there are costly to add. 

 
 

3. Experiments 
 

3.1. Data Set and Setting 
 

We use the “metastatic LN” data set from Toulouse 
Oncopole. The data set contains 61 WSIs (34 for 

training, 27 for test) of lymph nodes stained with 
hematoxylin and eosin (H&E), for which an expert 
pathologist has provided the ground truth segmented 
masks. The masks are annotated with 3 classes: 
metastasis/cancer (C), lymph-node (¬C), and other 
(O). Class O can be either background or histological 
structures not included in the first two classes C and 
¬C, such as adipose or fibrous tissue. Metastasis of  
16 primary cancer types and organs have been 
included in the data set. 

Although many other parameters may influence the 
results, in this research we focus on analyzing the 
impact of the training examples and the classes they 
belong to. Although, the WSIs are very large in size, 
here we utilize them by 8 times downsampling in size 
to save time and memory resource during analysis. 
However, the full resolution images will give better 
result [5]. As a network architecture of CNN, we select  
U-net [18]. We implement the U-net architecture using 
Keras [19] on the TensorFlow backend. In all the 
experiments, 20 % of the training data is kept for 
validation. All data are normalized by scaling the pixel 
value from [0, 255] to [0.0, 1.0] by dividing 255. It 
makes the convergence of training faster [20]. We 
utilize Adam [21] as an optimizer. After empirical 
preliminary evaluation, we set the learning rate of 
Adam as 1e-05. We use the "categorical cross-entropy" 
(original U-net) as loss function. 

We extract squared overlapping patches of 
dimension d2 with stride d/2 pixels from each training 
WSI that correspond to our training examples; we use 
d = 384 pixels and extract 127,898 patches. We use 
usual recall, precision, and F-measure to evaluate the 
model; however, rather than considering the  
pixel-level evaluation, we consider non-overlapping 
patches of dimension 5002 on the predicted test 
images’ masks and make a patch-based evaluation. We 
compute patch-based recall, precision, and F-measure 
for each test image separately, and finally, take the 
average result of 27 test images to evaluate the 
performance of models. 
 
 
3.2. Experiment Design 
 

The statistics in Table 1 depicts that most of the 
pixels (78 %) in the training WSIs belong to  
the class O. 

 
 
Table 1. Report on the average number (in million  

and percentage) of pixels of each class in the training  
and test set. 

 

 Pixel class 
Mean in 
million 

Mean in % 

Training 
C 15.2 11 

¬C 14.6 11 
O 107.4 78 

Test 
C 20 14 

¬C 9.8 7 
O 114.8 79 
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Since the class O is (i) over-represented, (ii) not the 
class the pathologists focus on, it imposes us to check 
the impacts of some other artificial distributions of 
classes in our training set. To create some other 
artificial distributions of classes, we need to separate 
the class examples. In that purpose, we define several 
patch categories based on the pixel classes they belong 
to. Throughout the paper, we use the term “class” to 
indicate pixel type, while, “category” to indicate patch 
type. The patches which pixels belong to 100 % class 
O, we define them as patch category O. The remaining 
patches belong to class C, ¬C, and both C and ¬C with 
an optional presence (0.0 to 99.1 %) of class O pixels. 
The details of each patch category in the training set 
are as follows: 
- O (only other): 90,374 patches contain almost 100 % 
class O pixels. 
- C (metastasis/cancer): 15,328 patches contain pixels 
labeled with class C and optionally class O. 
- ¬C (lymph node): 17,274 patches contain pixels 
labeled with class ¬C and optionally class O. 
- C&¬C (mixed): 4,922 patches contain pixels labeled 
with both class C and ¬C, and optionally class O. 

These categories are used to design several 
experiments with different class distribution in the 
training set as follows: 
 (All): done with all possible patches. 
 (C&¬C): done with patches from the C&¬C 

category. Here, the three classes are balanced in 
terms of pixels, however, the number of training 
examples is fewer (4,922). 

 (C, C&¬C): patches are from the C and C&¬C 
categories. By excluding the ¬C category, here we 
limit the presence of class ¬C. Thus the training set 
is class C biased. 

 (¬C, C&¬C): patches are from the ¬C and C&¬C 
categories. This is the twin case of (C, C&¬C). The 
training set is class ¬C biased. 

 (C, ¬C, C&¬C): patches categories C, ¬C, and 
C&¬C are used. Here, class C and ¬C pixels are 
almost balanced, however, class O pixels are 
downsampled compared to experiment (All) to 
make the all three classes pixels almost balanced. 

 
 
3.3. Results 

 
In Fig. 1 we report the results for both class C and 

class ¬C. The results are the average results computed 
from the results of 27 test WSIs. Since recall and 
precision varies in reverse order, it is important to 
report both. To evaluate the model performance by 
considering both recall-precision at the same time, we 
also report F-measure. Experiments are ordered 
according to the descending order of precision  
on class C. 

From Fig. 1 we can see that recall is higher than 
precision for both classes; which implies that in this 
domain most of the error comes from false positive1 
                                                           
 
1 Actually belongs to negative, however, predicted as positive. 

rather than false negative2. Another noticeable thing is, 
unlike it has been reported in [22] for 20 different data 
sets from UCI machine learning repository [23], 
Statlog [24], and some private data sets, here balanced 
distribution i.e. experiments (C, ¬C, C&¬C) and 
(C&¬C) does not produce the best result. 

 

 
 
Fig. 1. Model performance for class C (top row) and ¬C 
(bottom row) when using different combinations of the patch 
categories as a training set, i.e. different distribution  
of the classes in the training set. Here, experiments are 
arranged according to the descending order of the precision 
on class C. 
 

On the other hand, the natural distribution i.e. the 
one that has been used in the experiment (All) is the 
best trade-off maintaining distribution; it produces 
reasonable recall and precision for both classes C and 
¬C at the same time, however not the best result 
producing distribution. Since in this research our main 
objective is helping pathologist in all cancer location 
detection with less false positive generation, the best 
trade-off maintaining distribution for both classes is 
not the desirable one, rather best result producing 
distribution for cancer (class C) class is the most 
desirable. For class C, the best precision is found for 
¬C-biased training set i.e. for the experiment  
(¬C, C&¬C), while the best recall is found for  
C-biased training set i.e. for the experiment  
(C, C&¬C). However, while considering both recall 
and precision at the same time i.e. F-measure,  
¬C-biased distribution (¬C, C&¬C) is the best 
distribution, and C-biased distribution (C, C&¬C) is 
the worst distribution for class C. According to this 
result it is obvious that, in the ¬C parts of WSIs, there 
are some regions which look like class C parts i.e. there 
are some inter-class similar regions, that is why the 
absence of enough ¬C examples compared to class C 
examples in the training set (e.g. experiment  
(C, C&¬C)) causes false positive for cancer (C) class 
during test. 

2 Actually belongs to positive, however, predicted as negative. 
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When considering the class ¬C, this is the other 
way around: the best precision is found for C-biased 
training set i.e. for the experiment (C, C&¬C), while 
the best recall is found for ¬C-biased training set i.e. 
for the experiment (¬C, C&¬C). However, while 
considering both recall and precision at the same time 
i.e. F-measure, C-biased distribution is the best 
distribution for class ¬C. 

In summary, for the cancer class C: 
(1) Class C-biased training makes recall higher; 
(2) Class ¬C-biased training makes precision higher; 
(3) Balanced training causes an average result; 
(4) The natural distribution i.e. training with the 
original distribution of the training set (experiment, 
(All)) makes the best trade-off in recall and precision 
(both are reasonable at the same time). 

For class ¬C class: 
(1) Most of the experiments give more than 0.95 recall; 
(2) Class C-biased training gives the higher precision; 
(3) Balanced training gives an average result; 
(4) The natural distribution i.e. training with the 
original distribution of the training set (experiment, 
(All)) makes the best trade-off in recall and precision 
(both are reasonable at the same time). 

In a nutshell for C (resp. ¬C), to increase precision 
we need ¬C (resp. C) biased training, while to increase 
recall, we need C (resp. ¬C) biased training. The class 
O is predicted well whatever the experiment is. 
Detailed results are presented in Table 2. 

 
 
Table 2. Average results computed from the results  

of 27 test WSIs for the different experiments. Here, R, P,  
F means the recall, precision, and F-measure respectively. 

 
Exp 

Name 
Class 

C 
Class 
¬C 

Class 
O 

Comment 

(All) 
R:.882 
P:.614 
F:.675 

R:.959 
P:.526 
F:.647 

R:.999 
P:.928 
F:.960 

Best trade-
off 

(C, 
C&¬C) 

R:.943 
P:.468 
F:.578 

R:.894 
P:.675 
F:.740 

R:.997 
P:.943 
F:.968 

Best R for 
C 

(¬C, 
C&¬C) 

R:.720 
P:.779 
F:.712 

R:.984 
P:.363 
F:.506 

R:.997 
P:.932 
F:.961 

Best P and 
F for C 

(C&¬C) 
R:.939 
P:.491 
F:.592 

R:.961 
P:.406 
F:.545 

R:.996 
P:.950 
F:.972 

Average for 
C 

(C, ¬C, 
C&¬C) 

R:.888 
P:.516 
F:.608 

R:.965 
P:.439 
F:.574 

R:.998 
P:.932 
F:.962 

Average for 
C 

 
 
4. Conclusions and Future Work 
 

In this research, we analyzed the impact of class 
distribution in the training set for metastasis detection 
task from WSIs while using U-net deep learning 
architecture. We utilize our own data set, in which one 
class, the class O is over-represented compared to the 
two other classes C and ¬C. This class O-biased data 
leads us to do a series of experiments with two other 
artificially class-biased training data: C-biased and  

¬C-biased data, and artificially balanced data as well. 
All these artificially created training data were created 
by downsampling the over presented class O and in 
some experiments either downsampling C or ¬C class. 

We found that balanced data does not lead to the 
best result in this domain, rather imbalance data leads 
to the desired accuracy for a given class. On the other 
hand, while keeping all possible training examples i.e. 
keeping the natural distribution in the training set 
causes the best trade-off in recall-precision, however, 
does not give the best result either in diagnosis 
perspective. In fact, the imbalanced distribution gives 
the most desirable result in this domain. More 
specifically, for cancer class prediction, non-cancer 
biased training reduces the confusion due to the inter-
class similar region between cancer and non-cancer 
class, thus produces less false prediction for cancer 
class. Although our analysis gives a preliminary flavor 
of the behavior of the model towards the different 
distribution of classes in the training set, it demands 
deeper analysis. Specifically, here the number of 
training examples was not the same for all 
experiments, we will solve this issue in our future 
work. Moreover, here we tested the class distribution 
for a fixed set of network parameters, in the future, we 
will test the same setting for different parameter 
settings. 
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Summary: Nowadays, the analysis of satellite image time series (SITS) is required in many applications. Given the high image 
resolution of such series, it is complicated in general to detect changes. As the representation of different objects is no longer 
limited to a simple pixel values, the changes further need the analysis of neighbouring textures. In this paper, we propose an 
unsupervised SITS change detection algorithm based on texture extraction with neural network autoencoders. The autoencoder 
first compresses the extracted feature maps and transforms the initial images in their encoded version and then performs 
the analysis of the pixel evolution corresponding to different objects. The proposed approach highlights the properties of 
objects behaviour through time and can further be used to create spatio-temporal clusters corresponding to different types of 
changes in SITS. 
 
Keywords: Satellite image time series, Autoencoder, Change detection, Feature extraction, Unsupervised learning. 

 
 
1. Introduction 
 

Change detection in SITS, despite all the scientific 
efforts, remains a challenge nowadays. All change 
detection approaches can be divided into supervised 
and unsupervised. In the case of supervised image 
analysis, change detection is a relatively simple 
process. Using the reference data, we classify different 
objects presented on the images in order to create a 
change map [1]. 

However, for most remote sensing applications we 
do not dispose of labelled data due to the high cost of 
producing them for remote sensing images. In this 
case, unsupervised change detection algorithms come 
in handy. Most of the existing algorithms aim at 
detecting changes between two co-registered images. 
Therefore, the complexity of some of them might 
drastically increase when applied to TS. 

The easiest unsupervised change detection 
approach is a bi-temporal image difference or ratio 
analysis [1]. However, this method is not suitable for 
high (HR) and very high resolution (VHR) images as 
different textures become distinguishable. In [2] the 
authors introduce a contrario approach based on Scale 
Invariant Feature Transform (SIFT) key points 
matching to identify changed objects between two 
images acquired by different satellites. A 
segmentation-based change detection method was 
proposed in [3]. In [4] authors use an autoencoder (AE) 
for detection of the permanent changes when learning 
a translation model from one image to another. 

In this paper, we propose a neural network-based 
approach for change detection in SITS. This method 
has a low complexity compared with existing methods 
because the time series (TS) images are processed as a 
stack and not individually. 

2. Proposed TS Change Detection Method 
 

Let Im1, Im2, …, ImS be a SITS of S images taken 
on dates T1, T2, …, TS. The algorithm steps are the 
following: 
1. Transform SITS in its encoded features 

representation version Im’1, Im’2, …, Im’S with a 
neural network AE. 

2. Compute the difference on adjacent images Im’i 
and Im’i+1. 

3. Perform clustering analysis of S-1 differentiated 
images in order to detect different spatio-temporal 
clusters of changes (no change areas, seasonal 
changes, permanent changes). 

4. Do clustering analysis of encoded images to 
identify different types of objects presented in TS. 
Among different neural network models, AEs have 

been used in many domains: in image processing, the 
autoencoders are mostly used for feature extraction, 
image segmentation, reconstruction, compression and 
reprojection. 

All AEs involve an encoding and a decoding 
structure. In most applications, during the model 
training, the encoding pass transforms the initial data 
in its compressed version or a set of feature maps. 
Further, the encoded data is transformed back to the 
‘initial’ one by the decoder. Finally, the reconstruction 
error is calculated and the model parameters are 
optimized. 

In our work, we use a convolutional AE with  
fully-connected (FC) layers for a patch-wise image 
encoding (Fig. 1). To train the model, all the images of 
TS are clipped in m×n patches (m, and n, are the image 
width and height, respectively) of the size p×p and 
passed to the AE model. The encoding pass firstly 
performs the feature maps extraction with convolution 
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layers and secondly compresses them with FC layers 
to a feature vector of size f. The decoding pass is 
symmetrical to the encoding one. Once the model is 

trained, the encoder transforms every patch of an 
original image to a feature vector.  

 
 

 
 

Fig. 1. Autoencoder model. 
 

3. Experiments 
 

Our dataset is made of 10 meters pixel resolution 
SPOT-5 satellite images of Montpellier, France, taken 
between 2002 and 2008, that belong to archive Spot 
World Heritage (available on  
https://theia-landsat.cnes.fr). In this section, we 
present the results obtained with 9 images from TS 
with green, red and NIR spectral bands. The original 
images were radiometrically normalized as described 
in [5]. 

To avoid overfitting, we sample m×n/9 patches of 
size 5×5 pixels from every image of the time series to 
train the model with f = 3. After the training, the  
mean-squared reconstruction error of 6 pixel intensity 
values for 8-bits images was achieved. A stack of 
encoded images was then obtained. 

To test the robustness of the proposed encoding 
approach for change detection, we choose the areas of 
interest that correspond to different types of objects. 
Among them are an urban area with no changes; an 
agricultural parcel that have seasonal changes; a 
vegetation zone with some minor seasonal changes, 
that was transformed in a construction site at T7 and, 
finally, a building was constructed at T9. 

20 random pixels of every class were extracted to 
perform the analysis of their evolution in time. To 
visualize the evolution of pixels from 3-dimensional 
data, we transformed it in 1-coordinate dimension with 
PCA (Fig. 2). The analysis was performed for the 
original images of TS and for the encoded ones. We 
can state that the intra-class similarity is higher for the 
encoded images, hence, it facilitates the further change 
analysis. More importantly, using the encoded images, 
we can easily detect the beginning of the construction 
on T7, thus proving the efficiency of our method to 
detect changes. 
 
 
4. Conclusion 
 

In this paper, we have presented a new approach to 
encode a SITS in its texture representation version. A 
new encoded TS is easier to interpret, and therefore 
easier to use for the change detection analysis. 

In the future works, an algorithm to automatically 
reveal different clusters of objects and different types 
of changes in a SITS will be elaborated. It will be based 
on the pixel evolution analysis of encoded TS. 

 

 
 

Fig. 2. Analysis of pixel evolution for the stack of images (initial – on the left, encoded – on the right). 
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Summary: The importance of e-commerce including the associated freight traffic with all its negative consequences  
(e.g. congestions, noise, emissions) is constantly increasing. Already in 2015, a European market volume of 444 billion Euros 
at an annual growth of 13.3 % was achieved [8]. However, online commerce will only have a better footprint than buying in 
the local retail shop under optimal conditions. Next to frequent single deliveries, CO2 intensive and underutilized transport 
systems, returned goods are the main problem of online shopping. The last is currently estimated at up to 50 % [4, 5]. Our 
research project Think!First tackles these problems in freight mobility by using an unique combination of gamification 
elements, persuasive design principles and machine learning. Here we list several methods to reduce and understand returns 
than have proven useful within our project. 
 
Keywords: Machine learning, Visualization, Data mining, Rule learning, E-commerce, Returned goods. 
 

 
1. Introduction 
 

One important issue in retail e-commerce is the 
inherently high returns rate of up to 50% [4, 5]. 
Combined with a higher number of offers for shorter 
delivery times this results in a corresponding increase 
of freight traffic and therefore CO2 emissions at a time 
when a reduction of these emissions is needed. On the 
other hand an increasing number of online shoppers 
want to buy in a sustainable way [2, 3]. Actual 
shopping decisions are however less sustainable due to 
ignorance, laziness and missing incentives. Our 
research project Think!First [7] aims to optimally 
inform and motivate online customers. A large 
Austrian shopping chain with online shop was our 
main project partner. 

 
 

2. Initial Data Survey 
 

From the data warehouse of our project partner we 
received a set of a few million samples from a time 
period of several years, containing detailed 
information on customers, orders, products, deliveries 
and returns during this time period. In total there were 
312 features ‒ 202 numeric features and 110 nominal 
features with up to 10 values (avg. 2.75) per feature. 
Overall returns over all products (including clothing) 
within this time period were within the ranges reported 
in the literature. 

One trivial way to reduce returns would be to delist 
products or ban customers which are responsible for a 
large proportion of returns. To achieve a 10 % 
reduction in returns, for this dataset, we would need to 
ban 0.17 % of customers at the cost of selling 4.31 % 

less products overall; or delist 1.13 % of products at 
the cost of selling 13.46 % less products overall. Both 
alternatives were deemed unsatisfactory by our project 
partner. 

 

 
 

Fig. 1. Products sold vs. products returned (Y axis)  
vs. returns rate (X axis), grouped by products. See text. 

 
We then decided to visualize all relevant 

parameters in a single graph. We binned returns rate in 
percent into 100 bins at the X axis. For each bin we 
computed both the number of products sold and the 
number of returns. Absolute number of products 
returned (linear scale) and sold (log scale) are shown 
on the left and right Y axis. 

Fig. 1 shows the results. Here, we computed returns 
rate on products level (i.e. each product was assigned 
its average returns rate over all its sales). The bimodal 
distribution of returns indicates that returns are driven 
by two approximate normal distributions: a smaller 
peak of products which sell high numbers at low 
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relative returns rate - which still translates to high 
absolute returns - and a larger peak of products which 
sell lower numbers at higher relative returns rate. The 
latter group contributes about six times the absolute 
number of returns of the former. 

 
 

3. Characterizing Returns 
 

We then aimed to characterize returns by a  
well-known rule learning algorithm, JRip, which is an 
open source implementation of RIPPER [1] within the 
data mining suite WEKA. We chose RIPPER for its 
ability to produce small concise rule sets that are easy 
to interpret. We also considered Logistic Regression 
but found that too many features had high weight resp. 
odds ratio, severely impairing interpretability of the 
trained model. We still used it to choose features for 
exclusion (see below). We down sampled a 20 % 
subset of the original dataset to 1:1 class distribution 
between returns and non-returns and evaluated the 
model on the remaining 80 % data that was not 
subsampled plus the nonreturns removed from the 
training data during subsampling. For initial evaluation 
we used twofold cross validation. 

One major problem was that the data dictionary had 
not been updated for some time. Therefore from  
312 features only about a third were actively used and 
well-known. To prevent inadvertently using features 
that are retroactively changed when returns are entered 
into the system – which yields results that are too good 
to be true – we chose two mitigations: 1) training the 
model on one set of data and evaluating on a later data 
warehouse export (ongoing), 2) successively removing 
highly predictive attributes – either by high odds value 
in logistic regression or by appearing often in the first 
5-10 rules from RIPPER. The final choice which 
attributes to remove was mainly based on these two 
feature sets as little or no feedback on these attributes 
was available. The cut-off was manually chosen by 
visual inspection. Table 1 shows the results for the 
second mitigation. It can be seen that the removal of 
highly predictive attributes does not always reduce the 
performance of RIPPER but in some cases even proves 
beneficial. The addition of products base data from tr7 
onward clearly proved beneficial at first and it will turn 
out that many final rules make use of those features. 

Initially we ran RIPPER on the complete data from 
all years containing a few million samples (tr3-tr11). 
However, the data warehouse format had been changed 
at least three times during the last several years in 
which the data was collected causing some variables’ 
interpretation to be changed and some new variables to 
be added, both causing RIPPER to return large sets of 
around a hundred rules to account for the additional 
data variance. So we chose to retrain it using only the 
latest data from 2017 and 2018 (tr11-17) containing a 
few hundred thousand samples. This led to a small set 
of eleven rules which predict returns on the 
independent test set with a precision of 0.495 and recall 
of 0.784 (balanced F-measure: 0.607), comparable to 

models trained on the whole dataset. More details  
see [6]. 

One problem with RIPPER was that according to 
its internal heuristics its default class was sometimes 
returns and sometimes non-returns. However since 
rules for non-returns are much harder to interpret than 
rules for returns and we are also much more interested 
in the latter, we chose to adapt RIPPER to force it to 
use only non-returns as default class and therefore only 
output rules that predict returns. This modified 
RIPPER was used from tr7 onwards. 

 
 
Table 1. Successive removal of predictive features  

as estimated by two-fold cross validation. 
 

Dataset #F. Prec. Rec. F0 AUC 

tr3 154 0.813 0.821 0.817 0.840 

tr4 150 0.866 0.59 0.706 0.790 

tr5 149 0.798 0.772 0.785 0.820 

tr6 145 0.822 0.862 0.842 0.857 

tr7 303 0.865 0.898 0.881 0.917 

tr8 290 0.784 0.827 0.805 0.830 

tr9 283 0.765 0.793 0.779 0.792 

tr10 282 0.765 0.794 0.779 0.794 

tr11 237 0.768 0.789 0.778 0.789 

tr11-17 237 0.767 0.775 0.771 0.769 

 
Concluding, we note that the most features of these 

rules were drawn from products base data followed by 
orders and only the last (non-default-)rule contains 
customers base data. This may indicate the relative 
importance of these feature subsets. Mainly, a more 
detailed analysis of these rules may lead to be a better 
understanding of the reasons for returns. 
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Summary: In the context of ageing societies, assessing risk factors and detecting falls for the elderly is becoming a crucial 
issue. In this paper, we propose an iterative head tracking method based on particle filtering using the fusion of low cost 
thermal and depth sensors for home environments whilst preserving privacy. The iteration process begins by segmenting the 
head in the depth image to calculate the depth coefficients and the thermal coefficients used for updating the particle weights. 
The method was tested on several sequences, with or without depth-thermal fusion: results show its robustness and accuracy, 
and also demonstrate that fusion improves tracking, namely when fast motion occurs (in case of a fall for instance) or when 
segmentation is erroneous. 
 
Keywords: Head tracking, Sensor fusion, Particle filter, Thermal sensor, Depth sensor, Fall detection. 

 

 
1. Introduction 
 

Due to the ageing population and the fact that falls 
are the second cause of accidental deaths worldwide 
(according to WHO1), providing efficient fall detection 
systems of elderly is becoming crucial. 

In previous work [1], we proposed a visual system 
solution based on the collaboration between a depth 
sensor and a low resolution thermal sensor to detect 
elderly falls. In the first study, we developed a fall 
detection system based only on the depth sensor. This 
system has been tested in 2 senior citizens’ homes 
during 1 year but has produced too many false alarms 
caused mainly by occlusions and lack of shape 
tracking. For these reasons, we chose to add a thermal 
sensor. In this paper, we aim to develop a person 
tracking algorithm in order to improve the accuracy 
and the sensitivity of the system proposed in [1] and to 
reduce the number of false alarm. 

This tracker will also be used to estimate the 
people's trajectories and to analyze their activities in 
order to prevent falls. This system is low cost, works 
day and night, can be easily installed in a room and 
moreover preserves privacy. 

In our framework, instead of tracking the whole 
body, we chose to solely track the head because it is 
non-deformable, the hottest, highest and least hidden 
part of the body which can easily be approximate as an 
ellipse with only few parameters. The motion head is 
also a significant marker for the fall detection. 

Among tracking methods, particle filtering  
(PF)-based ones have proven to be very flexible and to 
more accurately model the dynamics of the object 
motion [2]. PF is often applied for tracking in color 

                                                           
 
1 World Health Organization (WHO)  

images. In this paper we present an adaptation of PF to 
track people using both depth and thermal information. 

In general, when the tracker is based only on a 
signal feature, the result can be wrong due to the 
complexity of the environment and the process of 
tracking [3]. In order to improve the tracking 
algorithm, multi modal data can be used to increase the 
performance. The main contributions of our paper are 
the using of different observations from the 2 sensors 
and the form to integrate these measures which 
increases significantly the performance of the tracking 
method. 

The rest of the paper is organized as follows. In 
Section 2, we define calibration inter sensor and head 
segmentation steps. In Section 3, we illustrate particle 
filter algorithm on depth and thermal images. In 
Section 4, we report the experimental results and 
provide some discussions. Finally, we summarize our 
paper and point out some further directions  
in Section 5. 

 
 

2. Calibration Inter Sensors and Head  
    Segmentation Method 
 
2.1. Depth and Thermal Calibration 
 

Our system is based on a thermal sensor (FLIR 
lepton 2.5, Focal length: 5 mm, Thermal Horizontal 
Field of View T_HFOV: 51º, Thermal Vertical Field 
of View T_VFOV: 37.83º, T_Xres: 80 pixels and 
T_Yres: 60 pixels) and a depth camera (Microsoft 
Kinect, Focal length: 6.1 mm, Depth Horizontal Field 
of View D_HFOV: 58º, Depth Vertical Field of View 
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D_VFOV: 45º, D_Xres: 640 and D_Yres: 480) which 
are aligned horizontally (see Fig. 1). 

In order to match a point from depth image with a 
point in thermal image, a calibration step is required to 
calculate the transformation parameters (see Fig. 2). 

 

 
 

Fig. 1. Sensors coordinate systems. 
 
 

As input we have depth and thermal images. 𝑢 , 𝑣  
are the pixel coordinates in the images and 𝑤  the 
depth information (i.e. the distance of the object to the 
depth optical center). The estimation of the 
relationship between these 2 coordinate systems needs 
3 steps (see Fig. 2): 1) The estimation of the transform 
of the depth image (𝑢 ,  𝑣 ,  𝑤 ) to the coordinate 
system (𝑥 , 𝑦 , 𝑧 ) of the depth sensor. This can be 
done analytically from the intrinsic parameters of the 
depth camera: 
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 (1) 

 

2) The transformation between the coordinate 
system ( 𝑥 ,  𝑦 ,  𝑧 ) of the depth sensor to this 
(𝑥 , 𝑦 , 𝑧 ), of the thermal sensor. It can be obtained 
from the extrinsic parameters, in our case a rotation 
and a translation matrix: 
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 and 𝑇  
𝑑𝑥
𝑑𝑦
𝑑𝑧

, 

(2) 

 

α, θ and β are the Roll, Pitch and Yaw angles [1], and 
3) the transformation between the coordinate system 
(𝑥 ,  𝑦 ,  𝑧 ) of the thermal sensor to the thermal 

image coordinates ( 𝑢 ,  𝑣 ). This can be done 
analytically from the intrinsic parameters of the 
thermal camera:  
 

 
 

Fig. 2. Calibration system. 
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 (3) 

 
In our case, the intrinsic parameters are the values 

given by the constructor. So the purpose of the 
calibration is to estimate 6 parameters of equation (2) 
and then to generate a one to one pixel correspondence 
of the depth and thermal images. 

 
 

2.2. Segmentation 
 

In order to track the head, we need to extract the 
head position from the image. After calibration, we 
extract this position according to segmentation stage 
using the following framework (Fig. 3). The first step 
is to create a reference depth map by averaging the N 
first depth images without any moving objects. This 
defines the static background of the scene. From each 
frame at time N+t, we subtract the static background 
from this frame and detect so the moving objects we 
called as foreground. Then, we filter the foreground 
noise and we extract the silhouette and model it with 
an ellipse. Finally, the head size and pose are estimated 
from the silhouette ellipse. The head is modeled as a 
smaller ellipse with the same orientation as the 
silhouette ellipse but 3 time smaller. The center C of 
the head ellipse is set at 1/3 of the major axis from the 
upper part B (see Fig. 4): SC = 2/3 SB with S the 
silhouette ellipse center. 
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Fig. 3. Segmentation framework. 
 
 

We define the depth head position C from this 
ellipse as another ellipse located at the 1/3 of the upper 

part  𝑆�⃗�    𝑆𝐵 where S is the silhouette center and 

B is the upper point of silhouette. The head size and 
pose are extracted from the silhouette ellipse. They 
have the same orientation but the major axe of the head 
ellipse is 1/3 of silhouette major axe (see Fig. 4). In 
thermal image, we apply the matching to get the 
thermal head position. 
 

 
 

Fig. 4. Head position. 
 
 
3. Particle Filter Algorithm on Depth  
    and Thermal Images 
 

The PF tracking process is based on a hidden state 
vector 𝑥  which is defined by the center, orientation 
and the size of the ellipse around the head in the depth 
image. 𝑥  is predicted from 𝑥  and the observation 
vectors, 𝑍   𝑧 , . . , 𝑧  and  𝐻   ℎ , . . , ℎ  
obtained from depth and thermal sensors, respectively. 
PF uses a sample of N particles 𝑆   𝑆 , … , 𝑆  to 
approximate the conditional probability 𝑝 𝑥 /𝑍 , 𝐻 . 
Each particle 𝑆  can be seen as a hypothesis about 𝑥  
(an ellipse model) and is weighted by 𝜋 𝑛  which are 
normalized. Particles are resampled according to their 
weights and are updated according to new observations 
𝒏𝒆𝒘𝒐𝒃𝒔𝒆𝒓𝒗  [3]. 

 
 

3.1. Tracking Method 
 

For each frame (time step t) t, we have 𝑥  which 
represent the head. We sample this vector on N 
particles. Each particle  𝑆  is defined by the same 
parameters of 𝑥  and has a weight 𝜋 𝑛 . Next, we 
predict 𝑥  according to the propagation of particles 
based on: 

 

 𝑆   𝐴 ∗ 𝑆  𝑤 , (4) 

where A is the transition model matrix and 𝑤  is a 
Gaussian noise. Finally, we update the particle weight 
according to observation vectors where we combine 
depth and thermal information in 𝒏𝒆𝒘𝒐𝒃𝒔𝒆𝒓𝒗  and 
resample particles to prevent the problem of particles 
degeneration (see Fig. 5) [4]. 
 

 
 

Fig. 5. Tracking method flowchart.  
 

Thus, the steps of iterative PF tracking algorithm 
are: 
1) Initialization: Generate a sample of N particles 

𝑆   𝑆 , … , 𝑆  based on the probability of the 
state vector 𝑝 𝑥 , and initialize the weight of each 
particle by 1/N, 

2) Resampling: Re-sample particles to prevent the 
problem of particles degeneration, if frame > 1, 

3) Prediction: Propagate particles according to 
prediction model to predict the state vector 𝑥 , 

4) Updating: Update the particle weight at frame t. 
 

 𝜋 𝑛
𝟏

√𝟐𝝅𝝈
𝒆𝒏𝒆𝒘𝒐𝒃𝒔𝒆𝒓𝒗 𝒏 /𝟐𝝈𝟐

, (5) 

 
where 𝜎 was fixed empirically. 
Then normalize the weight: 
 

 𝜋 𝑛
𝜋 𝑛

∑ 𝜋 𝑘 
, (6) 

 
and return to step 2. 
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3.2. Depth-thermal Fusion 
 

Updating particle weights is a key point of PF and 
is specific for each application (see [5] for color 
information). 

In our framework, the weights are computed from 
the following three coefficients which combine depth 
and thermal information: a distance coefficient 𝐶 , a 
depth gradient coefficient 𝐶 _  and a thermal gradient 
coefficient 𝐶 _ . For each particle, 𝐶  is the distance 
between the center of the particle and the center of the 
segmented head in depth image. 𝐶 _  and 𝐶 _  are 
based on the gradients along the head ellipse in the 
depth image and the thermal image respectively along 
the ellipse, as inspired by [6]. 

In this work, we considered two models to combine 
coefficients and use them in equation (5) for the 
updating step. Comparisons between these models are 
given in subsequent sections of this paper. 

The first weighing model (M1) uses only 2 
coefficients (C  and C _ : 

 

  𝐶 𝑛   𝜶 𝐶  + (1  𝜶  𝐶 _ , (7) 
 

α is an Importance Factors (IF) and n is the particle 
number. 

The second weighing (M2) model combines all the 
3 coefficients: 

 

 𝐶 𝑛   𝜶 𝐶  + β 𝐶 _  + γ 𝐶 _ , (8) 
 

α and β are the IF of depth information and γ = 1-α-β 
is the IF of thermal information. In order to estimate 
the impact of each coefficient in the particle filter, we 
tested several combination of static IF at each test (see 
Table 1). 
 
 

Table 1. Importance factor IF values. 
 

Test α β 1-α-β 
C1 1/3 1/3 1/3 
C2 1/4 1/2 1/4 
C3 1/4 1/4 1/2 
C4 1/2 1/4 1/4 
C5 3/8 1/4 3/8 
C6 3/8 3/8 1/4 

 
 

Particle weight is updated according to equation (5) 
by replacing 𝑛𝑒𝑤 by the weighing model: 

 

 𝜋 𝑛
𝟏

√𝟐𝝅𝝈
𝒆𝑪𝒇𝒖𝒔𝒊𝒐𝒏 𝒏 /𝟐𝝈𝟐

 (9) 

 
 

4. Experimental Results 
 

In this section, we demonstrate the performance of 
the proposed algorithm. We have performed several 
sequences of people moving in a room with  
co-calibrated static depth and thermal cameras which 
were fixed in the ceiling. We have tested our system 
with the following objectives: (1) compare our 
proposal work with segmentation only and depth 
tracking method, (2) evaluate the performance of the 
fusion algorithm, (3) evalute each weighing model, 
and (4) compare IF values. 

In all tests, we used the following parameters:  
N = 1000 particles, 𝜎  0.25  and transition model 
matrix A = 𝐼 . We fixed the acquisation frequency  
to 8 Hz. 

The ground truth (GT) was established manually 
by setting an ellipse on each frame (white ellipse in 
Fig. 6, 7) and the processing was performed using 
Matlab on Intel(R) Core(TM) i7-6700HQ CPU,  
2.6 GHz. 

We used 2 quantitative measurement to assess the 
accuracy of the specific versions: the localization error 
which is defined as the average Euclidean distance 
between the center locations of the tracked targets and 
the manually labeled ground truths, and the overlap 
score which is the overlap of the ground truth area and 
the tracking area [7]. 

Fig. 6 illustrates the results of a) The head 
segmentation only, b) The depth version, c) The M1 
model. Comparing these results, we can see that the 
head segmentation is totally wrong, the depth version 
estimates an area bigger than the head and the fusion 
model is able to track the head more accurately. These 
results shows that segmentation is erroneous in critical 
situations and depth sensor is useless on its own. 

As illustrated on Fig. 9, a comparaison between the 
6 tests performed with the second model (M2) that 
shows the impact of the cofficient IF to estimate the 
new head position. 

 
 

 
 
Fig. 6. Tracking results on one frame of a sequence:  a) Segmentation only; b) Depth version; c) M1 model. Tracking results 

are in green, silhouette ellipse is red and GT ellipse is white. 
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Fig. 7. Tracking comparison results between a) M1 model 
and b) M2 model. Tracking results are in green, silhouette 

ellispe is red and GT ellipse is white. 
 

 

 
 

Fig. 8. Quantitative measurements over a sequence. 
Localization error (a) and the overlap score (b) using  
the segmentation (red), the depth version (green) the M1 
model (cyan)  and the M2 model (blue). 

 
 

 
 

Fig. 9. Tracking results of 6 IF tests a) C1 test; b) C2 test; c)C3 test; d) C4 test; e) C5 test and f) C6 test, Tracking results are 
in green, silhouette ellispe is red and GT ellipse is white. 

 
 
When we evalute these results using the 2 

quantitative measurement, we observe in (Fig. 10) a 
clear difference between the performance of the C4 test 
that assign more improtance to distance coefficient and 
C2 that assigns more importance to depth gradient 

coefficient. For instance, when the person is walking 
in front of something, the depth gradient coefficient 
decreases the results and the distance coefficient gets 
the results better.
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Fig. 10. Quantitative IF measurements over a sequence. 
Localization error of C1 test (blue), C2 test (yellow), C3 test 
(black), C4 test (red), C5 test (cyan) an C6 test (green). 

 
 

5. Conclusions 
 

In this paper, we have presented a head algorithm 
based on particle filters that fuse the information of 
depth and thermal of a person in an indoor environment 
using the position, the orientation and the size of the 
ellipse around the head. The scene was acquired by two 
co-calibrated depth and thermal cameras. We have 
presented calibration system that can be implemented 
on any depth thermal system. 

We have evaluated our proposal work in several 
situations with different models and compared it with 
other methods. Moreover, results have shown that our 
system gave the most accurate tracking results even in 
critical situations with very low resolution images. The 
combination of information provided by both cameras 
improve the tracking. For future work we plan: 1) To 
modify the constant importance factors α β and γ to 

dynamic values according to the influence of each 
coefficient; 2) To make an automatic GT with Vicon 
Systems in living labs; 3) To compare the method with 
other robust methods like Deep Learning based 
methods and 4) to add the velocity in the state vector. 
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Summary: Authors consider intelligent models and methods the decision support system for management of the ICT-industry 
development in the regions. This article considers identification of implicit knowledge on a complex data. The task statement 
and the methodology of solution are given. Data mining technologies are applied for identifying hidden common factors in 
data. Details considered data analysis tools, as like factor analysis and clustering. 
 
Keywords: Neural network technology, Data mining, Decision support, Factor analysis, Information and communications 
technology. 
 
 
1. Introduction 
 

Nowadays, the fact that information and 
communication technologies play a primary role for 
the modern person is beyond doubt. And this is 
connected not only with everyday life. Innovation 
policy in the field of information and communication 
activities is associated with the general recovery of the 
economy, the country's competitiveness. At the same 
time, when investigating the development of this 
industry, there is a problem associated with the 
constant emergence of new technologies and 
opportunities, because ICT industry is one of the 
fastest growing industries both in the world and in 
Russia. But despite the rapid growth, Russia still lags 
behind the level of world powers. This is due, among 
other things, to the fact that the one of the main 
problem in the development of the ICT market in 
Russia is a meaning digital divide between the  
85 regions that make up the country. According to 
statistics for 2017, there is an explicit lag in a number 
of indicators even within one federal district, for 
example, between Moscow and the Bryansk region. 
Thus, there is the problem of digital inequality of the 
regions of Russia, associated with geographical, 
economic and managerial differences. One of the 
solutions to this problem can be the modeling of the 
level of ICT development at the regional level, the 
identification of similarities between regions, taking 
into account the values of indicators characterizing the 
level of development and building a rule base based on 
the interpretation results. 

 
 

2. State of the Problem 
 

All research in this area somehow affects the Solow 
paradox, which suggests that information technology 
does not affect labor productivity, and attracting 

investment in computerization of production entails 
only more investment. However, after a sharp rise in 
productivity in the 1990s, most researchers and 
scientists agreed that the ICT industry was the cause of 
such a sharp jump. Since the middle 2000s, the results 
of research by many experts [1-7] show that there is a 
correlation between the development of information 
and communication technologies and the level of 
economic development in the country. Thus, according 
to the analytical service of The Economist magazine 
[7, 11], there is a mutual merger between ICT level and 
economic development in developed countries, while 
for developing countries this effect is not observed or 
is insignificant. Among modern researches, there is to 
single out the use of the production function method 
for testing the hypothesis about the low value of the 
innovative potential of the country in the field of ICT 
for support economic development, presented by 
authors [5, 6], these researchers use methods of 
correlation and regression analysis to identify the 
relationship between innovations in ICT and small 
business development. However, all these studies have 
a number of significant shortcomings, which are 
confirmed by the results of analytical reports. One of 
the most successful is the empirical study of the 
Economist Intelligence Unit [11], which took as a basis 
not only the level of ICT use, but also the state of the 
business environment, as well as conditions conducive 
to the introduction of new technologies from the ICT 
area. The resulting model allowed not only to 
differentiate countries depending on the level of 
development, but also to explore the effects of 
interaction. But the question of the reasons for the 
influence of the ICT industry on the level of economic 
development in some countries still remains 
unresolved. In this connection, the hypothesis was 
proposed that the ICT industry begins to influence the 
country's economic growth, expressed in GDP only 
when the so-called critical mass, that is, the saturation 
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point, is reached. In this case, the methods and models 
proposed in the works, as a rule, take into account only 
the relationship between the level of ICT development 
and the level of economic development. However, it 
makes sense to take into account both the contribution 
of the ICT industry in the country's GDP and the 
development of the ICT industry itself. The 
development of the ICT industry in each region of the 
country is seen as fundamental, contributing to the 
level of development of the country's industry as a 
whole. In this case, the rating of regions is  
determined annually. 
 
 

3. Statement of the Problem 
 

The authors proposed to develop a methodology for 
identifying similarities between objects (regions) 
based on the most significant factors, which influence 
the industry development (taking into account the 
rating), and with using new knowledge to formulate 
recommendations for managing the industry 
development. 

Problem statement can be formulated as follows: 
Formulate recommendations to improve the level of 
the development level based on analysis of the initial 
data presented by a set of vectors, which describes the 
characteristics of the regions of the Russian Federation 
in the ICT-industry development. 

Mathematical statement of the problem of the 
research is formulated as follows. 

Given 𝑋 - a set of vectors represented by the 
characteristics of the regions in the region of  𝑋 , where 
𝑋   𝑥 , 𝑥 , … , 𝑥 ,  here 𝑥 , 𝑥 , … , 𝑥  – region 
information, where 𝑖  1, 85 , 𝑗  1,𝑛  – 𝑗 factor 
taken into account that influences the level of 
development (total n factors) 

Find: 𝐹: 𝑋 → 𝑌с , function that maps data to 
knowledge. This function will make it possible to 
assign a region with take into account its 

characteristics to one of clusters that unite regions with 
similar characteristics, and to construct RULE rules, 
using which it is possible to formulate 
recommendations for the industry development. 
 
 
4. The Technique for Solving the Problem 
 

The technique for solving the problem (Fig. 1) 
includes five stages. The first two stages are aimed at 
preparing data for analysis. At the first stage, statistical 
information is collected, the characteristics of the 
objects are selected for further research. At the second 
stage, preliminary data processing is carried out.  
Pre-processing is necessary to control the invalid 
values of selected indicators, as well as to detect, 
correct and delete erroneous records. At this stage, 
using the approximation functions and the means of 
the existing application programs, the existing gaps in 
the characteristic values are filled, individual criteria 
are standardized, for example, to normalize indicators 
taken in monetary terms, it is necessary to impose an 
index deflator. At the third stage, a factor analysis is 
carried out to identify the most significant factors. The 
choice in favour of this method is due to the fact that 
the factor analysis tool allows you to: determine the 
data structure, reduce the dimensionality of the 
attribute space without losing information (relevant for 
data with a high level of correlation), and also highlight 
the most significant characteristics for regulating the 
process under study. At the fourth stage, the neural 
network apparatus, in particular the Kohonen network, 
is used to identify similarities through clustering. In 
this study, clustering is necessary because it allows you 
to select one or more attributes as a basis for 
generalized groups of regions, and also to show what 
their similarities are and how the ranges of values are 
coordinated. A feature of this method is also that 
clustering can work in “both sides”. 

 

 
 

Fig. 1. Solution technique. 

 
When analyzing, it can be assumed that there is a 

cluster at a certain point and then to test this hypothesis 
using the existing criteria values, on the other hand, 
taking into account the available input data, to identify 
various properties and processes occurring in the 
objects. At the fifth stage, the revealed new knowledge 
in the form of characteristics of similar objects by 

interpreting the data makes it possible to formulate 
recommendations for the development of the industry 
in the region. At this stage of solving the problem, in 
addition to the results of cluster analysis, it is proposed 
to use the knowledge of experts. 
The comprehensive analytical Deductor Studio 
platform (steps 1-3) and the shell, which allows to 

1. Data collection, 
accumulation and 

preliminary 
processing

2. Checking the 
correctness of data 

sets and their 
cleaning 

3. Conducting factor 

analysis and 
clustering

4. Interpretation of 
results and formation 
of  knowledge base 

5. Organization of 
support for management 
decisions based on the 
identified knowledge
and inference engine
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realize a production system (stages 4-5) are used to 
implement the solution techniques. 
 
 
5. The Results of the Study 
 

Interpretation of the factor analysis results allows 
to be drawn the following conclusions: the ICT-level 
and ICT-industry development in the regions is 
significantly affected by the organization’s internal 

resources (the cost of research and its share of gross 
product; additional training for staff (human capital 
increase); in fixed capital; the share of computer use in 
the organization); the proportion employed in ICT; 
development of communication networks and data 
transmission; the share of graduates of IT areas 
(specialties) in the total graduation; the development 
level of technology; labor market index. 

The obtained clustering results (Fig. 2) are 
interpreted and allow identifying similar objects with 
both high and low ratings (Table 1). 

 

 
 

Fig. 2. Clustering results. 
 
 

Table 1. The fragment of clustering results. 
 
Cluster 

0 1 2 3 4 
Factor value 

Factor 1 Below the average Low 
Medium and 

high 
Below the 
average 

Below the 
average 

Factor 2 
Average, above the 

average 
Below the average Medium 

Below the 
average 

Average and low 

Factor 3 Low Below the average Medium Low 
Below the 
average 

Factor 4 Above the average 
Average, above  

the average 
Average, above 

the average 
Low, average 

Average, above 
the average 

Factor 5 Average 
Average, above  

the average 

Above the 
average and 

high 
Average 

Average and 
below the 
average 

Factor 6 
Average, above the 

average 
Average, above  

the average 
Average 

Below the 
average 

Low 

Factor 7 
Average and above 

average 
Average and above 

average 
High Average Average 

Regions (class 
in rating) 

Novosibirsk Oblast, 
Yaroslavl Oblast, 

Perm Territory, Mari 
El Republic, 

Chuvash Republic, 
etc. (2-6) 

Belgorod, Omsk, 
Irkutsk, 

Arkhangelsk, 
Leningrad regions, 

Krasnodar Territory, 
etc. (7-12) 

Moscow, St. 
Petersburg (1) 

Tverskaya, 
Ivanovo regions,  

the Republic  
of Ingushetia, 
etc. (9,13,17) 

Republics  
of Altai, Tyva, 
Zabaykalsky 

Krai, etc.  
(14-16) 

 
 

Specific values of the factors “translated into terms 
of the corresponding names of factors of linguistic 
variables” for later use in the formation of fuzzy 
knowledge base. At this stage of the research, 
interpretation results are laid down in production rules. 
In order to orient regions on higher rating, it is 

necessary to increase / decrease the values of some 
parameters. 

As examples, the following production rules can be 
given: 
Rule 1: IF cluster = 0 AND 8 ≤ rating ≤ 15, THEN IT 
companies need to find internal resources for 
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additional training of employees, for scientific 
research and for hardware upgrades. 
Rule 2: IF cluster = 4 AND rating = 14, THEN IT 
companies need to find internal resources for 
additional training of employees, for scientific 
research, hardware upgrades, AND to increase the 
level of science and technology development by 
creating innovation centers. 
Rule 3: IF cluster = 1 and 9 ≤ rating ≤ 12, THEN it is 
necessary to increase the proportion of people 
employed in IT, for example, by creating new IT 
companies. 
Rule n: IF cluster = 0 and 1 ≤ rating ≤ 15, THEN there 
are need to increase the output of IT specialists in 
universities by attracting commercial students, 
working with existing students, strengthening career 
guidance, increasing the admission plan. 
 
5. Conclusions 
 

Any development strategy for the ICT industry in 
the region are guided by human capital; innovation 
potential; institutional and infrastructural environment; 
ICT infrastructure and access; information industry; 
information security; use of ICT for development, etc. 

The study of indicators characterizing information 
and communication activities, ranked by constituent 
entities of the Russian Federation, revealed a strong 
differentiation between the central part of the country 
and the other federal districts. The indicators of 
Moscow, the Moscow region are markedly different 
from the all-Russian (they are anomalous observations 
for all the ICT indicators studied). 

The proposed concept is focused on identifying 
similar objects by conducting cluster analysis. The 
analysis results are interpreted according to the 
semantics of the application domain. Authors 
describes the tools develop recommendations that 
provide information support for decision-making. In 
the future, authors propose the use of neuro-fuzzy tools 
to solve the problem. 
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Summary: The majority of Parkinson’s disease (PD) patients suffer from handwriting abnormalities commonly called as 
Parkinsonic dysgraphia. Several approaches of PD dysgraphia analysis exist, e.g. based on online handwriting processing. 
However, a small and unilingual cohort of PD patients is often an issue in quantitative PD dysgraphia analysis studies. 
Therefore, in this work, we aim to perform a discrimination analysis in a multilingual cohort of 73 PD patients and 48 healthy 
controls (Spanish and Czech). For this purpose, we extracted advanced handwriting features based on fractional order 
derivatives (FD). Discrimination power of the advanced FD-based features was evaluated by Mann-Whitney U test and random 
forests classifier. We reached 82 % classification accuracy (86 % sensitivity, 77 % specificity) in the multilingual cohort. In 
addition, we observed high discrimination power of the FD-based parameters and proofed the high impact of online 
handwriting processing in cross-cultural PD dysgraphia analysis studies. 
 
Keywords: Parkinsonic dysgraphia, Micrographia, Online handwriting, Fractional order derivative, Fractional calculus, 
Multilingual cohort. 
 
 

1. Introduction 
 

Parkinson’s disease (PD), as the second most 
frequent neurodegenerative disorder, affects 
approximately 1.5 % of the world population aged 
over 65 years [1]. A rapid degeneration of 
dopaminergic cells in substancia nigra pars compacta 
emerged as the most important biological finding 
accompanying the disease [2]. Considering the 
cardinal motor symptoms of PD (tremor in rest, 
bradykinesia and rigidity) in conjunction with 
cognitive, perceptual and motor requirements of 
handwriting, the disrupted handwriting of PD patients 
may be used as a significant biomarker for PD 
diagnosis [3]. The most commonly observed 
handwriting abnormality in PD patients is 
micrographia (progressive decrease of letters 
amplitude) [4], which may be noticed even before the 
onset of PD motor symptoms in approximately 5 % of 
PD patients. 

Nowadays, by utilizing digitizing tablets, which 
brings an ability to acquire x and y position with 
temporal information, we have the opportunity to 
process online handwriting signals. Therefore, we are 
not limited to analyze the spatial features only, but we 
are able to quantify more manifestations of PD 
appearing in patients handwriting data (temporal, 
kinematic or dynamic), generally named as PD 
dysgraphia [5]. 

The impact of quantitative PD dysgraphia analysis 
employing several handwriting or drawing tasks 
(e. g. characters, loops, sentences, figures) has been 
explored in [6-9]. Researchers usually use kinematic, 
temporal, spatial or dynamic handwriting features in 
PD dysgraphia analysis. However, more advanced 
parameters (based on entropy, energy operators or 
empirical mode decomposition) have been reported 
too. PD dysgraphia classification accuracies reported 
by recent works vary in the range of 85 and 97 %. In 
our previous works [6, 10, 11], we proposed and 
evaluated a new advanced approach of kinematic 
analysis based on fractional order derivatives (FD). 
Using this approach, we were able to identify PD with 
almost 90 % accuracy employing only 5 basic 
kinematic features. 

The most common issue in PD differential analysis 
(cause by complicated and time-consuming patient 
examination process), which researchers are 
encountering with, is a small and unilingual cohort of 
patients. This may result into poor generalization. 
Especially, the size of examining dataset has a 
significant influence on results reliability. The smallest 
the dataset is, the more misleading results may be. 
Therefore, in this study, we aimed to analyze a 
multilingual cohort involving two PD handwriting 
databases (Czech and Spanish) in order to train a more 
robust classification model. To our best knowledge, 
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this is the first study considering multilingual cohort in 
PD dysgraphia analysis. 

 
 

2. Datasets and Methodology 
 
2.1. Datasets 
 

For the purpose of this study, we used two PD 
handwriting databases. The Czech (PaHaW [8]) 
database consists of 37 PD patients and 38 healthy 
controls (HC). It includes 9 different handwriting tasks 
(Archimedean spiral, repetitive loops, repetitive letter 
l, syllable, words and sentence). The Spanish database 
(recorded in Mataró Hospital, Spain) consists of 36 PD 
patients and 10 HC. It includes 2 handwriting tasks 
(repetitive and continuously written letter l and 
sentence). Demographic and clinical data of both 
cohorts can be found in Table 1. All patients were 
examined on their regular dopaminergic medication 
approximately 1 hour after the L-dopa dose. All 
participants were right-handed, and all participants 
signed an informed consent form approved by the local 
ethics committees. 

 
 

Table 1. Demographic and clinical data of all participants. 
 

Cohort Number Age [y] PD dur [y] 
Parkinson’s disease patients 

Czech 37 69.21 ± 11.10 8.70 ± 4.82 
Spanish 36 68.25 ± 10.46 6.10 ± 3.78 

Healthy Controls 
Czech 38 62.50 ± 11.70 - 
Spanish 10 57.50 ± 6.36 - 
1 y – years; dur - duration 

 

 
 
Fig. 1. PD patient's sentences examples. Czech sentence  
in the upper part and Spanish in the bottom part of the figure. 
On-surface (blue) and in-air (red) movement are visualized. 

 
For the purpose of this study, sentence handwriting 

task was selected from the databases. Even the tasks 
are different due to language, we hypothese that 
pathological characteristics in the handwritten signals 
will be similar. Sentences in their original language 

and with resulting English translations are listed 
below: 
a) Czech: “Tramvaj dnes už nepojede”. 

English: The tram will no longer go today. 
b) Spanish “La casa de Barcelona es preciósa”. 

English: The house in Barcelona is beautiful. 
Samples of PD patients’ sentences can be found in 

Fig. 1. In Fig. 2, descriptive statistics of both datasets 
are visualized. Handwriting data were acquired using 
a digitizing tablet Wacom Intuos 4M (both datasets). 
Following time sequences were sampled with 
frequency fs = 150 Hz: x and y coordinates (x[t], y[t]); 
time-stamp (t); in-air/on-surface status (b[t]); pressure 
(p[t]); azimuth (az[t]); and tilt (al[t]). 
 
 

2.2. Methodology 
 

Firstly, each handwritten signal was split into  
on-surface and in-air movements [12] (see Fig. 1). 
Next, basic kinematic features such as velocity, 
acceleration and jerk were extracted. Instead of 
conventional differential derivative, we utilized FD as 
an advanced approach of kinematic features 
calculation. For this purpose, the Grünwald-Letnikov 
approximation was used [13, 14]. The advantage of FD 
is based on their extensive range of settings and several 
approaches of approximation. Moreover, we also 
applied FD on pen pressure, azimuth and tilt signals. 
All features were extracted for different values of α 
(order of FD). In the frame of this work, a range from 
0.1 to 1.0 with a step of 0.1 was used. Finally, 
statistical properties of the features were described by: 
mean, median, standard deviation (std), and maximum 
(max). Altogether, 1188 handwriting features were 
extracted for each dataset. 

We were considering 3 following feature sets: 
Czech, Spanish and multilingual (mixed – 73 PD,  
48 HC). In order to identify features that discriminate 
HC and PD we employed the Mann-Whitney U test. 
The significance level was set to  = 0.001. 

Next, to evaluate the discrimination power of 
handwriting features, we performed multivariate 
classification analysis based on random forests (RF) 
[15]. In order to reduce the number of handwriting 
features entering into the classification analysis, we 
designed fast and efficient 2-stage feature selection. 
Firstly, each feature set was reduced by minimum 
redundancy maximum relevance [16] (mRMR) feature 
selection algorithm to 50 best features. Secondly, to 
obtain the most appropriate combination of the 
features, the sequential floating forward selection [17] 
(SFFS) algorithm was employed. To achieve the most 
accurate results for each dataset, we used different 
types of model validation techniques. In the case of 
Czech and Spanish feature sets we used leave-one-out 
cross-validation (due to small sample size). For the 
multilingual feature set, 10-fold cross-validation with 
20 repetition was used. Classification performance was 
evaluated by the Matthew’s correlation coefficient 
[18] (MCC), classification accuracy (ACC), sensitivity 
(SEN) and specificity (SPE). 
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Fig. 2. Descriptive statistics of examined datasets. In the top left part of the figure, the HC age distribution is visualized.  
The PD age distribution is in the top right part and in the bottom part, the distribution of PD duration is shown. 

 
 
3. Results 
 

The results of the Mann-Whitney U test can be 
found in the upper part of Table 2. Three most 
discriminative features which passed through the test 
are reported for each feature set. Features are sorted by 
significance level p, while all reported features 
obtained p < 0.0001. The most discriminative feature 
from the Spanish feature set is velocity (on-surface). In 
the case of Czech and multilingual feature set, it is its 
vertical variant, which is probably linked with the 
vertical micrographia [19]. As can be noticed, the 
results of the Czech and multilingual feature sets are 
quite similar, in comparison with Spanish one. This is 
probably caused by the size of the Spanish HC cohort 
(10 participants). 

 
 

Table 2. Results of Mann-Whitney U test and classification 
analysis. 

 
Mann-Whitney U test 

Feat. Set Feature Name α p 

Spanish 
velocitys (median)  0.1 0.000069
velocitys(median)  0.2 0.000069
velocitya (mean)  0.1 0.000077

Czech 
vertical velocitys (mean)  0.2 0.000012
vertical velocitys (mean) 0.2 0.000014
vertical velocitys (median) 0.4 0.000014

Multi-
lingual 

vertical velocitys (mean) 0.1 0.000001
vertical velocitys (median) 0.4 0.000001
vertical velocitys (median) 0.3 0.000001

Multivariate classification analysis 
Feat. Set  N MCC ACC [%] SEN [%] SPE [%]

Spanish 2 0.87 95.65 97.22 90.00 
Czech 9 0.71 85.33 89.19 81.58 
Multi-
lingual 

8 0.63 82.29 85.99 77.22 
1 Feat. Set – feature set; α – order of FD; p – significance level; s – 
on-surface movement; a – in-air movement; N – number of features 
 

Next, the results of the multivariate classification 
analysis can be found in the bottom part of Table 2. 
The highest classification performance was obtained in 

the Spanish feature set (ACC = 95.65 %), nevertheless, 
due to the imbalanced cohort (36 PD patients and  
10 HC), these results may be misleading. Number of 
HC in the Spanish database is 3.6 times lower than 
number of PD patients. By mixing the Spanish and 
Czech (well balanced) databases we have reduced the 
imbalance of the Spanish one (PD ≈ 1.5 × HC). Also, 
the distribution of PD duration for the Czech cohort is 
more uniform (see Fig. 2). In the Spanish cohort, 
patients with shorter disease duration (less than  
6 years) outweigh, however the distribution of PD 
patient’s age is quite similar for both cohorts. Thus, by 
combining the datasets, we also improved  
non-uniformity of the final cohort. Although the 
accuracy of the multilingual feature set is the lowest 
one (82.29 %), credibility of the results may be 
considered as higher in comparison to the Spanish 
feature set. 
 
 
4. Conclusions 
 

This study deals with the advanced analysis of PD 
dysgraphia in a multilingual cohort. First of all, since 
the most significant features identified in the  
Mann-Whitney U test and features selected by the 
SFFS have a non-integer value of the FD order, we 
suppose that the FD based parameters play significant 
role in PD dysgraphia quantification. Next, we 
achieved more than 80 % classification accuracy in all 
scenarios, which suggests the high impact of online 
handwriting processing in cross-cultural clinical 
studies focused on PD dysgraphia diagnosis. 

This study has several limitations and suggestions 
for further research. Firstly, the Spanish dataset is not 
balanced (PD/HC, PD duration). In addition, the 
overall sample size is not big. On the other hand, to the 
best of our knowledge, it is the first and therefore the 
biggest multilingual online handwriting PD dataset 
that has ever been analyzed. Finally, the FD-based 
features may be more explored and extended (e.g. by 
Caputo approximation approach). To sum it up, this 
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study has a pilot character and further research should 
be done to be able to generalize the results. 
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Summary: Community detection in large complex networks is important to understand their structure and to extract features 
useful for visualization or prediction of various phenomena like information diffusion. In some situations, one can be interested 
in the community of a specific node of interest in the network, for instance, for applications dealing with huge networks, when 
iterating through all nodes would be impractical or when the network is not entirely known. We call this task local community 
detection of a specific node. A community consists in a set of densely connected nodes. In graph theory, for a given 

(0 < < 1)  , an   quasi-clique is a group of nodes where each member is connected to more than a proportion   of the 

other nodes. Then, an   quasi-clique is a community of density greater than  . The size of an   quasi-clique is limited 
by the degree of its nodes. In complex networks whose degree distribution follows a power law, usually   quasi-cliques are 
small sets of nodes for high values of  . This led to the problem of finding the maximal   quasi-clique community (or  
quasi-clique) of a given node. This problem is NP-hard. Some heuristics and upper bounds on the optimal solution were 
recently proposed. In this paper, we propose an improved version of the upper bound on the optimal solution in order to 
evaluate the heuristics. The proposed upper bound will be evaluated experimentally on real and computer generated networks.  

 
Keywords: Community detection algorithms, Maximal   quasi-clique; Local community detection, Upper bound on the 
optimal solution. 
 

 
1. Introduction 
 

In this paper, we will propose an upper bound for 
the so-called the maximal  -quasi-clique community 
(or quasi-clique) of a given node. In the next Section 
we will introduce in the notations as well as the 
problem formulation. Next, we discuss about the upper 
bound. 
 
 
2. Definitions and Notations and Problem  
    Formulation 
 

A graph = ( , ),G V E  is defined by V  the set of 

vertices or nodes, and E  the set of edges or links, 
formed by pairs of vertices. We consider only 
undirected graphs, where the edges are not oriented. 
The neighborhood ( )u  of a node u  is the set of 

nodes v  such that ( , )u v E . The degree of a node u, 

denoted ( )d u , is the number of its neighbors, i.e. 

( ) =| ( ) |d u u . An   quasi-clique is defined as 

follows1: 
Denition 1.   quasi-clique or   consensus 

community. 
Given an undirected graph ( , )G V E , and a 

parameter   with 0 < < 1 , an   quasi-clique or 
  consensus community is the subgraph induced by 

                                                           
 
1 In the literature, one can find other definitions of    quasi-clique 
(some of them are quite similar), see for instance [7], or [2]. Other 
definitions are mostly based on the density, see [1, 8].  

a subset of the node set C V  if the following 
condition holds: 

 
 | ( ) |> (| | 1),n C C n C      (1) 

 
Equation (1) implies that each node in the  

quasi-clique C  must be connected to more than a 
proportion   of the other nodes. In the following, we 
will call Equation (1) the rule of an   quasi-clique. 
This rule constitutes a lower bound on the minimal 
internal connections of each node. Notice that for 

= 1  an   quasi-clique is a complete clique. Notice 
also that an   quasi-clique has a density greater  
than  . 

Then, the resulting communities are robust, contain 
strongly connected nodes and have an edge-density 
greater than  . 

Since the size of an   quasi-clique is limited by 
the degree of its nodes, for complex networks whose 
degree distribution follows a power law, mining for the 
  quasi-clique community of specific nodes with 
low degree can lead to trivial solutions, such as pairs 
of nodes or triangles. Indeed, those are   quasi-
cliques or even complete cliques as they achieve 
maximal density. Such trivial communities are not 
interesting for applications. Therefore, the purpose is 
to find quasi-cliques of maximal size. 
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In this paper, we focus on the problem of finding 
an   quasi-clique of maximal cardinality containing 
a given node of interest. That is, the local community 
of type   quasi-clique for a given  . This problem 
can be formulated as follows: 

Problem 1. The maximal   quasi-clique 
community (or quasi-clique) of a given node problem. 

Given a node 0n  of a graph ( , )G V E  and a 

parameter   ( 0 < < 1 ), the purpose is to find the 
biggest   quasi-clique or   consensus community 

0( )C n  containing 0n , mathematically: 

 

0

maximize | |

subject to

and | ( ) |> (| | 1),

C

i i

C

n C

n C C n C



    

 (2) 

 
The Problem 1 was first tackled in [3] where the 

authors proposed an algorithm called  
RANK- NUM-NEIGHS (RNN). Nearly similar (but not 
exactly the same) problems were tackled in [7] and [2] 
where the authors proposed the QUICK and RLS-DLS 
methods respectively. We can also mention the 
Louvain method adapted to Zahn-Condorcet and 
Owsiński-Zadrożny criteria, which was proved to 
output   quasi-cliques (see [4] and [5] for proof). 

The Problem 1 being NP-hard, all of these methods 
are heuristics. In [3] the authors proposed an upper 
bound on the optimal solution, in order to evaluate how 
far was the obtained results to the optimal solutions. 
This bound is briefly described in the next section. 

 
 

3. Upper Bound on the Optimal Solution 
 

Consider a node 0n  with degree 0( )d n , then the 

size of its maximal   quasi-clique community can 
not exceed the following quantity, denoted 0 ( )B n : 

 

 0
0 0

( )
( ) =

d n
B n


  
  
  

 (3) 

 
Based on this principle, in [3], the authors proposed 

an upper bound on the oprimal solution of Problem 1. 
The proposed bound showed to work well in most 
situations. However, one drawback of this bound is 
that it does not perform well when nodes have a high 
degree and have at least one neighbor with high degree. 
In the present paper, we will present an improved 
version of the existing upper bound. 

 
 

4. Experimental Results 
 

The Fig. 1 shows an example of the results for two 
real networks The Zachary Karate Club (see [9]) and 
Polbooks [6]. The figure presents the histogram of the 

difference between the upper bound and the 
experiemental results found in [3]. 
 

 
 

Fig. 1. Histogram of Difference between the upper bound 
and the experimental value for two real networks. 
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Summary: Traditional Chinese medicine (TCM) has been practiced in China and surrounding countries like Japan and Korea 
for over two thousand years. It is still widely accepted as an important health care practice in those countries. In spite of the 
widespread use of TCM in Asia and the West, rigorous scientific evidence of its effectiveness is limited. TCM can be difficult 
for researchers to study because its treatments are often complex and are based on ideas very different from those of modern 
western medicine [1]. The Macrocura TCM diagnosis assistant system for primary care is proposed in this article to address 
these issues. A set of standard representations is predefined in the system to normalize the description of the TCM clinical 
symptoms, diagnosis and treatment. The image and standard representations are suitable for data processing and machine 
learning. With the deployment of the system in primary care clinics, it produces large amounts of high quality labeled clinical 
images and standardized symptom data, which are key materials in areas of research, such as image processing, machine 
learning, and medical analysis. 
 
Keywords: Medical diagnosis assistant, Clinic data processing, Health information system, Macrocura. 
 

 
1. Introduction 
 

Traditional Chinese Medicine (TCM) has been 
widely practiced in China and surrounding countries 
like Japan and Korea for over two thousand years. It 
still plays an important role in the modern Chinese 
health care system. In the year of 2017, more than  
588 million patients received medical treatment in 
54,243 clinics by 448,716 certified Chinese medicine 
clinicians [2]. Many of these clinicians provide 
primary care services to the patients. 

Primary Care Practitioners (PCPs) manage a wide 
range of complex and diverse conditions through one 
or more relatively brief encounters [3]. The average 
Chinese medicine primary care encounter takes less 
than 10 minutes. Within that time, the clinician was 
trained to follow a set of sophisticated rules and 
principles to diagnose the patients based on the 
patient’s description and clinician’s observation. The 
result of the diagnosis will lead to one or several 
established TCM prescriptions as the treatment. TCM 
uses different combinations of over 1,500 medical 
herbs to form about 300 established prescriptions that 
were experimentally proven in history to be effective 
for specific sicknesses and presenting symptoms. 

 
 

2. Challenges and Opportunities 
 

Although huge amount of Chinese medicine 
primary care are practiced every day, most of the 
practices are still recorded by paper and pen with 
unstructured plain text descriptions. Few of the 
practices resulted in feedback from the patients for the 

clinicians to review the correctness of the diagnosis 
and the effectiveness of the treatment. The lack of 
centralized high quality clinical data and method of 
collecting timely feedback from the patient prevents 
the scientific study of Chinese medicine. 

Beyond that, most of the rules and principles of 
TCM are based on Chinese philosophical concepts, 
which are abstract and difficult to be measured 
quantitatively. Therefore, those rules and principles 
are difficult to simulate and challenging to verify. 
However, the patients’ symptoms and corresponding 
treatments are both solid and measurable. This gives 
us the opportunity to study the mechanisms and 
effectiveness of treatments with the help of modern 
health information technology. 

Health information technology (HIT) systems have 
the potential to reduce delayed, missed, or incorrect 
diagnoses. Unfortunately, progress in diagnostic HIT 
has been slow and incremental with few significant 
"game-changing" approaches having emerged in the 
last decade [4]. With recent advances in artificial 
intelligence, cloud computing, mobile devices, and 
wearable devices, we believe it’s the time to change 
the situation. For example, mobile applications can be 
used to collect patients’ feedback for researchers to 
evaluate the effectiveness of TCM diagnoses and 
treatments. Image processing and convolutional neural 
networks (CNN) can be used to detect abnormalities 
through patients’ face or tongue images for disease 
screening. Decision tree algorithms can help clinicians 
decide whether to rule in or rule out specific TCM 
treatments. Deep neuronal networks can be trained to 
classify a set of presenting symptoms to a set of 
established TCM prescriptions. 
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3. Implementation 
 

The four traditional Chinese medicine diagnosis 
steps are observing, listening, questioning, and 
checking patient’s pulse patterns. We proposed and 
implemented the Macrocura TCM diagnosis assistant 
system [5] hoping not just to help the TCM clinicians 
in their daily practices, but also to provide high quality 
modern clinic data to facilitate information technology 
researches in the areas of signal processing, machine 
learning, and medical analysis. 

The Macrocura system provides a procedure of five 
steps to process daily primary care information. In the 
first step shown in Fig. 1, the system provides a graphic 
user interface for the clinician to take normalized 
pictures of the patient’s face and body, record the voice 
of the patient as audio files, and help the clinician label 

observed symptoms and pulse patterns. In step two, the 
system analyzes the patient’s chief presenting 
symptoms and classifies these standard symptoms 
based on the TCM rules and principles. If it 
successfully finds the pattern, it will list the 
recommended TCM treatments for the clinician. In 
step three, the clinician will adjust the treatment if 
necessary and generate a final prescription. System’s 
recommendation and clinician’s final decision will 
both be recorded for future medical study and machine 
learning experiments. In step four, a patient can revisit 
the clinic or run the Macrocura mobile app (Fig. 2) on 
his/her smart phone to report his/her progress and 
feedback to the clinic. In step five, the clinician will 
review the progress and feedback report in the system 
to confirm or adjust the original diagnosis and 
treatment. All information will be saved in a cloud 
storage for future analysis and research. 

 

 
 

Fig. 1. Screen shot of one user interface of Macrocura TCM diagnosis assistant system for primary care. 
 

 
 

Fig. 2. Screen shot of Macrocura patient feedback mobile application. 
 
 
The Macrocura system predefined more than a 

thousand commonly seen primary care symptoms for 
clinicians to choose from. The design of standardized 
symptom description facilitates machine processing 

and supports multilingual environment. The ultimate 
goal for this design is to make the predefined 
descriptions specific enough to manage the standard 
situations, broad enough to encompass the common 
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exceptions, and flexible enough to allow separate 
decisions for the rare [6]. 
 

4. Outputs and Future Work 
 

The Macrocura TCM diagnosis assistant system 
was first adopted by two sponsoring Chinese medicine 
clinics in April 2018. It was officially purchased and 
deployed by three hospitals and health care providers 
for their daily Chinese Medicine primary care practices 
after July 2018. By the mid of November 2018, the 
system recorded more than 30,000 clinic visits for 
more than 20,000 patients. The automatically 
generated TCM prescription recommendations 
reached an 80 % correctness comparing to human 
TCM expert’s prescription in an internal test. 

The Macrocura system shows the potential to help 
clinicians in their daily practices. The structured real 
life clinic data provides a lot of potentials for 
information technology research and medical analysis. 
Although the system was designed for TCM clinics, 
the method it demonstrated and the data it collected are 
meaningful to all medical analysis and researches. 
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Summary: The issues of classification and clustering of multicomponent Ni-based superalloys with monocrystallic structure 
used in the aviation industry for the manufacturing of gas turbine engine blades are considered. The goal of alloy clustering is 
to generate a “composition-property” dependencies and to predict the characteristics of an alloy based on its composition. 
Problem statement of clustering and classification problems is provided in paper. As a solution for described problems artificial 
neural networks are proposed in the article. For the clustering problem it is proposed to use Kohonen network and for the 
classification problem it is proposed to use “k-nearest neighbors” method using two proximity metrics: Euclidean distance and 
Manhattan distance. Comprehensive and details of the algorithms and an example of program implementation are presented 
in the paper. And, in conclusion, a discussion of the results is provided. 
 
Keywords: Classification/clustering and forecasting tasks, Artificial neural networks, Kohonen network, Multilayer 
perceptron, Displacement neuron, Ni-based superalloys. 
 

 
1. Introduction 
 

The development of new materials with higher 
properties is a relevant challenge of modern industry. 
Especially in such industrial domains as aircraft and 
space engine manufacturing as well as in deep drilling 
and in mineral resource and fossil fuel extraction and 
processing. 

To reach the highest possible energy conversion 
efficiency ratio of engines and drilling rigs it is 
necessary to increase the operating temperature of the 
system lower the heat transfer. The most obvious 
solution for this problem is to use heat-resistant 
superalloys which can withstand temperatures of up to 
1500-2000 °C [1]. For the aerospace investment 
casting and die casting of the drilling rig parts requires 
using an alloy with elevated-temperature capability. 
Turbine outlet temperature is restricted by the heat 
resistant properties of the source material. The usage 
of cooled aircraft gas turbine blade made from the 
high-performance alloy allowed to increase the turbine 
outlet temperature up to 1400-1500 °C for aircrafts, 
especially for interceptor aircraft whose engine 
longevity are low, and up to 1050-1090 °C for 
stationary gas turbine plants that intended for a  
long-term operation [1, 2]. Thus, it is obvious that the 
field of application of a material brings its own 
adjustments. 

The development of new materials is often 
associated with the experience and intuition of the 
researcher and requires considerable material and time 
expenditures. Among those are multiple smelting of 
prototypes, use of expensive equipment, subsequent 
activities related to their testing for strength 
characteristics as well as conducting various kinds of 
analyzes (X-ray diffraction, physico-chemical, etc.) 

[2]. When choosing materials for the manufacturing of 
a particular part, developers rely not only on the 
technical requirements for it, but also follow the 
principle of minimum costs. On the basis of 
information about chemical composition and 
properties of already known and used  
high-temperature alloys, they can be classified 
according to certain characteristics, which will further 
narrow the search for new compositions and increase 
the efficiency of the selection process [3]. 
 
 
2. State of the Art 
 

Studies by well-known scientists [1- 3] showed that 
the high-temperature strength of alloys depends on the 
strength of interatomic bonds as well as on structure 
and state of grain boundaries. The decisive role in 
achieving high heat resistance belongs to the nature of 
the interaction of coexisting phases. However, despite 
all revealed principles of doping high-temperature 
alloys, it is not yet possible to obtain specific 
quantitative recommendations for choosing the 
composition of new alloys, as well as attributing them 
to a certain class of heat resistance [2, 3]. Earlier [1], 
the problem associated with predicting the properties 
of alloys was solved using a multilayer perceptron with 
the number of input neurons equal to the number of 
chemical elements, trained by the method of back 
propagation of error. 

By summarizing and systemizing current state of 
the high-temperature alloys synthesis problem and 
problem of automation of its classification, it is clear 
that this task is related to the Data Mining class of 
problems, particularly, to the cluster analysis and 
statistical classification problems [4, 5]. Generally, the 
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solving of these tasks can be divided to following 
subtasks: 
1) Generation of training set that would consist of: 

alloy name, its chemical formula and percent 
composition of main 16 elements, 100-hour  
long-term strength at 1000 °C. This training set will 
be used as input data for system learning. 

2) Generation of training dataset for classifier which 
would consist of: name of alloy, percent 
composition of its chemical formula. 

3) Formalization the level of impact of different 
alloying elements to the heat resistance of alloy. 

4) Classification method selection. It was decided to 
test different approaches for solving classification 
of high-temperature alloys problem. Next step will 
be to choose the classification method. Two data 
mining approaches will be tested: k-nearest 
neighbors search and Kohonen network. 

5) Classification/clustering parameters selection: 
choice the number of neighbors, distance metric 
between classes/clusters for both methods. 

6) Classification/clustering of the alloys with chosen 
method: associating alloys from classification set 
of: k-nearest neighbors search method with alloys 
from the clustering set for the Kohonen network. 

7) Analysis and formulating of recommendation for 
use of achieved classification/clustering results. 
Let’s formulate clearer definition of terms used 

above: 
 The classification problem is the problem of 

identifying the class of object by his properties. In 
this problem set of classes is known [3]. 

 In clustering problem grouping of a set of objects 
to a clusters that prior are unknown. Dividing and 
clustering of a set of objects is performed 
concurrently. 
Classification problem is considered as an instance 

of supervised learning. There are two main types of 
classification [4, 5]: 
 Artificial classification - that is, performed based 

on external properties and is used to put a set of 
objects in required order; 

 Natural classification - that is, performed based on 
essential properties that characterize internal 
commonality of objects and events. It is a result and 
an important asset of scientific research, because it 
suggests and consolidate results of the pattern 
research, including hidden patterns, of classifying 
objects. 
In this article considered task is related to the 

multidimensional natural classification problem, i.e., 
carried out on several attributes. The goal of 
classification is to build a model using predicting 
properties as input parameters and depended attribute. 
Classification is a process of dividing a set of objects 
by one or several criteria. 

Clustering, on the other hand, is related to the 
unsupervised learning. The goal of clustering is to 
discover already existing structures. Clustering is a 
descriptive procedure that provides an opportunity to 
carry out the exploratory data analysis and research the 

“structure of data”, viz. to discover the main alloying 
elements and type of hardening phases [1, 5]. 
 
 
3. Problem Statement 
 

Problem 1. Systematize and summarize the results 
of research on the issue of alloy synthesis. This 
problem is related to classification/clustering problems 
[4, 5]. 

Classification Problem: 
Given: A set of alloys (unclassified elements N), 

each of which has its own chemical composition and 
properties (a set of attributes P), a set of classes 
(groups into which they are close in a set of attributes 
C). A training sample M is set for which the map C*  
is specified: M → C taking into account the attributes 
of P. 

Find: the distribution of elements of the set N 
among the elements of the set C taking into account the 
criteria (of attributes P). 

Clustering tasks: 
Given: A set of alloys – unclassified elements of N, 

which have a set of attributes P. 
Find: the number of clusters and split the set N into 

non-intersecting cluster subsets so that the elements 
that fall into one cluster are as close as possible on the 
set of attributes P. 

Problem 2. Predict the properties of new alloys 
using a trained neural network. 

Problem of predicting the properties of alloys for a 
given chemical composition: 

Given: The set of vectors N of the type 
𝑥 𝑥 , 𝑥 , . . . , 𝑥  is the mass fractions of chemical 
elements, and the corresponding values of heat 
resistance 𝑦 . 

Find: F(X) = Y, such that for ∀𝑥∗ it is possible to 
define the property 𝑦∗   𝑓 𝑥∗ . 
 
 
4. Proposed Solutions 
 

The article [4] presents the results of computational 
experiments on a set of Ni-based superalloys with a 
single-crystal structure, for which the chemical 
composition and 100-hour long-term strength at  
1000 °C were known. 

 
 

4.1. Application of the "k-nearest Neighbors"  
       Method for the Classification of Alloys 
 

The specifics of the method is such that each alloy 
classified in the course of the algorithm operation 
expands the training sample, and each subsequent 
unidentified alloy is recognized based on all previous 
ones as well as on new ones. The algorithm is rather 
resistant to anomalous outliers, since the probability of 
getting such a record among the k-nearest neighbors is 
small, but even in this case, the effect of outliers on the 
weighted vote will be insignificant, which is explained 
by the very nature of the algorithm [4]. 
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Application of the "k-nearest neighbors" method 
for the high-temperature alloys classification. 

Given: 
1) Representative training set N that consists of n 

alloys with known heat resistance values; 
2) Each element of training set is an alloy that consist 

an information percent chemical composition of 
main 16 elements; 

3) For each of these 16 elements the coefficient of the 
influence on summarized heat resistance value is 
defined; 

4) Range of heat resistance values for three classes: 
maximum, medium and minimum heat resistance; 

5) Sample M of m alloys with unknown heat 
resistance value; 

6) Each element in a sample of unclassified alloys is 
an alloy that consist an information percent 
chemical composition of main 16 elements. 
Required to determine heat resistance class for 

each alloy in sample M based on the analysis of sample 
N using “k-nearest neighbors” method [5]. 

Description of algorithm: 
Step 1. Analyze and divide training set into heat 

resistance classes based on given ranges. 
Step 2. Set the number of k-nearest neighbors. 
Step 3. Randomly choose one element from the set 

M – vector 𝐴 , declare it as a center of class and find 
the distances to each element in training set N using 
one of the following proposed proximity measures: 
1) Euclidean proximity measure considering 

element’s level of influence, i.e. weighted 
Euclidean distance: 

 

 

 𝑑   𝑍 ∗ 𝐴 𝐵
  

, (1) 

 

where 𝑑  is the distance between two objects: 
unclassified alloys from the set 𝐴  and an alloy from 
the training set 𝐵 , 𝑖  1 … 𝑁 ; С is the number of 
elements which characterizing the object – chemical 
elements that composes an alloy; Z is a list of the level 
of influence coefficients of each chemical 
element, 𝑗  1 … 𝐶. 
2) Manhattan proximity measure considering 

element’s level of influence, i.e. weighted 
Manhattan distance: 

 

 𝑑   𝑍 ∗ |𝐴 𝐵 |
  

, (2) 

 

where 𝑑  is the distance between two objects: 
unclassified alloys from the set 𝐴  and an alloy from 
the training set 𝐵 , 𝑖  1 … 𝑁 ; С is the number of 
elements which characterizing the object – chemical 
elements that composes an alloy; Z is the list of the 
level of influence coefficients of each chemical 
element, 𝑗  1 … 𝐶. 

Step 4. Choose from the list of distances D k 
shortest one and determine by them k-nearest 
neighbors. 

Step 5. Carry out the weighted vote on k-nearest 
neighbors by criteria being the heat resistance class. In 
this particular case to avoid uncertainty when several 
classes receive same number of votes, weighted vote 
will consider not only abovementioned criteria but also 
distance to this neighbor. The smaller the distance to 
the «neighbor», the more significant is his voice: 

 

 𝑣𝑜𝑡𝑒𝑠 𝑐𝑙𝑎𝑠𝑠  ∑   , (3) 

 
where 𝑑  is the squared distance from unclassified 
alloy  𝐴  to the alloy from the training set 𝐵 , that 
belongs to the class 𝑐𝑙𝑎𝑠𝑠. 

Step 6. Class that will receive the most votes is 
assigned to alloy 𝐴 , which is then being added to the 
set of classified alloys N and being deleted from the 
sample M. 

Repeat Steps 2-6 until sample M is not empty. 
Using the method of "k-nearest neighbors", Ni 

alloys were divided into three classes – with high, 
medium and low heat resistance. With the number of 
neighbors equal or close to the number of chemical 
elements and the measure of proximity being 
Euclidean distance, the classification error was 7 %. 
With the same number of neighbors and a measure of 
proximity being Manhattan distance, the classification 
error was 10 %. As a rule, these were alloys having a 
boundary value of heat resistance. 

The method can be applied in the situations when a 
new alloy is synthesized, its composition is known, but 
the heat resistance is unknown, in which case it can be 
classified into one of three classes. 

 
 

4.2. Application of Kohonen Networks for Alloy  
       Clustering 
 

The principle of the Kohonen network is to 
introduce information about neuron location into the 
neuron’s learning rule, which, in turn, simplifies the 
multidimensional network structure and displays the 
multidimensional vector, alloy composition and heat 
resistance in a two-dimensional map [6-8]. 

Application of Kohonen networks for the  
high-temperature alloys clustering. 

Given: 
1) Representative training set N that consists of n 

alloys with known heat resistance values; 
2) Each element of training set is an alloy that consist 

an information percent chemical composition of 
main 16 elements; 

3) For each of these 16 elements the coefficient of the 
influence on summarized heat resistance value is 
defined; 

4) Sample M of m alloys with unknown heat 
resistance value; 

5) Each element in a sample of unclassified alloys is 
an alloy that consist an information percent 
chemical composition of main 16 elements. 
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Required to divide all alloys from sample M into 
clusters based on the proximity measure of chemical 
composition using Kohonen neural network trained on 
training sample N. 

Description of algorithm: 
Step 1. Initialization of neural network. Neural 

network is a set of neurons - vectors of weights. Vector 
of weights of neuron is equal to the number of 
dimensions of input vectors. In our case, number of 
dimensions of vector u is 16, i.e. a number of quantity 
of chemical elements in alloy. Number of neurons in 
the network was set as number of dimensions of vector 
q, which is optimal for this task. 

Initialization of network is to assign to the vectors 
of weights initial values that would be corrected during 
the algorithm. Initial values of the weight vectors are 
set randomly [9, 10]. 

As the result, after first step we got a neural 
network - a set of neurons Neuro, where each neuron 
is a weights vector:  

 
 𝜔   𝜔  , … 𝜔 , 𝑖  1 … 𝑢 (4) 

 
Step 2. Training of neural network, i.e. adjustment 

of the weight coefficient of neurons. Training is to 
subsequent adjustments of weight coefficients. On 
each training step from initial training set randomly 
one vector is considered, which is being declared as a 
center of a cluster. Then the search of the most similar 
vector is carrying out. The most “similar” neuron is 
considered as a winner. After the winner have found, 
an adjustment of its weight coefficients is carrying out, 
as well as its neighbors that are in the range of training, 
where range of training is equal or less than the 
calculated proximity measure [6, 7]. 

Step 2.1. Randomly choose one element (alloy) 
from the training set N (vector 𝐴 ) and find the 
distances between it and each neuron in neural network 
using one of the following proximity measures: 
1) Euclidean proximity measure considering 

element’s level of influence, i.e. weighted 
Euclidean distance: 

 

 𝑑   ∑ 𝑍 ∗ 𝐴 𝜔  , (5) 

 
where 𝑑  is the distance between two objects: alloy 𝐴  
from training and weight vector of i-neuron  
𝜔 , 𝑖  1 … 𝑞 ; С is the number of elements which 
characterizing the object - chemical elements that 
composes an alloy; Z is the list of the level of influence 
coefficients of each chemical element, 𝑗  1 … 𝐶. 
2) Manhattan proximity measure considering 

element’s level of influence, i.e. weighted 
Manhattan distance: 

 
 𝑑   ∑ 𝑍 ∗ |𝐴 𝜔 |  , (6) 

 
where 𝑑  is the distance between two objects: alloy 𝐴  
from training and weight vector of i-neuron  
𝜔 , 𝑖  1 … 𝑞 ; С is the number of elements which 

characterizing the object – chemical elements that 
composes an alloy; Z is the list of the level of influence 
coefficients of each chemical element, 𝑗  1 … 𝐶. 

Step 2.2. Choose from the list of distances D the 
shortest one and therethrough determine the neuron-
winner. Determine neighbors of the neuron-winner 
that will be in a training range. 

Step 2.3. Determine the coefficients of training 
speed: 
1) Calculate the speed of the training [6]: 

 

 𝜎 𝑘 𝜎 ∗ exp 
 

, (7) 

 
where k is the number of the training iteration, 𝜎  is the 
speed of training, which is equal to the cluster radius,  

𝜏    is a time constant. 

2) Calculate a value of a neighbor function [6]: 
 

 ℎ 𝑑, 𝑘 exp , (8) 

 
where k is the number of the training iteration, 𝜎 is the 
speed of training at the training iteration k, 𝑑 ,  is the 
squared distance between neuron-winner with a weight 
vector 𝜔  and neuron 𝜔 , which is in the training 
range that calculates using Euclidean proximity 
measure. 
3) Calculate a value of speed of training function [6]: 
 

 𝑎 𝑘 𝜎 ∗ exp , (9) 

 
where k is the training iteration, 𝜎   0,1 is the speed 
of training, which is equal to the cluster radius,  
𝜏   1000 is a time constant. 

Step 2.4. Adjust the weights of neuron-winner and 
its neighbors according to the following rule: 

 

 
𝜔 𝜔 ℎ 𝑑 , , 𝑘 ∗ 𝑎 𝑘 ∗ 

∗ 𝐴 𝜔 , 
(10) 

 
where 𝜔  is the weight vector of adjustable neuron 
(which is a neighbor of the neuron-winner or is a 
neuro-winner) 𝑖, 𝑗  1 … 𝑛 , ℎ 𝑑 , , 𝑘  is a neighbor 
function of adjustable neuron and neuron-winner (see 
Step 2.3), 𝑎 𝑘  is a speed of the training (see Step 2.3), 
k is a training iteration, 𝐴  is an input vector-alloy for 
which this neuron-winner was chosen. 

When for every alloy from the training set N will 
be carried out Steps 2.1-2.4 then the first training 
iteration is over. Iterations will continue until error will 
be equal to acceptably low value. 

Step 2.5. After every training iteration an error 
function value must be calculated: 

 

 𝐸 ∑ ‖𝐴 𝜔 ‖, (11) 

 
where n is the number of alloys from training set N, 𝐴  
is an alloy from the training set N, 𝜔  is the weight 
vector of the neuron-winner for alloy 𝐴 . 
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Acceptably low value of error for this task is 900, 
which justified by the large amount of input data and 
its number of dimensions. 

After the error function value will become 
acceptably low the neural network can be considered 
as trained. 

Step 3. Clusterize a set of objects M. 
Choose an input vector from the set M (alloy 

𝐵 , 𝑙  1 … 𝑚 ), find the distances from it to every 
neuron of trained network using one of the way for 
calculating a distance (Manhattan (5) and Euclidean 
distances (6)) [11]. And therethrough generate a list of 
distanced D. 

Step 4. Find in the list of distances D the shortest 
one, i.e. determine neuron-winner. Assign output 
signal of neural-winner as a number of cluster of alloy 
𝐵 . Output signal of neuron in this case will be its  
index [5]. 

With the help of the Kohonen network, a map of 
alloy distribution was obtained with the proximity of 
the Manhattan distance consisting of seven clusters 
that made up alloys, usually of the same manufacturer, 
and were close in heat resistance; and a map with six 
clusters with the proximity of the Euclidean distance; 
in this case, the clusters were alloys of similar chemical 
composition, not of heat resistance. 

In the general case, the number of clusters depends 
on the training set, but cannot exceed the number of 
neurons in the network, i.e., the number of chemical 
elements in the alloy. The larger and more diverse is 
the sample, the better the network will be trained. 

The method may be useful in exploration analysis; 
for example, when a new alloy is being synthesized, 
unlike any of the samples, then the network trained on 
known alloys will not be able to attribute it to one 
cluster and thereby will reveal its novelty. 

The advantage of the obtained classes and clusters 
is that they will probably allow, in the future, to 
improve the compositions of already known alloys, 
and could be used for modeling the composition-
property dependencies in less noisy samples [3, 7]. 
 
5. Results 
 

The algorithms for solving the first task described 
above were implemented as a desktop application in C 
# using WPF technology. The program allows you to 
choose a measure of proximity for classes/clusters. 

On the Fig. 1 results of a classification using the 
nearest neighbor method are presented. Chemical 
compositions of alloys are considered as neighbors, 
Euclidean distance was chosen as the proximity 
measurement. As the result three classes were formed 
of the alloys with maximum, medium and minimum 
heat resistance. Some of the alloys divided to three 
classes are presented in the list below on the Fig. 1. 

On the Fig. 2 results of a clustering using the 
Kohonen networks are presented. Manhattan distance 
was chosen as the proximity measurement. As the 
result seven clusters were formed. Alloys divided to 
seven clusters are presented in the list at the bottom of 
the Fig. 2. 

 

 
 

Fig. 1. Results of classification obtained using «k-nearest 
neighbors» algorithm. 

 

 

 
 

Fig. 2. Results of clustering obtained using Kohonen neural 
network. 
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Since the problem in question is quantitative, the 
program implements the selection of the following 
metrics: Euclidean distance and Manhattan distance. In 
most cases, the latter leads to results similar to 
calculations of the Euclidean distance; however, for 
this measure, the effect of individual emissions is less 
than when using the Euclidean metric, since in this 
case the coordinates are not squared. Alloys in one 
class / cluster are displayed as a table. 
 

6. Conclusions 
 

Further research directions are related to the 
development of more efficient algorithms for learning 
neural networks, introducing neurons into the network 
architecture by “protection variables” and 
displacement neurons [6]. A separate area of research 
is the study of the phase composition of alloys using 
the methods of Data Mining and chemoinformatics. 
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Summary: Analyzing powered two-wheeler rider behavior, i.e. classification of riding patterns based on 3-D 
accelerometer/gyroscope sensors mounted on motorcycles is challenging. This paper presents machine learning approach to 
classify four different riding events performed by powered two wheeler riders’ as a step towards increasing traffic safety. Three 
machine learning algorithms, Random Forest (RF), Support Vector Machine (SVM) and Artificial Neural Network (ANN) 
have been used to classify riding patterns. The classification is conducted based on features extracted in time and frequency 
domains from accelerometer/gyroscope sensors signals. A comparison result between different filter frequencies, window 
sizes, features sets, as well as machine learning algorithms is presented. According to the results, the Random Forest method 
performs most consistently through the different data sets and scores best. 
 
Keywords: Machine learning, Random forest (RF), Support vector machine (SVM), Artificial neural network (ANN), 
Powered two-wheeler, Classification of riding patterns, Accelerometer/gyroscope. 
 

 
1. Introduction 
 

Research has shown, people who travel on 
motorbikes, Scooters and other powered two wheelers 
(PTW) to have about 20 times larger risk of a fatal 
accident than people using other types of vehicles on 
the road [1]. An inertial measurement unit (IMU) can 
be placed on humans, vehicles and even skateboards, 
as a way to classify skateboard tricks [8], the 
possibilities are many and the requirements are as little 
as a smart-phone. To understand PTW rider’s behavior 
the study needs to perform in-depth investigation of 
specific riding situations, i.e. left turn (LT), right turn 
(RT), straight line (SL), roundabout (RA), and stop 
(ST), which is a challenging task [2]. In order to 
classify different patterns, the most commonly used 
data are from gyroscope and accelerometer 
measurements. They are used in [3-5] to classify daily 
human activities like walking, running, going upstairs, 
going downstairs and more. Research to classify 
different riding events has been done before in [6] and 
[7] but for other moving objects than PTW. Supervised 
machine learning is a good approach when the data is 
labelled. Frequently used machine learning algorithms 
include Random Forest (RF) [3, 11, 14], Neural 
Network [11, 7 13] and Support Vector Machine 
(SVM) [4, 8, 11, 16, 13, 12]. 

The goal for this study is to create a consistent 
model for the classification that works for multiple 
algorithms and is able to identify which feature sets 
that contribute the most for each machine learning 
algorithm. Thus, this paper aims to classify basic riding 
situations i.e. LT, RT, SL, RA, and ST as an 
application of machine learning algorithms. The 
classification is based on data from an IMU which 

contains gyroscopes and accelerometers that are used 
to acquire movements during the motorcycle rides. 
Some pre-processing of data is considered to eliminate 
high frequency noise in order to improve the results, 
thus low pass filtering is introduced. The machine 
learning classifiers such as RF, SVM and ANN, are 
investigated with extracting features from the signals, 
both from the time domain and the frequency domain. 
 
 
2. Materials and Methods 
 

In this study 10 data channels sampled at 1000 Hz 
were collected from 5 drivers driving a prescribed 
route [9]. Out of the original 10 channels only data 
from the gyroscope and accelerometer were used, 
giving a total of 6 dimensions. The velocity, the 
steering angle, the break status and the distance 
travelled of the PTW were not used. The 
measurements have been manually analyzed together 
with a synced video so the data could be tagged with 
the detected class in 1 second resolution. The tagged 
labels are not split equally over the different classes: 1) 
SL: 1730 2) LT: 175 3) RT: 430, 4) RA: 291. 

The step-by-steps system overview is shown in  
Fig. 1, where the boxes indicate programs, and the 
cylinders indicate stored data in files. The noise from 
the accelerometer and gyroscope signals was removed 
by a low pass filter [9], i.e. the 6th order Butterworth 
filter as this was the best candidate from a Signal-to-
Noise Ratio (SNR) point of view and as in this off-line 
analysis the problem of time lag is not relevant. To find 
the best approach both FIR (Finite Impulse Response) 
and IIR (Infinite Impulse Response) filters at multiple 
frequencies have been analyzed. Also, normalization 
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was implemented by setting the mean to 0, and the 
variance to 1 for each of the measurement channels. 
The technique of Sliding Windows was used, as it 
emphasizes the importance of time locality of the data. 
The first estimate was a window length of  

0.5-3 seconds. This was assumed to be a good starting 
point considering the physical behavior of a PTW in 
city traffic where an event lasted at least four seconds 
according to the measurement data. 

 

 
 

Fig. 1. System overview. 
 
 

Table 1. List of all features. 
 

Feature Index 

Mean [Ax, Ay, Az, Rx, Ry, Rz] [0, 1, 2, 3, 4, 5] 
STD [Ax, Ay, Az, Rx, Ry, Rz] [6, 7, 8, 9, 10, 11] 
Var [Ax, Ay, Az, Rx, Ry, Rz] [12, 13, 14, 15, 16, 17] 
Median [Ax, Ay, Az, Rx, Ry, Rz] [18, 19, 20, 21, 22, 23] 
Skew [Ax, Ay, Az, Rx, Ry, Rz] [24, 25, 26, 27, 28, 29] 
Kurtosis [Ax, Ay, Az, Rx, Ry, 
Rz] 

[30, 31, 32, 33, 34, 35] 

Iqr [Ax, Ay, Az, Rx, Ry, Rz] [36, 37, 38, 39, 40, 41] 
Min [Ax, Ay, Az, Rx, Ry, Rz] [42, 43, 44, 45, 46, 47] 
Max [Ax, Ay, Az, Rx, Ry, Rz] [48, 49, 50, 51, 52, 53] 
RMS [Ax, Ay, Az, Rx, Ry, Rz] [54, 55, 56, 57, 58, 59] 
ZQR [Ax, Ay, Az, Rx, Ry, Rz] [60, 61, 62, 63, 64, 65] 

Cor [(Ax,Ay),(Ax,Az),..., 
(Rx,Rz),(Ry,Rz)] 

[66, 67, 68, 69, 70, 71, 
72, 73, 74, 75, 76, 77, 
78, 79, 80] 

Cov [(Ax,Ax),(Ax,Ay),(Ax,Az)..., 
(Ry,Rz),(Rz,Rz)] 

[81,82,83,84,85,86,87,8
8,89,90,91,92,93,94,95,
96,97,98,99,100,101] 

FFT Mean (Re) [Ax, Ay, Az, Rx, 
Ry, Rz] 

[102,103,104,105,106,1
07] 

FFT Cor (Re) 
[(Ax,Ay),(Ax,Az),(Ax,Rx),(Ax,R
y)..., (Rx,Rz),(Ry,Rz)] 

[108,109,110,111,112,1
13,114,115,116,117,11
8,119,120,121,122] 

FFT Mean (Im) [Ax, Ay, Az, Rx, 
Ry, Rz] 

[123,124,125,126,127,1
28] 

FFT Cor (Im) 
[(Ax,Ay),(Ax,Az),(Ax,Rx),..., 
(Rx,Rz),(Ry,Rz)] 

[129,130,131,132,133,1
34,135,136,137,138,13
9,140,141,142,143] 

Based on a study which included a meta study of 
work with feature extraction from an IMU [10], Mean, 
Standard deviation, Max, Min, Median, Skewness, 
Kurtosis, Interquartile range, Root mean square, Zero 
crossing rate, Correlation and Covariance were 
selected as features from the time domain. Further 
Mean and Correlation were also selected from the 
frequency domain to increase the diversity of features, 
[5]. The total feature set is large with 145 different 
features presented in Table 1. However, RF and 
ANOVA approaches have been used in which both 
were set to select the 15 best features. A total of  
5 feature sets have been developed and considered for 
classification analysis, as presented in Table 2. 

 
 

Table 2. Feature sets. 
 

Sets Description Features 

a RF selection 
5, 22, 24, 27, 40, 69, 78, 87,88, 
94, 110, 112, 123, 126, 132 

b All 145 features 0, 1, 2, 3,..., 143, 144 

c Rz Instrument-Only
5, 11, 17, 23, 29, 35, 41, 
47, 53, 59, 65, 107, 128 

d 
Mean value for 
each channel 
excluding Az 

0, 1, 3, 4, 5 

e ANOVA selection 
4, 5, 23, 47, 59, 110, 115, 
117,119, 120, 129, 133, 134, 
141, 143 
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Three machine learning methods were used i.e. 
ANN, RF and SVM and compared the classification 
accuracy. ANN: Keras is a Python library for Neural 
Network providing a simplified front-end for user 
friendliness. The back-end in this implementation is 
TensorFlow. This is the library used to build the  
feed-forward Neural Network. To avoid over fitting 
four methods have been considered: a) stratified k-fold 
cross-validation, b) L2-regularization c) dropout with 
a 20 rate and d) early stopping on validation loss 
(0.005). Further the tests are run with the activation 
functions with 2 to 4 hidden layers. The hidden layers 
dept 2-4 corresponds to the parameter x, y, z. SVM: In 
this work the SVM tools included in scikit-learn where 
used to evaluate the method on a data set that had been 
pre-processed in different ways. After the  
pre-processing and saving the data into separate files, 
certain files were selected together with features and 
hyper-parameters to train and validate the algorithm. 
The hyper-parameters that were experimented on were 
the kernel function where three different kernels were 
used, Polynomial with degree two (param. x), Radial 
Basis Function (param. y) and Sigmoid (param. z).  
RF: The RF is implemented through the scikit-learn 
library. The RF is defined with a chosen set of  
hyper-parameters like the number of trees in the forest, 
min samples of leafs to split an end node and the 
number of features in each split. The settings are, 
MinLeaf: 1 and Dept: none corresponds to parameter 
x, while MinLeaf: 2 and Dept: 50 corresponds to y and 
z. The forest is then built at random using a built-in 
function from scikit-learn’s RandomForestClassifier 
library operating on the training data. 

The metrics used are mean accuracy and its 
standard deviation (from cross-validation), Global  
F1-score, Class wise F1-score, and unweighted mean of 
Class wise F1-score. For the evaluation a test set was 
created with the intent to test these different settings, 
and different methods against each other. 
 
 
3. Results 
 

The 15 combinations that were analyzed using the 
different machine learning algorithms can be found in 
Table 3. Settings 1-3 and 4-6 were used to evaluate the 
impact of normalization, and the filter cut-off 
frequency. The four different window sizes were 
compared in 6-9. Three different parameters for the 
machine learning algorithms were analyzed in  
8, 10 and 11. Finally five different feature sets were 
compared between 11-15. The Params is use to provide 
different input to machine learning algorithms, such as 
for SVM it is a hyper-parameter that was experimented 
on were the kernel function where three different 
kernels were used; Polynomial with degree two 
(param. x), Radial Basis Function (param. y) and 
Sigmoid (param. z). The results for all the best settings 
for the machine learning variants can be found under 
Tables 4-6. 

 
 

Table 3. Experimental settings for the ML algorithms. 
 

Nr Norm
filter 
(Hz) 

Window 
size 

Params Features 

1 
2 
3 

Yes 
Yes 
Yes 

2 
5 
10 

1000 
1000 
1000 

params {x} 
params {x} 
params {x} 

Set {a} 
Set {a} 
Set {a} 

4 
5 
6 

No 
No 
No 

2 
5 
10 

1000 
1000 
1000 

params {x} 
params {x} 
params {x} 

Set {a} 
Set {a} 
Set {a} 

7 
8 
9 

No 
No 
No 

10 
10 
10 

500 
2000 
3000 

params {x} 
params {x} 
params {x} 

Set {a} 
Set {a} 
Set {a} 

10
11

No 
No 

10 
10 

2000 
2000 

params {y} 
params {z} 

Set {a} 
Set {a} 

12
13
14
15

No 
No 
No 
No 

10 
10 
10 
10 

2000 
2000 
2000 
2000 

params {z} 
params {z} 
params {z} 
params {z} 

Set {b} 
Set {c} 
Set {d} 
Set {e} 

 
 

Table 4. Best ANN results and corresponding results  
for RF and SVM. 

 

Run 12 F1 score/class 
F1 Global 

score 
Accuracy

 SL LT RT RA   
ANN 95 75 87 87 92 902 
RF 96 90 89 83 93 912 

SVM 85 18 0 12 72 673 
 
 

Table 5. Best RF results and corresponding results  
for ANN and SVM. 

 

Run 9 F1 score/class 
F1 Global 

score 
Accuracy

 SL LT RT RA   
ANN 95 0 81 65 88 902 
RF 97 75 90 80 94 941 

SVM 95 43 93 38 87 911 
 
 

Table 6. Best SVM results and corresponding results  
for RF and ANN. 

 

Run 8 F1 score/class 
F1 Global 

score 
Accuracy

 SL LT RT RA   
ANN 93 0 81 58 85 862 
RF 95 84 81 74 91 892 

SVM 94 67 81 74 90 881 
 
 

Using the full feature set, ‘run 12’ illustrated in 
Table 4, gave best results for the ANN. Both activation 
functions achieved high mean accuracy on this set 
running with 4 hidden layers. The feature selection 
methods got poor results when training the neural 
networks, especially in detecting left turns (LT). 
Moving forward with an iterative search/selection 
method 4 based on the weight values on the input 
nodes, a feature set of 18 features was found. This 
subset preformed close to the full set in that it can still 
detect left turns and it gets a F1 Global score of 88 %, 
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see Table 7. According to Table 5, RF performed the 
best on run 9 were it uses feature set "a". It could 
correctly classify 94 % of the data. The second best 
was ‘run 12’ where it used the whole feature set from 
both the time domain and the frequency domain. These 
inputs gave an accuracy of 91 %. The difference from 
‘run 9’ with 15 features that the accuracy for LT was 

higher. Another reduced feature set for RF is found in 
Table 7. The best results shown in Table 6, for the 
SVM were obtained from run 8 which used feature set 
"a". It achieved an accuracy of 88 % and could classify 
SL and RT but had some troubles with LT and RA. 
Using feature selection on SVM an optimal subset of 
19 features achieved a score of 90 %, see Table 7. 

 
 

Table 7. Selected SVM, RF and ANN feature set from  
10 HZ IIR filtered data with 2 Second sliding window. 

 
ML 

algorithms 
Features F1 score/class 

F1 
score 

Accuracy 

  SL LT RT RA   

SVM 
[4; 5; 23; 47; 53; 59; 110; 115; 117; 119; 
120; 129; 133 - 135; 138; 141 - 143] 

94 60 87 72 90 894 

RF 
[2; 15; 20; 26; 27; 55; 57; 66; 83; 86; 90; 
96;130; 141] 

95 95 83 77 92 914 

ANN 
[0; 18; 22; 34; 38; 42; 49; 54; 57; 59; 60; 
61;65; 69; 73; 105; 109; 124; 126] 

93 63 76 76 88 871 

 
 

4. Discussion 
 

During early evaluation using the low pass cut-off 
frequencies 1 Hz, 2 Hz and 5 Hz indicated that the  
5 Hz gave the best Machine Learning performance. 
Normalization was tried both on raw data and on 
extracted featurs. However, the results were 
inconclusive about whether normalization had any 
effect. Due to minimal resolution of 1 sec for the data 
labels, any window size above 2 sec introduces a risk 
of data loss due to current implementation where 
frames are not recorded if they contain multiple labels. 
This problem can decrease the diversity of the data 
which may lead to a sampling bias. From comparing 
the results 6 run-9 run, greater size window increases 
the accuracy and score of the classification. However, 
this increase is questionable since the increase in score 
and accuracy might come due to the loss of data for the 
events occurring with lesser frequency. The main 
difficulty lies in classification of the LT and RA and to 
a lesser degree RT events, which all suffer from a 
larger proportional loss of labels compared to the  
SL event. 

In Table 2 five different feature sets are presented. 
Feature set "a" comes from the RF selection method 
and performed well for RF. The second set "b" (All 
features) was chosen as a comparison to the others. It 
performed very well, as was expected. Feature set "c" 
was loosely based on a similar classification problem 
but for a car and consists of features only extracted 
from the Rz channel. For SVM and for ANN it gave 
poor results (0 % LT). One reason could be that a PTW 
leans more in curves then a car would. This also 
indicates that for classification of the LT event, other 
features are required. Feature set "d" gave really poor 
results for all algorithms except for the RF which gave 
89 %, which is considered to be OK. Even if the Az 
channel did not have so much impact on the data, the 
other features did. The last feature set "e" was selected 
using the SVM’s ANOVA method. It did give a good 

overall accuracy for the SVM but unfortunately it 
could not classify the RA class. 

The overall results indicate that the RF method 
gives the best results. A reduced feature set with good 
performance and robustness is suggested in Table 5. At 
first glance, the F1 score is not as strong as the subset 
that is presented in Table 5, however considering that 
the feature set contains one less feature, the window 
size is 2s instead of 3s and that the Class F1-score of 
LT is 20 % better while only losing 2 % on the Global 
F1-score, this feature set is surly the better choice. 
Some effort was made at finding a connection between 
features and events, however, this attempt was 
unsuccessful. The authors believe that this is mainly a 
time constraint problem, the connection would be 
found if more time was invested in finding it. The 
examined data set was strongly biased towards SL for 
each of the 9 tours. Only about 5 % of the events were 
left turns and almost 75 % were straight line which 
means that the models could achieve high Global  
F1-score by predicting SL at every event even though 
they missed all LT. 
 
 
5. Conclusions 
 

In this paper three different machine learning 
algorithms were trained on IMU data from a PTW to 
classify four different activities: SL, LT, RT and RA. 
The steps taken before training the algorithms include 
filtering, feature extraction and feature selection. 
Feature selection is useful for all methods. RF 
especially benefits by reducing computation efforts 
without impairing the accuracy or score. SVM also 
benefited from feature selection in the same way as RF 
but the accuracy also improved. ANN loses more 
accuracy and score compared with the other models 
however it gains a lot in training speed. The results also 
indicate that modularization of the parameter choices 
for filtering, window size and feature set is not 
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possible. When comparing features from the reduced 
feature sets the results indicate that features from 
accelerometer x-y axes and features from gyroscope  
x-z axes were selected. Also, features from the 
frequency domain like covariance and correlation  
performed best. 
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Summary: Analysing physiological parameters together with contextual information of car drivers to identify drivers’ 
sleepiness is a challenging issue. Machine learning algorithms show high potential in data analysis and classification tasks in 
many domains. This paper presents a use case of machine learning (e.g. k-nearest neighbour (k-NN), support vector machines 
(SVM), case-based reasoning (CBR), and random forest (RF)) approach for drivers’ sleepiness classification. The 
classifications are conducted based on drivers’ physiological parameters and contextual information. The sleepiness 
classification shows receiver operating characteristic (ROC) curves for k-NN, SVM, and RF were 0.98 on 10-fold  
cross-validation and 0.93 for leave-one-out (LOO) for all the classifiers. 
 
Keywords: Sleepiness, Machine learning, Electroencephalography, Contextual information. 
 

 
1. Introduction 
 

Futuristic driving paradigm focuses on detection of 
the driver states for current naturalistic driving and also 
for highly automated driving system. Impaired driving 
is dangerous and factors such as sleepiness, often cause 
impaired driving that leads to vehicle crashes and 
traffic injuries [1, 2]. In literature, more than 90 % of 
traffic crashes are assigned to the drivers [3]. Domain 
knowledge from sleepiness can be used with machine 
learning for detection and classification of the level of 
sleepiness. To develop a classification scheme requires 
understanding and knowledge discovery from the 
physiological signals and other relevant data [4]. 

This paper presents the use of standard sources of 
information to detect sleepiness. That is, a 
classification approach for drivers' sleepiness using 
machine learning with physiological and contextual 
information. Here, four machine learning classifiers 
namely, k-nearest neighbour (k-NN), support vector 
machines (SVM), case-based reasoning (CBR), and 
random forest (RF) have been investigated. It also 
explores the improvement of detection and 
classification accuracies by adding contextual 
information. Physiological signals, i.e., 
electroencephalography (EEG) and 
electrooculography (EOG) used with machine learning 
algorithms to detect sleepiness. Contextual features 
such as road condition, light condition and sleepiness 
model based on sleep/wake pattern included as features 
in the feature engineering process. A 10-fold  
cross-validation and leave-one-out (LOO) approaches 
have been investigated by the all classifiers and 
considers both binary and multi-class classification 
approaches. Moreover, sensitivity, specificity, 

                                                           
 
1 http://www.es.mdh.se/projects/326-
VDM___Vehicle_Driver_Monitoring 

accuracy and receiver operating characteristic (ROC) 
were compared between the classifiers. 
 
 
2. Materials and Methods 
 

The study on drivers’ sleepiness classification was 
conducted under the research project VDM1 [5]. The 
dataset contains recording from 30 participants 
acquired while driving in a high-fidelity moving-base 
car driving simulator at VTI 2 . Three simulated 
scenarios: (1) a rural road with a speed limit of 80 km/h 
in daylight, (2) the same rural road in darkness and  
(3) a suburban road in daylight is conducted. Data 
collected from the participants in six sessions which 
were a combination of ‘alert’ and ‘sleep’ derived 
condition and the duration of each scenario was  
30 minutes and a speed limit of 80 km/h. In total the 
dataset holds recoding from 540 drives (30 drivers  
× 6 occa-sions × 3 scenarios). Physiological signals, 
i.e. Electroencephalography (EEG) signals were 
recorded using 30 channels EEG settings based on the  
10-20 system. Electrooculography (EOG) as 
horizontal with electrodes at the outer canthi, and 
vertical with electrodes above/below the left eye were 
also acquired. In the study, sleepiness was measured 
using the Karolinska Sleepiness Scale (KSS) [6] 
rating, where participant rated their sleepiness status 
every fifth minute through-out the drives [7, 8]. Three 
sleepiness levels were defined based on the KSS: alert 
(KSS 1 – 5), somewhat sleepy (6 ≤ KSS ≤ 7) and sleepy 
(KSS ≥ 8). 

Drivers habitually engage in a series of actions 
during driving such as turning the steering wheel, 
changing gears, scanning the forward road scene, 

2 https://www.vti.se/en/ 
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looking at a side and rear-view mirrors and looking 
over the shoulder. Besides, a sleepy driver usually 
changes position, yawn, and lean the head against the 
headrest [9]. These activities naturally contaminate the 
EEG signals with muscle, motion, and ocular artefacts 
[10]. Therefore, before feature extraction, the acquired 
EEG signals were artefacts handled using the ARTE 
tool [11]. ARTE is an in-house developed tool which 
has been evaluated qualitatively by an expert in 
neurophysiology as well as by several quantitative 
measures. 

From each EEG signal, power spectral density 
(PSD) of particular frequency bands (Borghini, et al., 
2012; Craig, et al., 2012; Papadelis, et al., 2006),  
δ(<4 Hz), θ(4-7 Hz), α(8-12 Hz), β(12-30 Hz),  
γ (31-50 Hz), and the ratio such as (θ+α)/β, α/β, 
(θ+α)/(α+β), and θ/β (Jap, et al., 2009) were extracted 
as features. Two features: (a) blink durations (Jammes, 
et al., 2008) and (b) PERCLOS (Wierwille, et al., 
1994) were extracted from the EOG signal. Further, 
three contextual features were: (a) sleep/wake 
predictor (SWP) [12, 13], (b) road condition in the 
scenario i.e., rural/urban road and (c) light condition in 
the scenario i.e., daylight/darkness. In total, features 
obtained from 9310 one-minute segments, out of  
312 drives and the feature vector consisted of  
275 features: 270-features from 30 channels EEG,  
2-features from EOG and 3-contextual features. The 
dataset split into training and test datasets, where 70 % 
of the observations in the training set and 30 % of the 
observations in the test dataset. 

The feature vector mostly consisted of features 
obtained from the EEG signals, where many of which 
recorded from the adjacent electrodes. Hence there 
might be some overlapping among the features, and by 
reducing redundant and irrelevant features, a classifier 
can improve its performance and generalisability. 
Therefore, the optimal subset of features selected from 
the 275 features using a univariate feature selection 
method [14]. The univariate feature selection was 
performed based on the ratio of the sum of squared 
differences between-groups and within-groups 
(BSS/WSS) of the classes, for each feature. During 
feature selection, the training dataset was further 
divided into two sets, with 80 % for feature selection 
and 20 % of the training data as a validation set. 

Later, four classifiers namely, k-NN, SVM, CBR, 
and RF were separately trained using the training 
dataset, and later classification performance evaluated 
using the test dataset. 
 
 
3. Results 
 

Features selected by BSS/WSS essentially 
consisted of clusters or groups containing similar 
information. For example, eye closure-related EOG 
features and 𝜃 𝛼 / 𝛼 𝛽  from ten different 
frontal electrode sites, Fp1, Fp2, Fpz, F3, F4, F7, F8, 
FC1, FC6, and Fz. Further, the SWP was the  
top-ranked feature by the BSS/WSS, whereas light 

condition and road condition was ranked 43rd and 47th 
respectively [7]. 

One of the objectives of feature selection was to 
investigate the importance of contextual features in 
classifying sleepiness. Hence, comparisons were made 
between classifications with and without contextual 
features. To investigate the influence of contextual 
information, feature subsets obtained from the 
BSS/WSS were used with and without contextual 
features to classify sleepiness level for both multi-class 
and binary classification using an SVM classifier. The 
best classification performance on the validation 
dataset is presented in Table 1; notably, performance 
increased when contextual features were included. 

 
 

Table 1. Comparison of SVM evaluation on the subset  
of features obtained by BSS/WSS. Results show best 
performance when contextual features were included and 
excluded using the validation dataset.  

 

Criteria 

Multi-class 
classification

Binary 
classification 

Including 
contextual 

features 

Excluding 
contextual 

features 

Including 
contextual 

features 

Excluding 
contextual 

features 
Sensitivity 0.80 0.76 0.95 0.94 
Specificity 0.85 0.80 0.94 0.91 
Accuracy 0.92 0.87 0.95 0.93 

 
 

For the sleepiness classification, both multi-class 
and binary classification is performed using a) 10-fold 
cross-validation and b) leave-one-out (LOO) 
validation. Multi-class classification using 10-folds 
cross-validation on training dataset shows 78 % 
accuracy for k-NN, 80 % accuracy for SVM, 77 % 
accuracy for RF, and 33 % accuracy for CBR. Fig. 1 
shows the prediction performance of multi-class 
classification on test dataset considering accuracy, 
sensitivity, and specificity. On the test dataset, SVM 
showed better performance (79 % accuracy) with  
10-fold cross-validation and RF showed better 
performance (55 % accuracy) using the LOO 
validation. 

 
 

 
 

Fig. 1. Multi-class classification performance of k-NN, SVM 
and CBR and RF on the test dataset, where the models were 
trained using 10-fold cross-validation and LOO. 
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Binary classification excluding the somewhat 
sleepy group with 10-fold cross-validation on training 
dataset obtains classification accuracy of 93 % for  
k-NN, 94 % for SVM 94 %, 54 % for CBR and 93 % 
for RF. For the LOO validation, the results are 88 % 
accuracy with k-NN; 89 % accuracy with SVM; 91 % 
accuracy with CBR; and 88 % accuracy with RF.  
Fig. 2 shows the prediction performance of binary 
classification excluding somewhat sleepy group on test 
dataset considering accuracy, sensitivity, and 
specificity. Fig. 3 shows the corresponding ROC curve 
of binary classification excluding somewhat sleepy 
group on the test dataset. On the test dataset, SVM 
showed better performance (94 % accuracy) with  
10-fold cross-validation and CBR showed better 
performance (91 % accuracy) using the LOO 
validation. 

 

 
 

Fig. 2. Binary classification performance of k-NN, SVM 
and CBR and RF on the test dataset, where the models were 

trained using 10-fold cross-validation and LOO. 
 

 
 

Fig. 3. ROC curves for k-NN, SVM and CBR and RF 
classification on the test dataset, where the models were 

trained using 10-fold cross-validation and LOO. 
 
 

4. Discussion 
 

The importance of contextual information for 
sleepiness classification is presented in this paper, in 
which the classification accuracy improved by 5 % in 
multi-class classification and by 2 % in binary 

classification. The improvement may appear small; 
however, the performance can be further improved 
with advanced sampling methods for imbalanced 
datasets. Moreover, real-world driving is much more 
complex than simulated driving. Driving states are 
often subjective experiences, in which many other 
contextual data can play a vital role. The work 
described in this thesis indicates further investigation 
in this area, as suggested in [15, 16]. However, the 
problem with this approach is that these features only 
represent a portion of the driving conditions, whereas 
probabilistic measures, as presented in [15] are not 
generalised but subject- and environment-dependent; 
nevertheless, no significant improvement in ROC and 
AUC was found by McDonald, et al. [16]. The use of 
SWP as features may appear unreasonable. Modern 
vehicles are already equipped with a wireless network 
and can synchronise with smart devices. In the future, 
personalised information such as sleeping hours and 
waking time can be integrated with smart devices and 
synchronised with vehicles. The limitation of SWP is 
that it functions with group mean data, and for different 
sleep patterns (e.g., those of shift workers), model 
parameters must be modified [17]. This shortcoming 
represents an open challenge for identifying 
appropriate contextual features from different road 
conditions, which also requires an extensive study 
design. 

Compared to the other classifiers, at first it may 
seem strange that somewhat contradictory results 
obtained with CBR, with increasing performance in 
LOO compared to 10-fold cross validation. Historical 
cases are the foundation of a case library in CBR to 
solve a problem [18], and it requires a sufficiently large 
case library to perform well. The case library becomes 
larger when LOO was chose for validation and thus 
covers a larger problem space, giving CBR a better 
likelihood of finding similar cases. An advantage with 
CBR is its inherent ability to continuously incorporate 
new cases into the case library, thus facilitating a 
system that adapts to the individual over time. 

Another issue observed was with the multi-class 
classifications: although KSS is a validated method for 
measuring sleepiness [6], there are difficulties in rating 
sleepiness in the transitional state between alert and 
sleepy. This issue with uncertainty in the target values 
may be alleviated by redistributing the ‘somewhat 
sleepy’ group into the ‘alert’ and ‘sleepy’ groups, 
which indeed led to improved performance. 
 
 
5. Conclusions 
 

In this paper, driver sleepiness classification 
approach using EEG, EOG and contextual information 
is presented. Compare to the binary classification the 
multi-class classification found to be challenging to 
classify. The reason might be that KSS is a subjective 
measure and the somewhat sleepy group, i.e., neither 
alert nor sleepy is difficult is discriminate. Thus the 
future research indicates a) more focus on multi-class 
classification, b) what other contextual information 
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can be included in the classifier design and  
c) continuous develop and adapt to the current driver 
as new unlabelled data becomes available in  
the system. 
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Summary: Network traffic classification (NTC) has attached attention due to its relevance for traffic control in enabling 
technologies, taking a significant prominence approaches based on Machine Learning (ML). Being Feature Selection (FS) an 
essential for ML classification, a new FS framework is presented here for efficient early NTC. Our proposal combines filter 
and wrapper methods to increase the diversity in attribute selection, these strategies independently produce predictor rankings 
that are used in a final subset selection. The proposal is tested against datasets extracted from a quite challenging network 
scenario. The proposal was validated against different NTC datasets extracted from various data sources contained in packet 
headers. The presented results probe that our FS method is effective in reducing the problem dimensionality preserving or even 
improving classifier performances. Furthermore, we discuss the predictive power of different sets of predictors for early NTC. 
Finally, we performed a minor experiment to assess the effect of port evasion when port numbers are included in the  
predictive model. 
 
Keywords: Machine learning, Feature selection, Network traffic classification, Supervised learning, Network management. 
 

 
1. Introduction 
 

Enabling technologies rely on underlying Internet 
networks as means of communication. Smart Cities 
and Internet of Things envision facilities (such as: 
control of critical infrastructures, assistance in 
emergencies and smart transportation) requiring traffic 
control for availability, privacy and security [1]. In this 
vein, NTC constitutes a key piece to detect service 
decays and cyber threats. 

ML has attached a relevant prominence for NTC, 
since it enables accurate traffic classification evading 
the handicaps of previous approaches [2]. An essential 
in ML is FS. Through FS, the best predictors are 
selected for training, meanwhile irrelevant ones are 
discarded leading to efficient classification models. 
Three FS approaches exist according to their selection 
schemes: (1) Filter methods, which assume an 
information metric to assess the quality of predictors; 
(2) Wrapper methods, which evaluate the importance 
of attributes using learning algorithms; and  
(3) Embedded methods, which are integrated in 
learning algorithms while training. In this paper, an FS 
framework is proposed for efficient NTC. The 
predictors are separately ranked by several filter and 
wrapper strategies, and afterwards the rankings are 
combined to select the final subset. Furthermore, we 
analyze several sets of predictors from different raw 
information contained in packet headers. 

This article is structured as follows. Section 2 
reviews previous works in FS for NTC. Section 3 
describes the methodology followed and presents our 
FS framework. The experimental results are presented 

and discussed in Section 4, and finally we draw the 
conclusions. 
 
 
2. Previous Works 
 

FS for efficient ML-based NTC is not unexplored, 
and many authors have proposed their solutions. In [3], 
A. Fahad et al. presented an FS method called Global 
Optimization Approach (GOA) to find a stable set of 
predictors over time. GOA combines a preselection 
phase based on filters and a subsequent wrapper 
scheme based on Random Forest. A class-oriented FS 
algorithm (COFS) and an ensemble classifier were 
proposed in [4]. First, COFS selects a preliminary 
subset of attributes for each class, and redundant 
attributes are removed according to Weighted 
Symmetric Uncertainty (WSU). 

A feature extraction and selection approach were 
presented in [5]. Feature extraction is based on 
Wavelet Multifractal transformation on raw  
packet-header information. As for attribute selection, 
Principal Component Analysis (PCA) is used to filter 
out the irrelevant components, and K-Means to cluster 
the features that are optimal or redundant. M. Shafiq et 
al. [6] presented a wrapper method to select the best 
predictors for imbalanced NTC. The proposed method 
filters out the irrelevant attributes using Weighted 
Mutual Information metric, and a learning algorithm is 
used to assess the AUC-ROC for each predictor. 

Finally, Efficient Feature Optimization Approach 
(EFOA) is proposed [7] to confront Class Imbalance 
and concept of drift in NTC. This proposal includes 
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feature generation using Deep Belief Networks and a 
subsequent selection based on WSU. 

Our FS framework presents relevant differences 
respecting previous approaches, since we combine 
several information metrics and performance metrics 
to improve the diversity for predictor selection. 
 
 
3. Methods and Materials 
 
3.1. Network Environment and Datasets 
 

The traffic data employed here was captured in a 
backbone at an ISP network, which constitutes a 
challenging scenario. The traffic was sniffed in a  
high-speed link supporting transmission rates up to  
7 Gbps, where connections are susceptible to packet 
losses and multipath effect. We have employed two 
different datasets for training and validating the NTC 
models. The training data comprises 12 Gb collected 

on 17/1/2017 for 5 minutes, meanwhile the validation 
consists of 35.62 GB captured for almost 10 minutes 
on 23/3/2017. 

The first five packet-headers were processed for 
each flow to create the classification objects and 
following the concept of early NTC [8]. There are 
mainly four information sources available in IP and 
transport layers: packet sizes, timestamps, window 
sizes and others parameters (duration, directions, ports 
and so on). For the three first of them, a set of  
47 predictors were computed and merged with the 
original raw information, as Fig. 1 illustrates. The 
collection of predictors includes statistics (means, 
maximum and minimum values …) and FFT transform 
components. In the case of “Others” predictors, we 
considered ports, directions, % of packets in each 
direction and packet counts. Finally, we merged all 
those datasets resulting in a whole dataset with a total 
of 172 attributes. The different datasets are denoted as 
follows: SIZES, IATS, WINSIZES, OTHERS and 
WHOLE. 

 

 
 

Fig. 1. Collection of attributes and datasets employed for our experiments. 
 
 
3.2. FS Framework Based on Rankings 
 

Fig. 2 presents the proposed FS framework. As it is 
shown, three phases are involved: (1) Filter,  
(2) Wrapper, and (3) Final Ranking. During (1), 
several independent attribute rankings are computed 
using different filters, meanwhile wrapper strategies 
rank predictors in (2). The more relevant the attribute, 
the topper the position it occupies in the rankings, so 
that the attribute positions are used as scores and 
combined in means to select the final subset in (3). 

Through combining filters, the attributes are 
assessed against different information-based metrics, 
therefore increasing the diversity in the selection. In 
(2), several learning algorithms and performance 
metrics are assumed leading to more rich selection 
criteria. This framework follows a flexible design that 
allow extending it including more selection strategies. 

For our experiment, we selected the following nine 
filter methods using different information metrics: 
MRMR [9], CIFE [10], CMIN [11], ICAP [12], MIFS 
[13], DISR [14], JMI [15] and MIM [16]. The most of 
the filters selected are implemented in the Python 
library, with the exception of FCBFiP, which was used 
in [17] and is available in [18]. Regarding Wrapper 
Ranking, we have evaluated three performance metrics 

for three learning algorithms. As Decision Tree 
algorithms have shown as a promising approach for 
NTC due to its excellent ratio amongst precision and 
speed, we have selected the CART Decision Tree and 
two ensemble algorithms implemented in Scikit-learn 
[19]. The OutputCode and Bagging algorithms were 
the ensemble techniques considered in wrapper 
ranking. In (2), our FS framework ranks the attributes 
according to the performance metrics they produce 
when they are used as unique predictor for each 
learning algorithm. The selected performance metrics 
in this phase are: Overall Accuracy (OA), Byte 
Accuracy (BA) and geometric mean (GM). 
 
 
4. Experimental Results 
 

In this section, we present and discuss the results 
obtained from applying our FS framework to the 
different datasets. Firstly, we present a preliminary 
experiment to assess predictive power of the different 
sets of predictors (SIZES, IATS, WINSIZES and 
OTHERS) and confirm the efficiency of our selection 
approach. In a second experiment, we applied our FS 
framework to the WHOLE dataset to assess which are 
the most relevant attributes when several information 
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sources are combined. Furthermore, we performed a 
minor experiment to evaluate how port evasion may 
affect to performance metrics when port numbers are 
included as attributes in traffic classifiers. 

 
 

 
 

Fig. 2. FS Framework based on rankings. 
 
 
4.1. Preliminary Results 
 

Through this experiment, we pretend to validate 
our FS framework and study which family of 
predictors are the most relevant for early NTC. The 

final ranking for each dataset is employed to 
sequentially vary the number of attributes selected, and 
a Decision Tree is trained to evaluate the model 
performances according to OA, BA and GM. Fig. 3 
presents the results obtained for the different models, 
and the top ten attributes are shown in Table 1  
for each case. 

From Fig. 3, we find that the best-performing 
attributes in terms of OA are OTHERS, with which we 
were able to identify more than 82 % of connections. 
Conversely, the WINSIZES and SIZES obtained OAs 
around 58 % and 51 % respectively. While on BA, 
SIZES clearly outperformed the other sets of 
predictors accomplishing BAs up to 94.7 %. The rest 
of datasets did not produced as positive BAs as SIZES, 
and the second best BAs were obtained by WINSIZES 
with values around 80 %. Focusing on GM, we observe 
that OTHERS is anew the set of attributes producing 
the best results reaching GMs greater than 65 % for 
certain subset sizes. In the case of SIZES, the GM 
overcame 23 % for 7 and 8 predictors; on contrast to 
IATs and WINSIZES datasets that yielded null GMs. 
OTHERS and IATS produced quite weak results for 
this performance metric. Note also that the subsets 
computed by our FS framework accomplished similar 
performances to that using all predictors for each 
datasets, which confirms the effectiveness of our 
proposal in reducing the dimensinality space without 
performance decays. 

 
 
 

 
 

Fig. 3. Performances for different subet sizes. 
 
 
If we observe Table 1, we find that only there is one 

FFT component (8th) amongst the best ten features for 
SIZES. On the contrary, raw packet sizes (2nd, 7th and 
9th) and statistical components (such as: means root 
mean square and maximum values) have a notable 
presence in the selected subset (1st, 3rd, 4th, 5th, 6th and 
10th). While on IATS, FFT-related predictors (such as 
module and phase of FFT components) were selected 
(1st, 6th, 7th, 9th and 10th) jointly with an important 
number of statistics (2nd, 3rd, 4th and 5th), meanwhile 
only one raw attribute was selected (8th). Focusing on 
WINSIZES, we observe that two raw predictors  
(2nd and 8th) and two FFT phases (4th and 10th) were 

selected for the final subset, in contrast to statistical 
attributes that mainly composed the top ten subset  
(1st, 3rd, 5th, 6th, 7th and 9th). Unlike the previous 
datasets, OTHERS dataset contains predictors of other 
nature. Interestingly, we find that source and 
destination ports (1st and 2nd) have an important impact 
on the final subset resulting from our FS framework. 
Furthermore, we find that packet-size counts exhibited 
notable predictive power for NTC according to their 
positions in the ranking (3rd, 4th, 5th, 6th and 10th). 
Conversely, packet directions (6th and 8th) and 
percentage of exchanged packets (7th and 9th) were not 
as important as the former attributes. 



1st International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2019),  
20-22 March 2019, Barcelona, Spain 

171 

Generally, the poor performances exhibited by 
IATS for all metrics considered might be caused by the 
instability of this family of predictors. IATS are quite 
susceptible to the operation phase of the Internet 
network. When the workload is very high packet 
forward slows down, which produces variations in 
these types of attribute leading to performance losses. 

In the case of WINSIZES, something similar might 
happen. TCP window sizes are variable parameters 
that protocols adjust depending on the network 
workload, so that attributes related to this parameter 
could vary on time. Another important handicap of 
these kinds of attribute is that window sizes are not 
useful for UDP connections. 

As its high GM reveals, OTHERS attributes 
provided predictiveness to identify different types of 
application. However, port numbers had an important 
role for this collection of predictors. As port numbers 
are configurable parameters, models including these 
parameters are quite susceptible to port evasion, which 
is a severe handicap. 

In the case of SIZES, these attributes are 
independent from the transport protocol. Similarly to 
OTHERS, the GM obtained for SIZES indicates that 
this type of attributes are useful to identify different 
family of applications, in contrast to the rest of datasets 
that obtained almost null GMs. 

 
Table 1. Top ten predictors for the different datasets. 

 
 Top ten predictors 

SIZES  
 1st  Root Mean Square of packet sizes in both directions. 
 2nd  Size of the 1st packet exchanged. 
 3rd  Maximum packet size in the 1st direction. 
 4th  Root Mean Square of packet sizes in the 1st direction. 
 5th  Maximum packet size in both directions. 
 6th  Mean of packet sizes in the 1st direction. 
 7th  Size of the 2nd packet exchanged. 
 8th  Phase of the 1st FFT component on sizes in the 1st direction 
 9th  Size of the 5th packet exchanged. 
 10th  Mean of packet sizes in both directions. 

IATS  
 1st  Phase of the 1st FFT component on IATs in both directions. 
 2nd  Percentage of IATs in the 1st direction. 
 3rd  Maximum IAT in both directions. 
 4th  Root Mean Square of IATs in both directions. 
 5th  Root Mean Square of IATs in the 1st direction. 
 6th  Module of the 5th FFT component on IATs in both directions. 
 7th  Phase of the 1st FFT component on IATs in both directions. 
 8th  IAT of the 2nd packet. 
 9th  Module of the 3rd FFT component on IATs in the 1st direction. 
 10th  Module of the 2nd FFT component on IATs in the 1st direction. 

WINSIZES  
 1st  Root Mean Square of window sizes in both directions. 
 2nd  Window size of the 1st packet exchanged. 
 3rd  Mean of window sizes in the 1st direction. 
 4th  Phase of the 1st FFT component on Window sizes in the 1st direction. 
 5th  Maximum window size in the 1st direction. 
 6th  Maximum window size in both directions. 
 7th  Root Mean Square of window sizes in the 1st direction. 
 8th  Window size of the 2nd packet exchanged. 
 9th  Percentage of window sizes in the 1st direction 
 10th  Phase of the 3rd FFT component on Window sizes in the 1st direction. 

OTHERS  
 1st  Destination port number. 
 2nd  Source port number. 
 3rd  Number of packets with packet sizes between 128 and 64 bytes. 
 4th  Number of packets with packet sizes between 10 and 20 kilobytes. 
 5th  Number of packets with packet sizes greater than 64 bytes. 
 6th  Direction of the 5th packet. 
 7th  Percentage of packets in the 1st direction. 
 8th  Direction of the 2nd packet. 
 9th  Percentage of packets in 1st direction. 
 10th  Number of packets with packet sizes greater than 20 kilobytes. 
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4.2. Final Subset 
 

In this section we present and discuss the results 
obtained from applying our FS framework to the 
WHOLE dataset. Table 2 contains the top ten 
predictors selected by our FS method, and the 
performance metrics obtained when a Decision Tree is 
trained including each one. 

Observing Table 2, we find that the five top 
predictors yielded better outcomes that the original 
dataset according to OA and GM, on contrast to BA 
that was slightly lower than using all attributes. The 
highest OA was reached when the 9th predictor was 

included in the predictive model identifying accurately 
the 98.5 % of connection flows. In the instance of BA, 
the best value was obtained when eight attributes are 
selected, although subsets achieved the same BA as the 
whole dataset when more than five predictors were 
selected. While on GM, the best performance was 
achieved when six or seven attributes are selected for 
training. GM accomplished 84 % for these subset sizes, 
meanwhile the whole datasets got a score of  
73.5 %. The notable increase in this performance 
metric reveals that a smaller dataset better identifies a 
range of diverse applications, providing better 
outcomes in presence of Class Imbalance. 

 
 

Table 2. The ten best-scored predictors and performance metrics for the WHOLE dataset. 
 

Top ten predictors OA BA GM 
1st  Destination port number. .265 .209 .539 
2nd  Size of the 1st packet exchanged. .829 .848 .607 
3rd  Source port number. .961 .969 .697 
4th  Maximum packet size in the 1st direction. .956 .989 .720 
5th  Window size of the 1st packet exchanged. .983 .995 .824 
6th  Root Mean Square of packet sizes in both directions. .981 .996 .840 
7th  Phase of the 1st FFT component on packet sizes in the 1st direction. .981 .996 .840 
8th  Maximum packet size in both directions. .980 .997 .817 
9th  Phase of the 1st FFT component on Window sizes in the 1st direction. .985 .996 .820 
10th  Maximum window size in both directions. .984 .996 .811 

Whole dataset .979 .996 .735 
 
 
Through this experiment, we have probed that our 

FS framework is able to reduce the training subsets 
increasing some performance metrics for early NTC. 
We also found that the combination of predictors 
computed using different parameters from packet 
headers yielded much better results than independently 
using them. Note that the collection of top ten 
predictors (Table 2) includes source and destination 
port numbers (1st and 3rd). As aforementioned, these 
parameters are susceptible to evasion, since port 
numbers are a configurable parameter by users or 
applications. Below, we present the results of an 
experiment during which port evasion was simulated 
to assess performance losses due to this effect. In 
addition to port numbers, the top ten subset contains 
five predictors computed from packet sizes  
(2nd, 4th, 6th, 7th and 8th) and three Window-size related 
attributes (5th, 9th and 10th). 
 
 
4.3. Masking Connections Behind Random  
       Port Numbers 
 

Finally, we provide a minor experiment to probe 
that ML-based traffic classifiers are susceptible to port 
evasion when port numbers are included in the 
predictive model. For this purpose, we have selected 
the subset with six features from Table 2, and port 
evasion was simulated by randomly modifying the 
source and destination port numbers for specific 

percentage of samples. Fig. 4 contains the results 
obtained in this experiment. 

Generally, all performance metrics are negatively 
affected when the connections are masked behind 
other ports. When the percentage of masked 
connections increases, the performances of the 
classifier notably decreases. In the case of masking the 
5 %, all metrics decreased in around 4 %. Through this 
simple experiments, we have probed as port evasion 
can decrease the performance of ML-based traffic 
classifiers when port numbers are included in the 
predictive model. 
 
 
5. Conclusions 
 

Through this work, we have presented an FS 
framework for selecting a reduced dataset for early 
NTC. Our framework combines two parallel ranking 
phases in which filter methods and wrapper strategies 
are employed to independently rank predictors 
according to their relevance in the predictive model. 
We have validated our FS scheme on different NTC 
datasets containing predictors computed from the 
different parameters in packet headers (such as: packet 
sizes, inter-arrival times, window sizes and so on). 

As a result of our experiments, we have found that 
our FS framework is able to notably reduce the 
attribute space preserving and even improving the 
performances of the classifier. Additionally, we have 
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analyzed the different collections of attributes to find 
out the predictive power of each one for NTC. Finally, 
we have applied our FS framework to a whole dataset 
that combines the former datasets. As result, we found 
that combining predictors computed from different 
network parameters provides better results than 
employing them separately. As source and destination 
port numbers were ranked as one of the most relevant 
attributes, we performed a minor experiment to assess 
the effect of port evasion on classifier performances. 
Our results reveal that port evasion decreases the 
classifier accuracy, and it should be considered when 
port numbers are included in the predictive model. 
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