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Foreword 

 
 
On behalf of the ASPAI’ 2022 Organizing Committee, I introduce with pleasure these proceedings devoted to 
contributions from the 4th International Conference on Advances in Signal Processing and Artificial Intelligence 
(ASPAI' 2022). 
 
Advances in artificial intelligence (AI) and signal processing are driving the growth of the artificial intelligence 
market as improved appropriate technologies is critical to offer enhanced drones, self-driving cars, robotics, etc. 
Today, more and more sensor manufacturers are using machine learning to sensors and signal data for analyses. 
The machine learning for sensors and signal data is becoming easier than ever: hardware is becoming smaller and 
sensors are getting cheaper, making Internet of things devices widely available for a variety of applications ranging 
from predictive maintenance to user behavior monitoring. Whether we are using sounds, vibrations, images, 
electrical signals or accelerometer or other kinds of sensor data, we can build now richer analytics by teaching a 
machine to detect and classify events happening in real-time, at the edge, using an inexpensive microcontroller 
for processing - even with noisy, high variation data. 
 
The global artificial intelligence market size was valued at USD 93.5 billion in 2021 and is projected to expand at 
a compound annual growth rate (CAGR) of 38.1% from 2022 to 2030. Artificial intelligences currently 
transforming the manufacturing industry. Virtual reality, automation, Internet of Things (IoT), and robotics are 
some important features of AI that are benefitting the manufacturing industry. AI has been one of the fastest-
growing technologies in recent years. The market growth is mainly driven by factors such as the increasing 
adoption of cloud-based applications and services, growing big data, and increasing demand for intelligent virtual 
assistants. The major restraint for such market is the limited number of AI technology experts. 
 
The Series of ASPAI Conferences have been launched to fill-in this gap and to provide a forum for open discussion 
and development of emerging artificial intelligence and appropriate signal processing technologies focused on 
real-word implementations by offering Hardware, Software, Services, Technology (Machine Learning, Natural 
Language Processing, Context-Aware Computing, Computer Vision and Signal Processing). The goal of the 
conference is to provide an interactive environment for establishing collaboration, exchanging ideas, and 
facilitating discussion between researchers, manufacturers and users. The first ASPAI conference has taken place 
in Barcelona, Spain in 2019, the second and the third – in the virtual format due to the COVID-19 pandemic – in 
Berlin, Germany in 2020. 
 
The conference is organized by the International Frequency Sensor Association (IFSA) - one of the major 
professional, non-profit association serving for sensor industry and academy more than 20 years, in technical 
cooperation with media partners – IOS Press (journal ‘Integrated Computer-Aided Engineering’) and World 
Scientific (International Journal of Neural Systems). The conference program provides an opportunity for 
researchers interested in signal processing and artificial intelligence to discuss their latest results and exchange 
ideas on the new trends. 
 
I hope that these proceedings will give readers an excellent overview of important and diversity topics discussed 
at the conference. 
 
We thank all authors for submitting their latest work, thus contributing to the excellent technical contents of the 
Conference. Especially, we would like to thank the individuals and organizations that worked together diligently 
to make this Conference a success, and to the members of the International Program Committee for the thorough 
and careful review of the papers. It is important to point out that the great majority of the efforts in organizing the 
technical program of the Conference came from volunteers. 
 
 
Prof., Dr. Sergey Y. Yurish 
ASPAI’ 2022 Conference Chairman 
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(0001) 
 

Image Processing for Digital Twin Technology 
 

J. D. Hobby 
Nokia Bell Labs, Murray Hill, New Jersey, USA 

 
 
Summary: Consider the problem of constructing a digital twin by taking a two-dimensional CAD drawing such as a building 
floor plan, and augmenting it with new 3-D data. The new 3-D data is a point cloud in some unknown coordinate system. It 
can come from Laser range finding or from comparing common features in multiple images from a video stream, but it might 
also be useful to match 2-D data against a CAD drawing. 

An algorithm that has worked well on real world data is first to analyze the point cloud to decide which way is up, then 
apply polyline-based matching. The vertical alignment algorithm involves optimization of a “how well clustered” metric. The 
polyline-based matching is applied after projecting the point set onto a floor plane, and analyzing vertical histograms to decide 
which parts of the projected image most resemble walls. The vertical histograms are also used to correct for residual tilt due 
to inaccuracy in the “which way is up?” result. 
 
Keywords: Digital twin, 3-D point cloud, Polyline fitting, Optimization, Vertical histogram. 
 

 
1. Introduction 
 

We are given up to a few hundred thousand 3D 
points in an unknown coordinate system. The points 
are typically on floors, walls and ceilings of some 
building, and we have a CAD floor plan for the 
building. Although CAD data may be available in 
vectorized formats, it is safer to assume that we have a 
computer-generated image. For instance, I have seen 
CAD-generated floor plans that have been updated via 
editing tools that operate on PNG files. 

The 3-D points are presumably tagged with RGB 
values and/or other information in order to facilitate 
the construction of a digital twin. However, this paper 
focuses exclusively on the problem of registering the 
point cloud to the CAD floor plan image. Section 2 
explains how to decide on the direction in the point 
cloud coordinate system that should be treated as 
vertical. This is basically an optimization problem that 
expects the point cloud to have tight clusters when 
projected onto the proposed floor plane. 

Once we know the “up” direction, we must match 
wall-like structures in the point cloud to the CAD data. 
Some of those points are likely to correspond to 
furniture and/or clutter, so Section 3 analyzes vertical 
histograms in order to find floors, ceilings and walls. 

Since Section 3 assumes there is CAD data to 
match against, it is a somewhat easier problem than 
recognizing structures in 3D point clouds (See [4, 6].) 
On the other hand, these authors tend to assume that 
the “up” direction is already known. 

 
 

2. Which Way is Up? 
 

The point cloud is given in an arbitrary coordinate 
system, so we need to align it with gravity. Consider 
what happens to the 3D point cloud if we choose the 
proper “up” vector, U, and project all the points on to 
a perpendicular plane. Points on walls will cluster near 
a few straight lines as shown in Fig. 1. 

 
 

Fig. 1. A projected image based on a 3D point cloud  
that was derived from comparing common features  

in images from a video stream. 
 
To optimize the U vector, we need a function that 

measures how tightly the points are clustered in an 
image like Fig. 1. We want a function R6(U) that 
estimates the distance from a 2D projection of a point 
from the cloud to its 6th nearest neighbor. (The 
parameter 6 is not very important, but it makes the 
function a little more well behaved.) For efficiency, we 
snap all the projected points to a grid, where the grid 
spacing is a few times smaller than what we expect for 
good values of R6(U). This small grid was 3 cm for our 
tests. The heavily populated portions of the projected 
point set can be analyzed by providing a 3 cm grid with 
a hit count for each grid cell. Since overall dimensions 
can be as large as 100 m, sparser portions of the 
projected 2D world can use a coarser bucketing 
scheme for the 6th nearest neighbor calculation. 

 
 

2.1. Using R6(U) to Find Which Way is Up 
 

Function R6(U) is hard to optimize because it does 
not vary continuously as the U vector changes, and you 
cannot change U very much before neighboring R6(U) 
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values start to lose their correlation. Furthermore, 
optmizing the function is not sufficient, because a 3D 
point cloud for a typical building will give low R6(U) 
values when U is off by 90 degrees. 

We begin by evaluating R6(U) for a complete 
constellation of U values. Consider the octahedron  
|x| + |y| + |z| = 1, and subdivide each edge into some 
number of parts n (suggested value n = 10). The U 
values for one face of the octahedron are 

 
 𝐬𝐢𝐧 𝜶𝒊 𝐜𝐨𝐬 𝜷𝒊𝒋 , 𝐬𝐢𝐧 𝜶𝒊 𝐬𝐢𝐧 𝜷𝒊𝒋 , 𝐜𝐨𝐬 𝜶𝒊 , (1) 

 
where 0 ≤ i ≤ n, j ≤ n-i and 𝛼   𝜋/2 𝑖𝜋/2𝑛 and 
𝛽   𝑗𝜋/2 𝑛 𝑖 . Since negating U has no effect on 
R6(U), we need only four other faces of the octahedron, 
and they can be obtained via simple transformations  
of (1). 

Find the best R6(U) value from the octahedral 
constellation and use Nelder-Mead optimization to 
look for better U vectors nearby [5]. This method is 
appropriate for nondifferentiable functions in  
low-dimensional spaces (2 degrees of freedom due to 
scale indolence in the U vector). 

Now we have an optimal U vector, 𝑼 , but it might 
be 90 degrees away from the desired “up” vector. Scan 
the octahedral constellation for the best R6(U) among 
all U vectors in the constellation that are roughly 
orthogonal to 𝑼 , apply Nelder-Mead and call the 
result 𝐔 . Then find a U vector perpendicular to both 
𝑼  and 𝑼 , apply Nelder Mead optimization and call 
the result 𝑼 . 

Now we have three suggested ̀ `up’’ vectors and we 
need a new way of choosing among them. A pretty 
good assumption is that most of the points in the cloud 
should be within 2 or 3 meters of the floor, and the 
room horizontal dimensions can be significantly larger 
Hence, for each U, we find the 5th and 95th percentiles 
of the U components of the 3D cloud points. The true 
up vector is the 𝑼  that minimizes the separation 
between the 5th and 95th percentile planes. 
 
 
3. Find Walls and Match with CAD Data 
 

We need to find wall-like structures in the 3D point 
cloud after rotating it based on the U vector from 
Section 2. The CAD data is basically a collection of 
wall polylines, and it should be available in this form. 
However, it may well be necessary to extract polylines 
from a digital image. Reference [2] explains how to do 
this in a computer-generated image, and [3] explains 
how to cope with noisy images. 

The rotated point cloud can be divided into buckets 
based on (x, y) coordinates, and we can collect a 
cumulative distribution function (CDF) for each 
bucket that shows how the z coordinates are 
distributed. Fig. 2 shows a typical result from this 
process. The raw CDF’s at the bottom of the figure 
have been grouped into 7 clusters. The cluster 
representatives appear on a row above, and each cluster 
representative is surrounded by a colored square. 

These colors appear in the top part of the diagram with 
a bold colored dot for each (x, y) bucket. The green 
dots happen to mean “there is a floor here but no wall”. 

 

 
 

Fig. 2. Vertical CDF’s from a 3D point cloud that has been 
rotated based on the “up” direction from Section 2.  
The colors in the top half of the diagram illustrate a clustering 
process. The lower half is a low-res picture with CDF 
diagrams in place of pixels. 
 
 
3.1. Clustering CDFs for Floor and Wall Detection 

 
The clustering strategy is to convert each CDF into 

a simplified form, then define a distance metric based 
on the simplified form and apply single linkage 
clustering [7]. The simplified form consists of cut 
values 𝑐 𝑐 ⋯ 𝑐  and fractions 𝑓 , 𝑓 , ⋯ 𝑓  
where 𝑚 𝑀 tells what fraction of the points lie 
between 𝑐  and 𝑐 . (The suggested value is M = 8). 

Suppose we have a sorted sequence of z values, and 
we want to choose the parameters of the simplified 
form so as to fit this as well as possible. The cost to be 
minimized is the total squared error from a sequence 
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of linear regression problems. There are M such 
problems, and the i-th problem involves the z values 
that fall between 𝑐 and 𝑐 . If the number of z values 
is k, we can use dynamic programming to fill in an m 
by k matrix, where each entry in a row 0 𝑗 𝑚 
gives an optimal total cost so far and an index that tells 
which entry to use in row 𝑗 1. This takes time 
𝑂 𝑀𝑘  to find the simplified form for the CDF  
of k z values. 

Notice that the simplified from of a CDF can be 
thought of as a piecewise-linear approximation: the ith 
vertex is 𝑐 , 𝑓 ⋯ 𝑓 . The distance metric for 
clustering such functions is first to rescale them so that 
the last vertex is (1,1), and then to compute the 
symmetric difference; i.e., the integral between 0 and 
1 of |𝐹 𝑥 𝐺 𝑥 |. To get the actual clusters, use this 
distance metrix in the SLINK algorithm [7]. 
 
 
3.2. Correct for Tilt and Find Floor and Ceiling 

 
We now have rotated the point cloud so z should be 

vertical, and we have buckets based on 𝑥, 𝑦  with a 
simplified CDF that describes the z coordinates in each 
bucket. Furthermore, the simplified CDF’s have been 
clustered. For instance, the green dots at the top of  
Fig. 2 gives the (x, y) positions of buckets in one 
cluster. Each member of such a cluster has a slightly 
different set of 𝑐 values and 𝑓 values, but we can get a 
canonical version by simply averaging them. For each 
member of the cluster, we can also find a z shift 
amount that makes its 𝑐 𝑐 ⋯ 𝑐  value agree 
with the canonical version. In other words, there are 
buckets based on (x, y) and each bucket has a  
desired z shift. 

Use linear regression to fit a plane  
𝑧  𝑎𝑥 𝑏𝑦 𝑐 to these z shift amounts. This leads 
to a revised U vector, but it is not necessary to rerotate 
the 3D point cloud. It suffices to apply a z shift to each 
simplified CDF; i.e., add some ∆𝑧 to each 𝑐 . 

The floor plane is based on the assumption that one 
of the 0.5-meter x, y buckets will have a simplified 
CDF that is heavily dominated by floor points. Find the 
90th percentile z value for each such bucket, and use the 
lowest such result to define the floor plane. 

The so-called ceiling plane is really a z value near 
the top of buckets that appear to be devoted to wall 
points. Among all buckets whose 20th percentile z 
value if above the floor plane, find their 90th percentile 
z values, and compute a weighted average. The weight 
is the number of points in the bucket times the amount 
by which the 20th percentile z value exceeds the floor 
plane. 

 
 

3.3. Wall Segments and Line Statistics 
 
The CAD data is basically a line drawing of a 

building floor plan, so it is easy to get wall line 
segments. As explained above, it may be necessary to 
use [2, 3] if the CAD data is given as a PNG image. 

In order to find 2D transforms that appear to align 
wall-like features from the point cloud with the  
CAD-based wall segments, we need a 2D collection of 
points that appear to belong to walls. Fig. 3, shows a 
weighted collection of wall-like points with 
connections based on 2 nearest neighbors. 

 

 
 

Fig. 3. Wall-like points from the coarsened point cloud, 
where green points are weighted higher than 100. 

Connections are based on the two nearest neighbors. 
 
The main idea is that each point p in the cloud (after 

rotating so z is vertical) has weight  
𝑧 𝑧 𝑧 𝑧 , where 𝑧  and 𝑧  are the floor and 

ceiling heights. Nearest neighbors within such a 
weighted point set provide a way of computing, for any 
line 𝑎𝑥 𝑏𝑦  𝑐 a quantitative metric for line-like 
features in the point cloud that are within 60 cm of the 
line. It is easy to compute a similar metric for the CAD 
floorplan data. 

Experience has shown that it is compute-intensive 
and unnecessary to consider the entire point cloud 
when looking for a 2D transform that matches it to the 
CAD data. Hence, we use a scheme that resembles  
K-means clustering to reduce the point cloud to a 
coarser one; e.g., from 260770 points to 6317. 

Start with a hexagonal grid of seed points spaced to 
that neighbors are 40 cm apart. 

Associate each point from the fine cloud with the 
nearest seed point. Use a k-D tree [1]. 

Readjust each seed point to be the centroid of its set 
of fine cloud points. 

Repeat Steps 2 and 3 until the seed points stop 
changing. 

Now each point in the coarse cloud has a weight 
equal to its number of fine cloud points. The 2D 
transform candidates can be based on statistics for 
what types of lines are present in the CAD dataset and 
the point cloud dataset. Line length versus direction in 
1-degree increments gives an array of 180 numbers. 
Use a greedy algorithm to find 𝐶  10  
non-overlapping intervals of length at most 18: Find 
the heaviest interval of length 18, then find the heaviest 
legal nonoverlapping interval, etc. 

For each of the C line direction categories, scan all 
the lines assigned to that category and find the average 
of the orientation vectors. This makes it possible to 
define a set of possible line positions for each category: 
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parallel lines of the chosen orientation that are 60 cm 
apart. Thus, if we scan the line segments and assign 
them to the nearest possible position, we have a total 
line length for each of the C categories and each 
possible line position. These are the line statistics. We 
have them for each of the two datasets, and they are the 
basis for 2D transformations that match the point cloud 
dataset to the CAD dataset. 

 
 

3.4. Transform Point Cloud to Match CAD Data 
 
We need a 2D transform with rotation, translation 

and (within a modest range) rescaling. There are 𝐶  
ways to rotate so one of the line direction categories 
from the point cloud dataset aligns with a direction 
category from the CAD dataset. For each one, we can 
consider a range of values for the scale factor 𝜎, and a 
range of values for the bias b. Legal 2D transforms are 
described by a formula  
𝑃   𝜎𝑃 𝑏, where 𝑃  and 𝑃  are line position 
parameters. Quantize the 𝜎 values into 63 possiblities, 
and quantize the b values at 20 cm spacing. These 
quantized 𝜎 and b values can be the indices into an 
array that gives a score for each possible 2D transform. 
To fill in the array, we need 3 nested loops: the 63 scale 
factors and all lines of the appropriate category from 
both data sets. 

We can collect a set of candidates 2D transforms 
by looking for large values in the array and expecting 
to find a few neighboring array entries that should be 
thought of as a unit. For each 𝜎 value, look for triples 
of consecutive b values where the sum of those three 
array entries is a relative maximum: shifting the triple 
by one notch either way reduces the sum. Once such a 
relative maximum is found, look at neighboring 𝜎 
values and consider shifted versions of the triple of b 
values at the neighboring 𝜎 value. It suffices to shift by 
at most one array position. After finding a transform 
candidate in this fashion, the relevant array entries 
should be zeroed out. 

A shortcoming of the above process for candidate 
transforms is that the line statistics are based infinitely 
long lines and we never really specified which part of 
the point cloud dataset line matches which part of the 
CAD line. We can look at the individual contributions 
to the line statistics in order to get a rough idea, but this 
still results in large uncertainties in the transform 
candidates. The solution is to remember that we had 𝐶  
pairs of line categories, and we have candidate 
transforms for each pairing. 

Each of the C line categories in the point cloud data 
corresponds to a specific line direction, and the same 
is true for the CAD data. Hence, for any pair of 
categories 𝑖, 𝑗 , the candidate transforms all have the 
same rotation. Furthermore, it is likely that some other 
pair 𝑖′, 𝑗′  will share that rotation angle. This is 
because buildings have a lot of 90-degree angles. 
Hence, we can get better candidate transforms: 

For each pair of line direction categories 𝑖, 𝑗  look 
for pairs 𝑖′, 𝑗′  that give almost the same  
rotation angle. 

Look for transforms from the 𝑖′, 𝑗′  list that agree 
is scale factor with an 𝑖, 𝑗  transform and have 
compatible shift amounts. 

The compatibility test in Step 2 involves the 
transform uncertainties. For each compatible pair, 
output a new transform with reduced uncertainty. 

 
 

3.5. Select Improved High-scoring Transforms 
 
For each candidate transform, we need to test the 

transformed point cloud with weights  
𝑧 𝑧 𝑧 𝑧 , where 𝑧  and 𝑧  are the floor and 

ceiling heights. The score is the weighted sum of 𝐷 , 
where 𝐷 is the distance to the nearest wall in the CAD 
data, dividing by the total weight and taking the square 
root gives RMS matching error. 

Efficiently scoring a large number of candidates 
transforms requires precomputed distances. We can do 
this at the pixel resolution of the CAD floorplan image 
file (or a 5 cm grid if we are lucky enough to have 
polyline CAD data). It helps to apply bilinear 
interpolation to these precomputed distances. Bilinear 
interpolation makes the total weighted squared error a 
differentiable function of the transform matrix, so we 
can use gradient steps to locally optimize the 2D 
transform parameters before scoring. We do 3 gradient 
steps with an extra function evaluation for each 
gradient step in order to decide how far to go in the 
gradient direction. 

 
 

4. Results and Conclusions 
 

Two data sets were available for testing, and the 
larger one differed only slightly from data used when 
developing the algorithm. Fig. 4 shows how the 
algorithm’s top-choice transformation causes the 3D 
point cloud to fit the CAD floorplan data. The CAD 
data was given as a.png image, and it describes one 
floor of a large building that is 129 m by 165 m. The 
3D point cloud had 266770 points and covered a 30 m 
by 37 m rectangle with a few outliers. The coarsened 
point cloud for this dataset had 6317 points. 

The other dataset covers a rectangular room whose 
outside dimensions are 12.6 m by 7.0 m. Its point cloud 
has 7269 points with 268 points in the coarsened point 
cloud. The “CAD image” for this dataset was manually 
created and omitted semi-permanent structures in the 
room’s interior. Given an overlay image like Fig. 4 for 
this room, it is hard for even a human observer to see 
if the transformation is correct or 180 degrees off. 

Sections 2 and 3 of this paper were implemented as 
separate C++ programs, running single-threaded on a 
Linux server 6 years old. Processing of the large 
dataset took 120 sec for Section 2 and 1070 sec for 
Section 3. For the small dataset, the times were  
5.49 sec and 1.86 sec. 

There were no problems with wrong “up” vectors 
from Section 2, except that the Section 3 algorithm had 
to consider mirror image transforms due to the “up” 
vector possibly being negated. The Section 3 program 
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was designed to report reasonable alternatives to its 
preferred answer. For the large dataset, it reports  
5 alternatives with RMS matching error ranging from 
14.2 cm to 15.2 cm. The top-choice answer scores  
9.7 cm, and Fig. 4 illustrates its correctness. For the 
small dataset, the program reports a top choice and  
2 alternatives with RMS match errors 5.5 cm, 6.1 cm 
and 6.3 cm. The third choice is correct. 

 
 

 
 

Fig. 4. The transformed point cloud in pink overlaid  
on CAD data in green. This gives RMS matching error  

of 9.7 cm. The 2nd best transform gives 14.2 cm. 
 
 

We can make the following conclusions: First, the 
“up” vector from Section 2 seems to be reliable, except 
that it may be necessary to modify the final step of 
choosing the alternative that minimize the separation 

of the 5th percentile height and the 95th percentile 
height. Secondly, a web GUI was developed so a 
human can choose between various alternative 
matching transforms from Section 3. Thirdly, run time 
can grow nonlinearly with the problem size, and it is 
hard to characterize in a meaningful way. For instance, 
the large dataset has a CAD image that covers a far 
bigger region than the point cloud. Searching this large 
area increases the run time. Fourthly, registered 
floorplans and cloud maps can find various 
applications in robotics, surveillance, extended reality, 
and digital twin scenarios 
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Summary: Doctors widely use gait analysis to detect anomalies and conclude possible treatments for the patient. Despite the 
extensive applications, human activity classification and recognition remain inaccurate. To improve the detection and accuracy 
of human activity recognition, we create a novel model classification and system acquisition data with a recursive algorithm, 
reducing the complexities of extracting features. As a result, we created a dataset of fifteen participants wearing three inertial 
sensors and were selected by a specialist. Our model extracts a power spectre; due to the high dimensionality of features, the 
sliding windows techniques are used to determine frequency bandwidth automatically, where the QRS algorithm selects the 
first dominant spectrum amplitude. A feature selection algorithm and PCA has been used to improve feature extraction. We 
have considered widely used classifiers, which we evaluated in the HuGaDB dataset and validated in our dataset, achieving 
an accuracy rate of 100 % in both datasets. 
 
Keywords: Multimodal sensor, Motion classification, Computational intelligence, Complex feature extraction, Activity 
recognition, QRS algorithm. 
 

 
1. Introduction 

 
Human gait is one of the most common and natural 

activities that involves the combined effort of the 
brain, nerves, and muscles. It is necessary to 
understand the movements of humans (kinematics). 
The forces (kinetics) that are applied in human joints 
[1], in addition, physiotherapists, orthopedists, and 
neurologists examine the human tendency to analyse 
and assess the status, treatment, and rehabilitation of 
patients. Various extrinsic, internal, psychological, and 
pathological physical elements influence normal gait 
in regular human activities, making identifying normal 
gait parameters a tough endeavour [2]. 

There has been a rising desire to improve 
community health and safety. In remote health 
monitoring and caregiving systems, reliable and timely 
recognition of daily human activities throughout the 
day is necessary [3]. For example, only cases of 
injuries in older individuals [1] indicate that 
unintentional or untreated falls are the top cause of 
death (56 % in 2014) in the United States [4], including 
33 % of Australians, 19.3 % in Hong Kong, 21.6 % in 
Bridgetown (Barbados), 29 % in Havana (Cuba), and 
33 % in Mexico City (Mexico) and 34 % in Santiago 
(Chile). When traumas and pathologies in older 
persons are not adequately treated, it is vital to have a 
reliable remote health monitoring system that 
recognises motion patterns and human activities, 
among other uses. 

A large number of methodologies have been 
published about (1) acquiring body signals using 
sensors, (2) determining features, and (3) they have 
applied classification methods with Artificial or 
Computational Intelligence. Body-worn inertial 
sensors (multimodal sensor) have gained wide research 
attention and encouraged the development of novel 
Human Activity Recognition applications, these 

applications include e-health rehabilitation, security 
surveillance, emergency services, wellness aid, smart 
homes and biofeedback systems, gait analysis, motion 
symmetry studies, or monitoring human activities [5], 
each of these applications require continuous 
monitoring. Nevertheless, accurate and efficient 
activity recognition requires selecting the most 
relevant features or removing redundant information. 

A small number of research using frequency 
measures [6] and entropy have produced encouraging 
results when extracting more complicated features. [7] 
employed specific frequency power components as 
characteristics to distinguish normal and ataxic gait 
using a perceptive neuron system for data collecting 
with a maximum accuracy of 98.59 per cent, although 
it required several expensive sensors. There have also 
been studies that reduce sensors to reduce computing 
time; for example, in [8], the author directly used 
features from raw acceleration data as input to the 
classifier and did not extract features as a  
pre-processing step to save training time. 

The main focus of this paper is to improve the 
detection and accuracy of human activity recognition 
(HAR); we create a novel model classification and 
system acquisition data with a recursive algorithm 
named DAS System, reducing the complexities of 
extracting features. As a result, we created a dataset of 
fifteen participants wearing three inertial sensors and 
were selected by a specialist. Our model extracts a 
power spectre; due to the high dimensionality of 
features, the sliding windows techniques are used to 
determine frequency bandwidth automatically, where 
the QRS algorithm selects the first dominant spectrum 
amplitude. For performance evaluation, we applied the 
proposed model to our Database, we also applied in a 
public benchmark dataset named Human Gait 
Database (HuGaDB) and compare it with another 
research. 
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2. Methodology 
 

2.1. Signal Acquisition 
 

The DAS system acquires information from two 
IMU sensors and a force sensor (FSR). The IMU 
sensor has i2c communication, and the FSR send ADC 
information. All data are acquired for the 
microcontroller and are digitally processed to be 
transmitted via wireless communication from a PC. 
The PC receives all the data information. To solve the 
measurement error, a discrete estimation algorithm is 
developed; it separates the noise based on the state 
space and does not require a cut-off frequency; this 
algorithm is called Kalman Filter (KF). 
 
 

2.2. Signal Feature 
 

In this work, we intend to use the raw 
accelerometer data as experiments in our proposed 
methodology; in addition, the raw features can still 
have nuances unintentionally filtered by the parameter 
extraction process. The system selects the activity. 
Also, we designed: 1) an algorithm to get relevant 
features, 2) an algorithm to feature extraction, 3) an 
algorithm to extract QRS complex from the spectrum, 
and 4) an algorithm to reduce the dimensionality of 
features using the sliding windows techniques. 
 
 

3. Results 
 

The measured samples are used to produce 
features, which are then fed into several classification 
models, including decision trees (DT), naïve Bayes 
(NB), support vector machine (SVM), k-nearest 
neighbor (k-NN), kernel approximation (kA), and 
neural networks (NN) (NN). The data is randomly split 
into five folds in the 5-folds cross-validation (CV) 
process. The average accuracy, sensitivity, and 
specificity of all five folds are used to assess 
performance. Table 1 represents the comparison result 
between the proposed method and other states of the 
art. research. 
 
 

Table 1. Comparison of recognition accuracy. 
 

 Proposed Method Other Method 

Method 
DAS 
(%) 

HuGaDB 
(%) 

IM-WSHA 
(%) 

HuGaDB 
(%) 

DT 98.40 100   
NV 78.80 100   

SVM 69.70 100 72.84 85.68 
kA 90.20 100   
NN 85.20 100 80.13 91.76 

4. Conclusions 
 

The DAS acquisition system can be used in both 
legs; for this experiment, it was used in the dominant 
leg of each patient, and the database was obtained 
without any problem. In addition, the system 
automatically selects the acceleration data to be able to 
use our method. During the experimentation, we used 
the HuGaDB database because other investigations 
also used it; this helped to compare the performance 
with different methods and correspond with other 
designed systems that use inertial sensors. In our 
method, you can also modify the window size or sensor 
fusion to reduce feature extraction, reducing the 
amount of data and time in machine learning training. 
It is not recommended to decrease by less than 70 % 
because the results are not excellent. 
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Summary: The detection of Adverse Drug Reactions (ADRs) in clinical records plays a pivotal role in pharmacovigilance 
(PhV). Achieving near-ideal practice relies on well-trained health professionals, who are trained to identify, assess, and report 
to health authorities ADRs occurring after drug marketing approval, including those that are infrequent. However, the number 
of experts trained in this practice is low and despite reporting ADRs being mandatory for healthcare professionals, 
pharmacovigilance still suffers from a significant under-reporting, accounting for only 5-10 % of all ADRs. Yet, drug safety 
is crucial for assessing the benefit/risk ratio of a given drug. It is therefore important to circumvent under-reporting and to be 
able to collect ADRs automatically from medical reports. The most natural approach would be to train a model in a supervised 
manner, which requires annotation of a large volume of data, but this is unfortunately not possible. We therefore propose here 
an unsupervised approach to distinguish between ADRs-related and non-related reports. From a more formal point of view, 
we address this problem as a clustering task aiming at distinguishing medical reports containing the description of an ADR 
from those without. 
 
Keywords: Text clustering, Unsupervised learning, Adverse drug reactions. 
 

 
1. Introduction 

 
Pharmacovigilance (PhV), by its definition from 

World Health Organisation (WHO), is "the science and 
activities relating to the detection, assessment, 
understanding, and prevention of adverse effects or 
any other medicine/vaccine related problem" [1], 
which concerns drug regulatory to ensure that the 
authorities of medical products are well studied on 
safety issues in everyday practice. Whereas rigorous 
testing must be done during the drug development 
program before its marketing approval, the issue of 
safety is not absolute. One of the reasons is that the 
clinical trials involve a relatively small number of quite 
selected participants comparing to the large potential 
number of patients who will use the drug in real life. 
Another reason is that these trials are conducted within 
a limited time frame, which precludes the 
characterization of certain chronic adverse reactions 
that may occur over a longer period. 

Managing Adverse Drug Reactions (ADRs) is one 
of the most important post-marketing PhV practice, 
since serious ADRs are thought to be responsible for 
5-10 % of hospitalisations. Pharmacovigilance aims at 
detecting and monitoring ADRs in real life settings, 
and more frequently nowadays, from hospital clinical 
reports or Electronic Health Records (EHRs), owing to 
the rich information about patient health and the 
structured textual content that were written by 
professionals working in the domain. After review, 
confirmation, and causality assessment by trained 

                                                           
 
1 https://ansm.sante.fr/ 

pharmacologists, this detection will be recorded in the 
National Agency for the Safety of Medicines and 
health products (ANSM)1. Then, data from the national 
database will be fed into the VigiBase database at the 
Uppsala Monitoring Centre (UMC). VigiBase is the 
unique global database of WHO (World Health 
Organization) reporting potential side effects of 
medicinal products. It is the largest database of its kind 
in the world, with over 30 million reports of suspected 
adverse effects of medicines, submitted, since 1968, by 
member countries of the WHO Programme for 
International Drug Monitoring (PIDM). It is 
continuously updated with incoming reports. 

Achieving a more ideal practice relies heavily on 
well-trained health professionals, who are more likely 
to have sufficient experience to identify, assess and 
report important ADRs [2]. Despite being mandatory 
for health care probationers to report ADRs when 
suspected, notifications of ADRs amount to a mere  
5-10 % of all ADRs. However, the efficiency to 
detecting ADRs is limited due to the lack of  
well-trained professionals, the underreporting and the 
enormous number of clinical reports at disposition. 

Deep learning has boosted the development of 
Natural Language Processing (NLP) and showed that 
NLP can be a solution to practice efficiently and 
accurately in biological analysis, and it is getting more 
and more attentions from the researchers. Many shared 
tasks/workshops [3-5] are conducted in exploitation of 
possibilities of ADR detection by modern deep 
learning NLP techniques, which provides us with an 
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overview of how powerful these techniques are on the 
annotated corpus. Despite the good performances, the 
state-of-art supervised NLP techniques could achieve 
in ADRs detection from annotated corpus, we cannot 
ignore that one need a large number of annotated data 
to train a supervised model but getting such number of 
annotations is extremely expensive. On the other hand, 
the rapid increasing amount of EHRs without 
annotations are remain unexploited. To bridge this gap, 
we present in this paper a new unsupervised approach 
to help finding potential EHRs with ADRs 
descriptions. 
 
 
2. Related Work 
 

Because of the rarity of annotated EHRs related to 
adverse events and the limited public access to clinical 
records, given patient privacy and confidentiality. 
Since the first approach which try to characterize the 
likelihood of a candidate drug-symptom relation to be 
categorized as a true ADR [6], this domain has got 
more and more attention from NLP research 
community. The 2018 National NLP Clinical 
Challenges shared task (n2c2) [7] provided  
505 discharge summaries for 3 different tasks: concept 
extraction, relation classification, and end-to-end 
systems construction, where among the best 
performance systems, Wei et al. [8] applied a  
joint-learning-based BiLSTM-CRF for both NER and 
RI tasks, where they conducted rule-based 
postprocessing to fix the obvious errors and improve 
the prediction. Christopoulou et al. [9] proposed a 
weighted BiLSTM combining a walk-based model to 
reasoning intra-sentence relations and a Transformer-
based network to memorising inter-sentence relations. 
IBM Research team explored a combination of 
piecewise neural networks [10] and an attention-based 
BiLSTM. More recently, El-allay [11] proposed a joint 
model with transformer and Weighted Graph 
Convolutional Network (WGCN) to capture ADR 
relations and proved its state of-the-art performance on 
n2c2 dataset With similar tracks as 2018 n2c2 shared 
task, the MADE (Medications and Adverse Drug 
Events from Electronic Health Records) 1.0 challenge 
[4] provides real de-identified EHRs and 
corresponding annotations for medications, symptoms 
and ADRs. For MADE data, Chapman et al. [12] 
developed a two-stage approach by first identifying the 
named entities based on conditional random field 
(CRF), and then assigning the relevant relation type 
between entities based on random forest (RF) and 
achieve the highest score for Relation Identification 
(RI) task. Dandala et al. [13] adopted a combined 
bidirectional long short-term memory (BiLSTM) with 
CRF for named entities recognition (NER) and applied 
attention-based BiLSTM network together with 
medical domain ontology information from unified 
medical language system (UMLS) to RI task, which is 
the highest performing system in joint Relation 
Identification (NER-RI) task. 

In recent years, the NLP community has 
demonstrated the great power of supervised machine 
learning techniques for ADR extraction. However, the 
unsupervised approaches still remain uncertain and 
under-exploited. Pérez et al. [14] first tried analysing 
vector representation for ADRs from EHRs written in 
Spanish by linking word2vec embeddings of  
drug-symptom entities pair in semantical space, which 
shows the potential of expressing correlation between 
ADR and non-ADR. More recently, Bampa et al. [15] 
explored encoding the document type without 
considering too much the textual content and by 
clustering aggregation [16] techniques to grasp 
information about the phenotype of patient/document, 
which provided decent cluster structure for ADR 
analysis. 
 
 
3. Method 
 

3.1. Preprocessing 
 

We assume that for any ADR, both the drug and the 
adverse effect are described within the same block of 
textual content. We defined henceforth "block" as the 
basic unit of textual content to analyse, which can be 
either whole document, paragraph, phrase,  
sentence, etc. 

Then we can define the problem as: Let  
B  β , β , … β  with N blocks of literature, each 
block 𝛽  contains textual contents together with 
annotations for drug and for symptom entities (In a 
text, it is simple to locate drugs by consulting domain 
ontologies that explain the molecules and trade names 
of those who has marketing authorisation, and 
symptoms have also their universally codified medical 
definitions). Take the block "He was better controlled 
on Velcade, but developed significant peripheral 
neuropathy" as an example, where we see the drug 
"Velcade" and the symptom "peripheral neuropathy" 
in the text. 

We want to separate the blocks with the description 
of ADR (noted as positive block β  from those who 
don't (noted as negative block β ). As a result, the 
blocks that do not include any drug or symptom will 
be of little interest to us. We made the hypothesis that 
the ADR relation lies in the contextual content 
between drug and symptom entities, based on which, 
we want to reduce the influence of drug and symptom 
entities and increase the model's emphasis on the 
context. To preprocess the drug/symptom entities, 
taking sentence "He was better controlled on Velcade, 
but developed significant peripheral neuropathy" as 
example, we presented four strategies: 

 Keep the entities: "He was better controlled on 
Velcade, but developed significant peripheral 
neuropathy"; 

 Replace drug entities by word 'drug' and 
symptom entities by word 'symptom': "He was 
better controlled on drug, but developed 
significant symptom"; 
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 Masking both drug and symptoms entities: 
"He was better controlled on [MASK], but 
developed significant [MASK]"; 

 Remove the drug/symptom entities: "He was 
better controlled on, but developed significant". 

We took finally the "removing drug/symptom 
entities" strategy to preprocess text with entities 
information as its best performance among the models. 
In this section, we describe our unsupervised  
ADR-related records detect system. Fig. 1 shows the 
overall structure of our model as well as its main 
components. By the definition of the ADR, it is 
obvious that its occurrence will always relate to a  
drug-symptom entities pair, and the contextual 
contents around the target drug and target symptom 
indicates its existence. Since most clinical records 
were generated by hospital health care practitioners, 
the documents bear a well-organised structure with 
many medical terms like medication, chemical names, 
symptoms, medical observations, and diagnoses etc... 
We assume that the source mentions for drug and 
symptom related entities is given, and we need to find 
ADR-related records. Our system takes the clinical 
records as inputs and process the records and apply a 
filter algorithm to choose the potential blocks for 
further purpose. Then, the blocks will be tokenized and 
fed to the model for unsupervised learning. 
 
 
3.2. Unsupervised BERT Based ADR Block  
       Detection 
 

The pre-trained language models, including BERT 
(Bidirectional Encoder Representation from 
Transformer) [17], a two-stage Transformer-based 
[18] natural language representation framework 
proposed by Google Brain in 2018, shows in recent 
years its great potential in extraction of features from 
textual content, which push significantly the state-of-
the-art performance in many aspects in NLP domains. 
We here utilised the pre-trained BERT models without 
fine-tuning it since the latter requires a huge corpus to 
support. 

BERT-based transformation model split each word 
in input text into word-piece tokens and takes the 
tokenized words sequence as its own input to encode 
each input text into vectors of the same size in the same 
semantic space, which means that the basic  
BERT-based models embed each word-piece token but 
not the whole sequence. As to infer a single 
representation for one block, we chose to applied 
pooling to the embedded tokens. Asides from the 
original BERT model, we also tried Sentence-Bert 
(SBERT) [19] that take BERT as basic component and 
considered training it with a siamese and triplet 
networks, in order to catch representation not for 
words but for the whole sequence and thus it can map 
directly a sentence like input to the vector space with 
common similarity measures like cosine-similarity. In 
our case, we used the pre-trained sentence encoder part 
from Sentence-Bert to encode the block content into 
one single vector representation. 

 
 

Fig. 1. The structure of our model. For each block,  
only the contextual tokens around drug/symptom named 
entities are selected for BERT-related embedding.  
For BERT-like models we applied a pooling strategy 
between tokens from the last layer to obtain a single vector 
representation for the block as the Sentence-BERT like 
models do, and then the output embedding vectors will go 
through the clustering algorithm to get the cluster assignment 
for each one of them. 
 
 

We make the hypothesis that, the description of 
ADR-related information lies between the medication 
and symptom entities. We therefore chose the textual 
content for each block by removing all drug or 
symptom associated entities as the input for all 
language models. This input is processed by the 
tokenizer of the model and then the model itself to 
represent each input in their own way. As we 
mentioned above, for the output of BERT-based 
models, since they encode every word-piece token of a 
block into vectors with same size, we need to apply an 
extra average pooling to it to obtain one vector 
representation for one block as the SBERT model 
does. Once getting all vector representations from the 
language model, we applied KMedoids cluster 
algorithm to create clusters of similar blocks. 
KMedoids clustering is similar to the popular KMeans 
clustering algorithm, both aim to reduce the distance 
between points labelled as belonging to a cluster and a 
point designated as the cluster's centre, we choose the 
former due to its robustness to noise and outliers than 
the latter and also its flexibility with arbitrary 
dissimilarity measures. The ideal practice is to obtain 
a cluster with only positive blocks and another with 
only negative ones. The structure of the model is 
shown in Fig. 1. 
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4. Experimental Results 
 
4.1. Dataset 
 

We chose here block in sentence-level, which leads 
to a relatively small span of text been chosen 
comparing to a whole length of documentation, which 
also means the tokenized sequence nearly exceeds the 
length limit of BERT-based models. We also note that 
we didn't take the irrelevant examples as input for our 
models, such as blocks with no entities or blocks with 
only one type of entity. We used here two datasets: 
MADE [4] dataset and CSIRO Adverse Drug Event 
Corpus (CADEC) [20] dataset. The former is the data 
used in MADE 1.0 challenge [4], whose corpora 
collected from 21 randomly selected cancer patients at 
the University of Massachusetts Memorial Medical 
Center, with the annotations of drugs, symptoms and 
ADEs. We choose this dataset considering the nature 
of source being real life clinical notes and its high 
quality of annotations. 

For MADE data, we sampled two sets of blocks 
that contains both drug and symptom (since in 
unsupervised system, we have no idea in advance that 
whether the symptom is adverse effect of the drug or 
the cause of taking the drug or even an irrelevant 
symptom) by the help of entity type information for 
drugs and symptoms in EHR and we can extract two 
datasets as following: 

 MADE multi-d-s: All examples that contains 
only drugs or only symptoms were removed and 
thus we got a dataset where each block has at least 
one drug and one symptom. This dataset contains 
long blocks from EHR corpus with a nearly 
balanced distribution with 571 negative blocks 
and 651 positive blocks. 

 MADE 1d1s: For the dataset above, we extract 
those who has exactly one drug and one 
symptom, which called "1d1s" as "perfect 
situation", a nearly balanced (with a number of 
416 negative blocks and 301 positive ones) 
dataset with short blocks from well-written  
EHR corpus. 

The CADEC Dataset has a rich annotated corpus of 
medical forum posts "Ask a Patient", which is 
dedicated to ADE-related consumer reviews on 
medications with length of several sentences. These 
posts are mostly written in colloquial language and 
often deviate from the formal rules of English grammar 
and punctuation. The annotations contain entities such 
as drugs, ADEs, symptoms and diseases related to their 
respective concepts in MedDRA. We performed the 
same pre-selection as we did for MADE data, we kept 
all blocks that has at least one drug and one symptom 
 
 
4.2. Experimental Settings 
 

We chose a fully supervised yet simple approach, a 
Bag of Words + Logistic Regression Classifier as the 
baseline of upper bound and a Bag of Words + 
completely random classifier as lower bound. 

As evaluation metrics, we chose then precision, 
recall and F1-Score as categories of metric to evaluate 
the result produced. The fraction of documents 
retrieved that are relevant to the ADE, is known as 
precision, which can be given by the formula 

Precision  , where TP and FP represent the 

number of real positive examples and real negative 
examples among all that have been retrieved as 
positive examples. Recall is the number of correct 
results divided by the number of expected results, 

whose formula is Recall  , where FN indicates 

the number of retrieved negative examples that are 
really positive ones. F1-score is the harmonic mean of 
recall and precision, with the formula as  
F 2 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑟𝑒𝑐𝑎𝑙𝑙 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑟𝑒𝑐𝑎𝑙𝑙⁄ . 
We computed the average score of a 5-fold cross 
validation as the final score for each term. 

As we mentioned in Section 3.2, we mainly used 
three models to encode information from text: 1) The 
original BERT model "Bert-base-cased". 2) The 
BioBERT [21] model, who uses the same structure as 
the BERT model pre-trained and fine-tuned on 
biomedical corpora instead of employing general 
domain text corpora, to create a BERT model that 
specialises in describing features in biomedical 
literature. We introduced BioBERT here to verify if 
domain-specific knowledge has great impact on 
represented latent ADE information in the textual 
content. We used in our experiments the model 
"biobert-base-cased-v1.1". And 3) the Sentence-BERT 
(S-Bert) [19] "sentence-transformers/bert-base-nli-
mean-tokens". To get fully representation for whole 
block for the first two models 1) and 2), as well as 
obtaining the corresponding block representation in 
high quality, we applied average pooling to the output 
from short block in MADE 1d1s dataset and extract 
the "cls" token for long block in MADE multi-d-s and 
CADEC dataset. We choose cosine similarity as the 
metric and use KMedoids as clustering algorithm due 
to its flexibility with this measure, and set number of 
clusters as 2, to agree with the ADE-related/non-ADE 
blocks. 
 
 
4.3. Experimental Results 
 
The experimental results are shown in the Table 1, 
from which we can see that for the MADE 1d1s 
dataset, compared to the lower bound, the 
representation provided by basic BERT model itself is 
not enough to capture the essential information about 
ADR. However, BioBERT wins BERT for its 
biomedical domain specified dictionary which helps it 
to represent better the medical text, with a highest 
recall value among the unsupervised methods, which 
means it is more reliable when we focus on retrieving 
more examples from the real positive ones. On the 
other hand, comparing to BioBERT, the S-Bert 
embedding + clustering strategy could achieve a higher 
F1 score (0.669 vs 0.657 for BioBERT) with a higher 
precision (0.733 vs 0.651 for BioBERT) but lower 
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recall value. This has showed us that the Table 2: 
Comparison with supervised baseline and our 
unsupervised approach, we report the average 
Precision, Recall and F1 scores of 5-folds cross 
validation. 

As for the MADE multi-d-s data, the augmented 
number of textual data with longer length boost the 
performance for supervised baseline. Introducing more 
textual content means more access to potential 
information, but also leads to more irrelevant content 
being considered. As we can see from the same table, 
the S-BERT still stay strong in processing the 
sentences and thus achieve the best performance in 
unsupervised methods, but we can also see the drop of 
precision comparing to the MADE 1d1s dataset. The 
performance of BERT improves a little thanks to its 

general domain dictionary gathering more information 
from longer texts. Moving from short block to long 
block does introduce more resources which can be 
helpful in representing ADRs, but also makes 
BioBERT with average pooling representation 
difficult to tell the ADR information from the text, 
taking here the traditional "cls" token representation 
from last hidden layer showed us the best performance 
among the unsupervised methods. For CADEC dataset 
whose corpus contains more informal structures and 
spells and extremely unbalanced example distribution, 
the results seem less stunning as for the MADE data, 
but we can still observe that the strength of BioBERT 
in capturing features to represent an ADR correlated 
semantic content. 

 
 

Table 1. Comparison with supervised baseline and our unsupervised approach, we report the average Precision, Recall  
and F1 scores of 5-folds cross validation. The results for unsupervised approaches (*) are always followed  

by a KMedoids clustering. 
 

Category Exps 
MADE 1d1s MADE multi-d-s CADEC 

Prec Recall F1 Prec Recall F1 Prec Recall F1 
Supervised 
Classifier 

BOW+LR 0.702 0.797 0.746 0.809 0.847 0.828 0.939 0.993 0.965 

Unsupervised 
Clustering 

BERT* 0.549 0.463 0.502 0.591 0.634 0.612 0.950 0.520 0.672 
BioBERT* 0.651 0.663 0.657 0.653 0.673 0.663 0.938 0.570 0.709 
S-BERT* 0.733 0.615 0.669 0.666 0.593 0.627 0.958 0.492 0.650 

Supervised 
Classifier 

BOW+Random 0.514 0.529 0.522 0.509 0.440 0.472 0.946 0.509 0.662 

 
 

We have also explored taking not the context 
around entities but only masking the entities as input 
for BERT models and performed the same pipeline as 
we did before, and it turns out that fully removing 
entities remains better with respect to all datasets, 
which lead us to the point that the content around 
entities did infers the information. Even more, we 
trained also LR classifier with the three BERT 
embeddings whose results grand us confidence that 
this kind of representation did grasp important 
information in distinguish ADR and non-ADR 
relations. Overall, the representation provided by 
BERT is a helpful representation as features for ADR-
related block classification, during which the whole 
progress is fully unsupervised, which proves potential 
for more future explorations. 
 
5. Conclusion 
 

Unsupervised learning can be a powerful resource 
in post-marketing pharmacovigilance, as it can exploit 
the big amount of data produced by daily trials of a 
larger populations and avoiding simultaneously the big 
cost of annotating data. We proposed a model to make 
use of modern text features extraction technique with 
BERT based models and explored the possibility of 
clustering ADR-related representations together in 
semantic space. The results indicate that with only 
contextual tokens as input, the model representation, 
especially those who obtained from domain-specific 

pretrained model like BioBERT, can be helpful in 
classifying ADR-related textual blocks with non-ADR 
blocks, especially for corpus like EHRs. 
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Summary: In the frame of automated multi-sensor validation for automotive proving ground testing, this paper addresses the 
problem of detecting a specific type of signal acquisition anomaly known as “spikes”. This issue can be seen in time series 
data as an unexpected, sharp peak with no correlation to previous samples. In addition, proving ground testing involves 
procedures where several types of impulsive events are encountered (i.e., sudden maneuver shifts, passing over cobblestones 
or sudden impacts due to potholes in the road). This leads to physical “peaks” in the measurement data which must not be 
confused with spike sensor faults. Thus, this research proposes a novel technique based on Dynamic Time Warping to classify 
spikes as either physical peaks (non-anomalous patterns) or spike sensor faults (anomalous patterns) to reduce false positive 
rates of an unsupervised spike anomaly detection approach for time-variant signals. 
 
Keywords: Machine learning, Dynamic time warping, Spikes, Sensors, Data-driven, Proving ground testing, Automotive. 
 

 
1. Introduction 

 
The automotive industry demands more reliable 

tests to validate their digital design models. Thus, 
several studies are being conducted to make tests more 
effective and more efficient. Artificial Intelligence or 
Machine Learning techniques can enhance the 
accuracy of a given test, or to be more precise, to 
automatically detect any issue in the acquired signals 
while the test is conducted. 

In automotive proving ground testing, the vehicle 
is traditionally heavily instrumented with different 
types of physical sensors that are needed to 
characterize the dynamical behavior of a newly 
designed variant of a certain vehicle. This activity is 
prone to have sensor issues while the test is conducted. 
Most common hardware problems that can be found 
are misconnection issues due to defective cables or 
sensors, ADC stuck values, EMI due to other sources 
functioning close to the sensors, ground loop noise, 
etc. All these types of hardware problems can be seen 
in the raw measured time series as spikes, drifts, noise, 
or stuck-at-constant anomalies [1]. 

Every type of sensor can exhibit anomalies while a 
test is conducted (i.e., microphones, strain gages, 
accelerometers, tachometer, wheel force transducers, 
etc.). However, especially for the case of 
accelerometers, they may also be sensitive to physical 
impulses or shock events (non-anomalous patterns) 
which can be confused with actual spike sensor faults 
(anomalous patterns). The distinction between the two 
cases can only be made by an experienced test 
engineer. 

Additionally, the interest of the industry into faster 
testing campaigns does not match well with the idea of 
having to pre-train an anomaly detection model in 
order to get accurate results. Thus, this research 

assumes that no training data is available to develop an 
automated procedure for spike detection, which is able 
to distinguish physical peaks from actual spike sensor 
anomalies through Dynamic Time Warping. 
 
 
2. Methodology 
 
2.1. Dynamic Time Warping Algorithm 
 

In this section, a brief introduction about the 
Dynamic Time Warping (DTW) algorithm will be 
given. DTW, which was introduced in continuous 
speech recognition applications in [2], allows to 
compare the shape of waveforms with different 
amplitudes or time scaling, in contrast to the traditional 
Euclidean distance. DTW finds the optimal alignment 
between two time series and captures flexible 
similarities by aligning the coordinates inside both 
sequences. Fig. 1 shows graphically how the most 
similar elements are linked by a grey solid line. The 
cost of the optimal alignment can be recursively 
computed by the following expression: 
 

𝐷 𝑖, 𝑗 𝜁 𝑥 , 𝑦 min
𝐷 𝑖 1, 𝑗 1

𝐷 𝑖, 𝑗 1
𝐷 𝑖 1, 𝑗

  

i = 1,…,N; j = 1,…,M 

(1) 

 
where 𝑥  𝑥 , … , 𝑥  and 𝑦  𝑦 , … , 𝑦  are two 
time series and where 𝜁 is the distance between  
2 elements. These terms form D, a N-by-M matrix that 
will allow to establish the “least-costly” warping path. 
Intuitively, the distance function has a small value 
when the sequences are similar and a large one if they 
are different. Thus, DTW finds the optimal path that 
runs through the low-cost “valleys” in the cost matrix. 
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For this research, all DTW related calculations were 
executed with DTAIDistance Python package [3]. 
 

 
 

Fig. 1. Comparison between Euclidean Distance (ED)  
and Dynamic Time Warping (DTW). Grey lines indicate 

linked elements between time series [4]. 
 

As is stated in the previous section, it is important 
for an automated sensor validation method to be able 
to distinguish between physical peaks (PP) and 
artificial spikes (AS). We assume that the difference is 
observable in the waveform shapes as follows: 

 Physical peaks (PP) show a slow oscillating 
decay after the maximum value is reached. The 
decay time and oscillation frequency are 
determined by the mechanical system properties 
(mass, damping, stiffness). 

 Artificial spikes (AS) can be considered as 
outliers with no dynamic response (e.g., no 
correlation with previous and subsequent 
samples). 

The acceleration magnitudes obtained in time 
domain signals after an impulsive force acted on a 
mechanical structure present a time energy decay 
proportional to the structural damping. For a  
Single-Degree-Of-Freedom (SDOF) linear system, the 
dynamic behavior can be expressed as: 

 
 𝑚𝑋 𝑐𝑋 𝑘𝑋  0, (2) 

 
where m, c and k are the mass, damping and stiffness 
of the structure and 𝑋 , 𝑋 and 𝑋 are the acceleration, 
velocity and displacement. The response of more 
complex real-world structures corresponds to a sum of 
several independent frequencies and damping ratios 
which leads to more complex waveform shapes [5]. 
Nevertheless, for the case of artificial spikes, such 
dynamic behavior cannot be observed. Fig. 2 shows 
signals from real world test data. For a timeframe of  
10 ms, the difference between a PP and an AS can 
clearly be observed. 

Based on this knowledge, template signals can be 
constructed which represent each signal type (cf.  
Fig. 3). By comparing extracted spikes with these 
template signals through DTW and calculating the 
distances, the algorithm can determine whether an 
extracted spike is a PP or an AS. 
 
 
2.2. Pre-processing 
 

For this case we consider a sensor time series that 
will be checked as an isolated signal, referred to as 

𝑥 𝑡 . The algorithm starts by differentiating the signal 
to enhance the presence of the most relevant changes 
in the gradient 𝑥’ 𝑡 . Then, Z-scores are calculated to 
normalize the time series, this means to subtract and 
divide each sample with the overall standard deviation 
and mean values [6]. We will define this output 
variable as 𝑧 𝑡 . After this first processing, the signal 
is divided into equally sized window slices. For this 
case, the window size is 2048 samples and for each 
window slice an exponentially weighted standard 
deviation (EWSD) calculation is performed with a 
forgetting factor 𝛼 of 0.3. The EWSD is calculated in 
the same way as the exponentially weighted moving 
average (EWMA) [7], i.e.: 

 
EWSD 𝛼 ∗ 𝜎 𝑧 1 𝛼 ∗ EWSD , (3) 

 
where 𝑘 is the window slice index, α is a forgetting 
factor between 0 and 1, EWSD  corresponds to the 
EWSD from the previous window slice and 
𝜎 𝑧  corresponds to the standard deviation of 𝑧 𝑡  in 
window slice 𝑘. The results for a real-world 
accelerometer signal can be observed in Fig. 4. It is 
noticeable that the slices with peaks show higher 
values of standard deviation compared to neighboring 
peak less slices, while there is also a global increasing 
trend due to the nonstationary operational conditions 
of the measurement (i.e., a vehicle performing a run-
up maneuver, cf. Section 3). 
 
 
2.3. Peak Extraction 
 

Following the previously described pre-processing 
procedure, an EWSD value per window slice is 
obtained. In order to identify potential peaks, a 
dynamic threshold is then set as EWSD*Factor. The 
value of Factor will tune the sensitivity of the 
algorithm to find more or less peaks to be further 
analyzed by the DTW method. Each peak that 
surpasses the threshold and the successive 125 samples 
are extracted and stored for further analysis.  
125 samples correspond to a timeframe close to 2.5 ms 
for the sampling frequency used in these 
measurements (i.e., 51200 Hz). 

This sample size of 125 is considered to represent 
well enough the expected response of a structure to any 
PP that could be confused with an AS. Moreover, this 
value is also still suitable for lower sampling 
frequencies because of the type of phenomena that we 
are studying. For sampling frequencies close to  
~2048 Hz, 125 samples correspond to ~60 ms, a 
timeframe suitable to represent a PP that could be 
confused with an artificial spike. Fig. 5 shows an 
extraction of 2 peaks in which a slowly decaying 
behavior can be observed for peak 1, while peak 2 
exhibits a more sudden energy loss (i.e., it is most 
likely that peak 2 corresponds to an AS). As can also 
be noted in the figure, the extracted peaks are scaled to 
unit amplitude to reduce the influence of amplitude 
while comparing with the reference templates (cf.  
next section). 



4rd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2022),  
19-21 October 2022, Corfu, Greece 

22 

 
 

Fig. 2. Examples of artificial spikes (left) and physical peaks (right). 
 

 
 

Fig. 3. Reference templates of artificial spike (left) and physical peak (right). 

 

 
 
Fig. 4. Exponentially weighted standard deviation (EWSD) 

per window slice. 
 

 
 

Fig. 5. Extracted peaks from a time series. 

2.4. Dynamic Time Warping Block 
 

Once the peaks have been extracted from the pre-
processed time series, each one of them is compared to 
the reference templates (cf. Fig. 3). The reference 
templates are simulated time series that represent two 
models of the expected behavior of a PP and an AS. 
Since the peaks were all extracted from their maximum 
value and then scaled with this same value, it means 
that they all start at amplitude equal to 1. Nevertheless, 
since the frequencies and damping ratios will vary 
from each specimen under test, the use of Dynamic 
Time Warping (DTW) is essential to perform 
waveform shapes studies (cf. Section 2.1). The overall 
slow decay in amplitudes can be captured by the 
algorithm without a significant impact of frequency 
variations that can be found in different structures 
under test. Once the similarity metric is calculated for 
each template, we will have two resulting metrics for 
each peak. The lowest between both will define if the 
peak is considered as anomalous or not (e.g., if the 
lowest similarity metric corresponds to the comparison 
against the artificial spike template, then the peak will 
be considered as anomalous). The subtraction of these 
two metrics leads to the creation of the ∆𝐷𝑇𝑊 for  
each peak: 
 

 ∆𝐷𝑇𝑊 𝐷𝑇𝑊 𝐷𝑇𝑊 , (4) 
 

 
𝐼𝑓 ∆𝐷𝑇𝑊 0  𝑁𝑜𝑡 𝐴𝑛𝑜𝑚𝑎𝑙𝑦

𝐼𝑓 ∆𝐷𝑇𝑊 0   𝐴𝑛𝑜𝑚𝑎𝑙𝑦  (5) 
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One important aspect to remark is that since 
traditional implementations of DTW have a 
computational complexity of 𝑂 𝑁  [8], where 𝑁 is 
the quantity of samples to be fed into the DTW block, 
it is important to keep 𝑁 small. The most typical 
applications of DTW are the ones that search for 
specific patterns in extremely long time series. 
Depending on the length of the array, the computation 
times can become excessively large for an online 
application. Rakthanmanon et al. [9] have worked on a 
significant improvement of the computational times by 
discarding samples that do not comply with the 
expected values at the initial and ending part of the 
subsequence under test. Still, our research tackles the 
computational complexity issue in a different manner 
by only applying DTW to the suspicious peaks and 
successive 125 samples, which were obtained in the 
peak extraction block (cf. Section 2.3). This procedure 
leads to short computation times (as  
𝑁  126 , which allow for online use while a test is 
conducted. 
 
 
2.5. Sequence Scheme 
 

Fig. 7 depicts a summary of the processes described 
in the previous sections as four independent blocks that 
process and classify extracted peaks into physical 
peaks or artificial spikes. 
 
 
3. Real-world Data 
 

Real measurements performed on an electric 
vehicle in a run-up condition were used to validate the 
methodology. The evaluated sensors are a 3D 
accelerometer mounted on a wheel hub and a 1D 
accelerometer mounted on an interior seat. These 
sensors were selected because they were sensitive to 
physical peaks caused by a traction control unit. They 
were acquired with a sampling frequency of 51200 Hz 
and a total length of 9.28 seconds. In addition,  
24 artificial spike anomalies were induced to evaluate 
the accuracy of the method. The maximum amplitude 
of the anomalies corresponds to the maximum value of 
the time series. Fig. 6 depicts a wheel hub 
accelerometer signal with a combination of physical 
peaks (marked within a green area) and artificial spikes 
induced over the entire time series with a fixed distance 
between them, such that it is possible to study the 
performance of the algorithm for the same anomaly at 
different background noise levels. Annex I show plots 
of the other signals under test. 
 
 
4. Results 
 

We have compared the performance of the  
DTW-based spike detector with two other low 
complexity outlier detection techniques. These are:  
i) An adaptive threshold technique based on standard 

deviation per block that we will refer to as  
“statistic-based spike detector”. This method 
corresponds to the first 3 processing blocks of the 
scheme in Fig. 7; ii) The Grubbs test, also known as 
extreme studentized deviate test, a technique to detect 
outliers in univariate datasets [10]. 

 

 
 

Fig. 6. Wheel hub accelerometer (Y axis) with physical 
peaks and induced artificial spike anomalies. 

 
The DTW-based Spike detection algorithm was set 

with the following parameters: 
 
 

Table 1. DTW-based Spike detector: parameters. 
 

Parameters 
Threshold factor: 5 
Spacing between peaks: 65 Samples 
Rolling window size: 2048 Samples 
Forgetting factor: 0.3 

 
There are other valid approaches, such as Principal 

Component Analysis (PCA) or methods based on the 
Autoregressive Integrated Moving Average (ARIMA). 
However, the last one was not considered for this 
analysis due to reported high false positive rates for 
short length anomalies [11], and the attempts of using 
PCA led to similar disadvantages. 

Fig. 8 presents the F1-Score results obtained for 
each of the spike detection strategies. Annex II depicts 
the tables with more detailed results (including 
precision and recall values). The DTW-based spike 
detector obtains a superior F1-score compared to the 
other 2 approaches. However, for the Wheel hub X 
axis sensor, the difference is less pronounced. Upon 
further investigation, the performance drop is due to 
the peak extraction block which did not extract 
sufficient candidate peaks, and not due to wrong 
classifications by the DTW block. 

Considering the more detailed results reported in 
Annex II, the DTW-based spike detector shows high 
precision numbers (precision close to 1) for all 
evaluated sensors, while the recall numbers are 
between 0.68 and 1. This implies that not every true 
spike anomaly was detected, while on the other hand a 
low quantity of false alarms were raised (i.e., a 
physical peak classified as an artificial spike anomaly). 
This is considered acceptable from the user 
perspective, as a small number of missed detections are 
admissible in this application. The statistic-based spike 
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detector on the other hand has a high number of false 
positives for the wheel hub accelerometer (i.e., 
physical peaks erroneously classified as artificial 
spikes) such that the obtained precision values are low. 
This demonstrates that the DTW block is indeed 
crucial to avoid raising false alarms (cf. Fig. 9). 

Finally, the Grubbs test based detector results are 
highly dependent on the sensor channel which is 
considered. Further investigations are required to 
understand why the performance is better for some 
channels over others. 

 

 
 

Fig. 7. DTW-based spike detector: processing blocks. 
 
 

 
 
Fig. 8. F1-Score results for each spike detection technique. 

 
 

 
 

Fig. 9. Zoom in on green area (cf. Fig. 6): artificial spikes 
are rejected (red lines) while physical peaks do not raise 

false alarms. 

The 3 methods were also compared in terms of 
computational complexity. Table 2 presents the results 
obtained for the time consumed to process each of the 
channels. It can be observed that the DTW and 
statistical approach have computation times 
compatible with an online usage, as the processing 
time is significantly shorter than the duration of the 
measurement (i.e., 9.28 seconds). However, for the 
Grubbs test based detector, the processing latency can 
be considered as incompatible with an online/inline 
anomaly detection tool. 
 
 

Table 2. Comparison computation times. 
 

 
 
 
5. Conclusions 
 

This paper presented a robust spike detection 
technique based on DTW with low computational cost 
and without needing training data, which is suitable for 
applications in automotive proving ground testing. The 
method consists of 4 processing blocks which  
pre-process the sensor signal and extract candidate 

DTW 0.04 0.03 0.03 0.03 seconds

Stat 0.03 0.03 0.03 0.03 seconds

Grubbs test 14.58 13.01 13.56 14.06 seconds

Unit
Wheelhub 

accelerometer_
Y Axis

Wheelhub 
acceleromete

r_Z Axis

Wheelhub 
acceleromete

r_X Axis

Seat 
acceleromete

r_Z_axis
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peaks, which are then compared to reference template 
signals through DTW in order to classify them as either 
physical peaks (non-anomalous) or artificial spikes 
(anomalous). The DTW-based spike detector was 
compared to 2 other low complexity outlier detection 
techniques and validated on real measurements 
performed on an electric vehicle in a run-up maneuver. 
It was demonstrated that the DTW-based spike 
detector obtains a superior performance in terms of the 
F1-score, while also a low false alarm rate is achieved 
which is important from the user perspective. 
 
 
6. Future Work 
 

As further steps in this research, new real-world 
datasets will be tested with real anomalies, to study in 
detail the performances of this technique for long 
duration tests, lower sampling frequencies and more 
challenging driving maneuvers (i.e., durability test 
campaigns, ride & handling tests, etc.). 
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Annex I 
 

 
 

Fig. 10. Wheel hub accelerometer (Z axis) with physical peaks and induced artificial spike anomalies. 
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Fig. 11. Wheel hub accelerometer (X axis) with physical peaks and induced artificial spike anomalies. 
 

 
 

Fig. 12. Seat accelerometer (Z axis) with physical peaks and induced artificial spike anomalies. 
 
 

Annex II 
 

Table 3. DTW based Spike detector detailed results. 
 

 
 

Anomalies 
induced

24 24 24 24

Peaks found 63 67 51 27

TP 23 24 17 24

FP 0 0 0 1

FN 1 0 7 0

TN 39 43 33 2

Accuracy 0.98 1.00 0.88 0.96

Precision 1.00 1.00 1.00 0.96

Recall 0.96 1.00 0.71 1.00

F1-Score 0.98 1.00 0.83 0.98

F2-Score 0.97 1.00 0.75 0.99

DTW based Spike detector

Wheelhub 
acceleromet

er_Y Axis

Wheelhub 
accelerome
ter_Z Axis

Wheelhub 
accelerome
ter_X Axis

Seat 
accelerome
ter_Z_axis
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Table 4. Statistical based Spike detector detailed results. 
 

 
 

Table 5. Grubbs test based Spike detector detailed results. 
 

 

Anomalies 
induced

24 24 24 24

Peaks 
found

63 67 51 27

TP 24 24 17 24

FP 39 43 34 3

FN 0 0 7 0

TN 0 0 0 0

Accuracy 0.38 0.36 0.29 0.89

Precision 0.38 0.36 0.33 0.89

Recall 1.00 1.00 0.71 1.00

F1-Score 0.55 0.53 0.45 0.94

F2-Score 0.75 0.74 0.58 0.98

Statistic based Spike detector

Wheelhub 
accelerome
ter_Y Axis

Wheelhub 
accelerome
ter_Z Axis

Wheelhub 
accelerome
ter_X Axis

Seat 
accelerome
ter_Z_axis

Anomalies 
induced

24 24 24 24

Peaks 
found

19 15 20 15

TP 19 10 17 15

FP 0 5 3 0

FN 5 14 7 9

TN 0 0 0 0

Accuracy 0.79 0.34 0.63 0.63

Precision 1.00 0.67 0.85 1.00

Recall 0.79 0.42 0.71 0.63

F1-Score 0.88 0.51 0.77 0.77

F2-Score 0.83 0.45 0.73 0.68

Grubbs test based Spike detector

Wheelhub 
accelerome
ter_Y Axis

Wheelhub 
accelerome
ter_Z Axis

Wheelhub 
accelerome
ter_X Axis

Seat 
accelerome
ter_Z_axis
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Summary: This paper proposed a gradient descent algorithm with smoothing double regularization for pi-sigma neural 
networks and the analysis of its convergence. The term double regularization is known as a combination of L1 and L2 
regularization it involves the absolute value at the origin, and the gradient methods cannot be used directly since is  
non-differentiable. To get rid of this obstacle, we try to use a differentiable and continuous function to replace that absolute 
value and end up with the smoothing double regularization. Numerical results show that the smoothing double regularization 
improved better generalization performance and accelerate the learning process. The weak and strong convergence results are 
also presented to support our proposes. 
 
Keywords: Convergence, Gradient descent algorithm, Pi-sigma neural network, Smoothing double regularization. 
 

 
1. Introduction 
 

High-order neural networks (HONNs) are 
networks that utilize higher combinations of inputs. 
HONNs have been successfully applied to a variety of 
real-world tasks, including prediction, classification, 
signal processing, image recognition, and particularly 
in covid-19, business, and for trading the EUR/USD 
exchange rate [1-3], respectively. In a research paper 
published by Ghosh and Shin [4], they introduced the 
pi-sigma neural network, a type of high-order neural 
network, which has shown to be effective in predicting 
patterns and approximating functions. Since the 
weights between hidden units and outputs are fixed at 
1, the model has multiplication neurons in output unit 
layers. A neural network of this type uses the product 
of sums, has a regular structure, is much faster at 
learning, and can be incrementally enlarged to achieve 
a desired level of complexity. Data is essential for 
building learning models and can be used in the 
modeling pipeline in two ways. In batch learning, the 
data is at rest, while in online learning, the data flows 
into the learning algorithm in streams [5], and this 
paper flow the first approach. The pi-sigma neural 
network (PSNN) joined a gradient descent algorithm is 
capable to dispose of the nonlinear problems with 
much more powerful mapping and higher 
computational speed [6, 7]. The terms of PSNNs are 
accepted to address several difficult different 
problems: such as time series forecasting [8], for 
decade progress [9], based on sine cosine optimization 
algorithm [10], forecasting [11], and improved spotted 
hyena optimizer with space transformational  
search [12]. 

In [13], Zou and Hastie introduced a novel double 
regularization method by extending the L1 
regularization by adding L2 regularization for the 

variable selection method in order to overcome the 
limitation of the L1 regularization. This term has been 
used in several studies for example as used for 
portfolios with risk minimization [14],  
high-dimensional longitudinal data [15], and 
discriminate analysis classifiers with automatic 
parameter selection [16]. The double regularization 
algorithm is widely used in practice and is 
implemented in many libraries for machine learning. 
The modified error function joins double 
regularization, which takes the following form: 

 
 𝑬 𝑾 𝑬 𝑾 𝝀𝟏‖𝑾‖𝟐 𝝀𝟐‖𝑾‖𝟏, (1) 

 
where 𝑬 𝑾  is the stander error function depending on 
the weights 𝑾, ‖ ∙ ‖  and ‖ ∙ ‖  denotes 2-norm and  
1-norm, respectively, λ , λ are regularization 
parameters, when 𝝀𝟏   𝟎, 𝝀𝟐   𝝀, it is the G𝑳𝟏 
method, while 𝝀𝟐   𝟎, 𝝀𝟏   𝝀 is the G𝑳𝟐 method, 
‖𝑾‖𝟐   ∑ 𝒘𝒊

𝟐𝒅
𝒊  𝟏  and ‖𝐖‖𝟏   ∑ |𝐰𝐢|

𝐝
𝐢  𝟏 , 

respectively, ‖ ∙ ‖ is the normal Euclidean norm, and 
| ∙ | is the normal absolute value function. In generally 
many regularization types take the form of the 𝑞-norm 
of the weights W of the network as 
 

 ‖𝑾‖𝒒 ∑ |𝒘𝒎|𝒒𝑴
𝒎  𝟏

𝟏
𝒒, (2) 

 
where 𝑞  0, 0.5, 1 and 2 are L0 regularization, L1/2 
regularization, L1 regularization, and L2 
regularization, respectively. 

Neural network training using the gradient method 
has been commonly applied, but sometimes, the 
training process is poor and overfitting. The idea of 
adding a regularization term into the error has become 
common to improve the generalization performance of 
the network and to make the network weights become 
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smaller during the training. Various types of 
regularization terms have been used in many 
applications of neural network areas. L2 and L1 are the 
most common terms used which include 2-norm and  
1-norm, respectively. The L2 regularization also called 
weight decay may be the most popular regularization 
technique used [17-19]. While the L1 regularization 
has become widespread for improving the sparse 
solution [20, 21]. Sparse optimization involving the L0 
regularization in objective function has a wide 
application in many fields. AIC and BIC [22],  
well-known model selection criteria, are special cases 
of L0 regularization. In [23], a novel L1/2 
regularization has been providing more sparsity than 
the L0 and L1 regularizations. However, since the L0, 
L1/2, and L1- regularization norms of weights are  
non-differentiable; we cannot incorporate it directly as 
a regularization term into the objective function. To get 
rid of this dilemma, many researchers have begun to 
use a smoothing technical that removes the inability of 
a function to be a string, for example (cf. [24, 25]). We 
try to investigate the proposal of this study which is 
related to these ideas. 

In Section 2, we show the gradient descent 
algorithm with double regularization (𝑮𝑫𝒓), and the 
gradient descent algorithm with smoothing double 
regularization (𝑮𝑺𝑫𝒓). We selected convergence 
results are given in Section 3. We present numerical 
results in Section 4. The proofs of the convergence 
results in Section 5 with their conclusion summary of 
this work. Finally, conclusion summary of this work in 
Section 6. 

 
 

2. Gradient Descent Algorithm Based  
    on Smoothing Double Regularization  
    (GSDr) 
 

PSNN consists of an input unit, a single hidden 
layer of linear summation units and product units in the 
output layer are 𝒑, 𝒏 and 1 respectively. The term  
pi-sigma (ΠΣ) use products of sums of input 
components. PSNNs have only one unit of adjustable 
weights, the weights of the output unit are commonly 
fixed at 1 (see Fig. 1). The weight vector connecting 
the input unit and the k-th summing unit, introduced by 
𝒘𝒋   𝒘𝒋𝒊, 𝒘𝒋𝟐, . . . , 𝒘𝒋𝒑 𝑻 ∈  ℝ𝑷, and given  

𝒘  𝒘𝟏
𝑻, 𝒘𝟐

𝑻, . . , 𝒘𝒏
𝑻 ∈ ℝ𝒏𝑷, 𝟏  𝒋  𝒏 . Let 

𝒈: ℝ →  ℝ be a given activation function. For any 
given input 𝑥 and weight w, the output of the PSNN is 

 

 
𝑦  𝑔 ∏ ∑ 𝑤 𝑥      

 𝑔 ∏ 𝑤 ∙ 𝑥 , 
(3) 

 
where 𝒘𝒋 ∙ 𝒙 represents the inner product of 𝒘𝒋 and 𝒙. 
The topological structure of PSNN algorithm is shown 
below: 

Let 𝒙𝒍, 𝑶𝒍
𝒍  𝟏
𝑳 ⊂ ℝ𝑷 ℝ be the set of training 

samples with 𝑶𝒍 is the desired objective output for the 
input 𝒙𝒍. For any fixed weight 𝑤, the output error 
double regularization 𝑮𝑫𝒓  is defined as 

𝐸 𝑤 ∑ 𝑂 𝑔 ∏ 𝑤 ∙ 𝑥  + 

𝜆 ∑ 𝑤 𝜆 ∑ 𝑤    , 
(4) 

 
where ‖ ∙ ‖ is the normal Euclidean norm, and | ∙ | is 
the absolute value function. Since the L1- norm of 
weights includes the absolute value which means is 
non-differentiable; we cannot incorporate it directly as 
a regularization term into the objective function. To get 
rid of this problem, we try to use a differential and 
continuous function 𝑓 𝑡  instead of an absolute value 
as in the above formula. Specifically, the following 
piecewise polynomial function is used in [24, 25] as 
follows: 
 

𝑓 𝑡
|𝑡 | 𝑖𝑓 |𝑡| 𝜔

𝑡 𝑡 , 𝑖𝑓 | 𝑡| 𝜔
 

, (5) 

 
where 𝜔 0 is a small positive constant. This method 
provides the following advantages: 

 𝑓 𝑡 → , ∞ ; 

 𝑓′ 𝑡 → 1, 1 ; 

 𝑓′′ 𝑡 → 0, . 

The new error function with smoothing double 
regularization (𝑮𝑺𝑫𝒓) is as follows: 

 

𝐸 𝑤 ∑ 𝑂 𝑔 ∏ 𝑤 ∙ 𝑥  + 

𝜆 ∑ 𝑤 𝜆 ∑ 𝑓 𝑤    
(6) 

 
 

 
 

Fig. 1. Structure of pi-sigma neural network. 
 
 
The purpose of above equation is to obtain 𝑤∗  

such that 
 

 𝐸 𝑤 min 𝐸 𝑤∗  (7) 
 
The gradient descent algorithm is often used to 

solve this type of problem. Starting from an arbitrary 
initial value 𝑤 , the updates the weights 𝑤   

iteratively by 
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 𝑤 𝑤   ∆𝑤   𝜂𝐸 𝑤 , (8) 
 

where 𝐸 𝑤    and 

 
∆𝑤   𝜂 ∑ 𝛿 ∏ 𝑤 ∙ 𝑥  ∏ 𝑤 ∙ 𝑥  𝑥   + 

2𝜆 𝑤 𝜆 𝑓 𝑤 , 𝑗  1,2, … , 𝐽, 𝑚  0,1,2, ⋯, 
 
where 𝜂 0 is learning rate and 𝛿 𝑡   𝑂
𝑔′ 𝑡 𝑔 𝑡 . 
 
 
3. Main Results 
 

The following propositions will later be applied to 
prove the convergence theorem. 

Proposition 1.  
𝛿 𝑡 , 𝛿 𝑡 , |𝑔 𝑡 |, |𝑔′ 𝑡 |, |𝑔′′ 𝑡 | 𝐶 . 

 
Proposition 2. 

𝑚𝑎𝑥 |𝑥 |, 𝑤 ∙ 𝑥 𝐶 . 
 
Proposition 3. 
The learning rate 𝜂 and the regularization 

parameters λ , λ  are chosen to satisfy 0 𝜂

 
, where M  3\2ω and C  C C . 

 
Proposition 4.  
There exists a compact set φ such that 𝑤 ∈ 𝜑 and 

𝜑   𝑤 ∈ 𝜑: 𝐸 𝑤   0  is the contains finite 
points. 

 
Theorem 1.  
Let the error function 𝐸 𝑤  be defined by (6) and 

the weight 𝑤    is generated by the iteration 
algorithm (8) for a random initial value. If propositions 
1 to 3 are correct, then there are the following 
estimates: 

 
I. 𝐸 𝑤 𝐸 𝑤 , 𝑚  0,1,2, ⋯. 

II. There exists E∗ 0 such that  
𝑙𝑖𝑚

→
𝐸 𝑤   𝐸∗. 

III. 𝑙𝑖𝑚
→

𝐸 𝑤   0, 𝑗  1,2, … , 𝑛. 
 
Furthermore, if proposition 4 is also valid, then we 

have the following strong convergence: there exists a 
point w∗ ∈ Φ  such that 𝑙𝑖𝑚

→
𝑤   𝑤∗. 

 
 

4. Experimental Results 
 

PSNNs have a higher-order neural network 
structure and preferable anticipation performance, 
making them a different kind of neural network when 
considered computationally. In this study, the training 
of our proposed algorithm (GSDr) is performed by 
differential numerical experimentations of parity 
problem, tow function approximation problems, and 
sonar benchmark problem. 

4.1. Example 1 (Parity Problem) 
 

The parity problem is known as a normative 
classification problem. In this problem, we consider 4 
input layers, 5 summation layers, and 1 output layer. 
Selected the initial coefficients carefully in order to 
correspond to the exercise process to meet the loan 
from this process as: η  0.03 to be the learning rate, 
λ   0.0001 and λ   0.0003 are regularization 
parameters, the weight size is randomly chosen 
between -0.5 and 0.5, and 1800 repetitions are allowed. 

In particular, as predicted by theorem 1, we can see 
that the proposed learning algorithm GSDr compared 
with GDr, GL2, GL1 and GSDr has the best learning 
accuracy. In Table 1, the ANE means the Average 
Numbers of neurons Eliminated in brief by pruning 
over 10 trials for the error and the norm of gradients 
for each learning methods. There is a monotonic 
decrease in the error function ofGSDr, and its norm of 
gradient moves to zero more quickly than it does 
forGDr, GL2, and GL1 see Figs. 2 and 3. This result 
supports the proposal of this study. 

 
 

Table 1. Numerical results for Example 1. 
 

Learning 
methods 

Average 
training 

error 

Norm of 
gradient 

ANE 
Training 
time (s) 

GL1
GL2
GDr

GSDr

3.1433e-05 
2.1846e-05 
1.9049e-05 
1.0383e-05 

2.5336e-04 
1.8055e-04 
1.5900e-04 
2.8449e-05 

4.3 
4.1 
3.9 
4.8 

5.331998 
5.356528 
5.360701 
5.308263 

 

 
 

Fig. 2. Learning errors of different methods in example 1. 
 

 
 

Fig. 3. Norm of gradient of different methods in example 1. 
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4.2. Example 2 (𝐀𝐩𝐩𝐫𝐨𝐱𝐢𝐦𝐚𝐭𝐢𝐨𝐧 𝐅𝐮𝐧𝐜𝐭𝐢𝐨𝐧) 
 

In order to verify the effectiveness of the learning, 
the algorithm approximates the function: 𝑐𝑜𝑠 𝑥 , 
𝑥 ∈  1, 1  is used and the numbers of the training 
samples are101 data. While the initial weights are 
randomly assigned values between 0.2, 0.2 . In this 
example, the network it is considered with the structure 
2 input samples, 3 hidden layer neurons, and 1 output, 
the learning rate η is 0.05 and the regularization 
parameters λ  and λ  is 0.001 and 0.003, respectively. 
Training periods are determined by updated weights 
ending in 10,000. 

Compared the performance of the GDr, GL2, GL1 
and GSDr methods are shown in Figs. 4 to 7. We see 
that error of GSDr is decreases monotonically and it is 
the norm of gradient trends to zero, as depicted by the 
convergence Theorem 1. It is clear from Table 2 that 
GSDr has much stronger prediction capability and 
achieves better ANE over 10 trials than the common 
GL2, GL1, and GDr. 

 

 
 

Fig. 4. Function approximation by 𝑮𝑳𝟏 in Example 2. 
 
 

4.3. Example 3 (Gabor 𝐀𝐩𝐩𝐫𝐨𝐱𝐢𝐦𝐚𝐭𝐢𝐨𝐧 Function) 
 

We use the 2D Gabor function to illustrate the 
possibility of GSDr. As shown in Fig. 8, the  
two-dimensional Gabor function has the following 
form: 

 

ℎ 𝑎, 𝑏   
1

2𝜋 0.5
𝑒𝑥𝑝

𝑎 𝑏
2 0.5

𝑐𝑜𝑠 2𝜋 𝑎 𝑏   

 
Then, 325 entry points were selected for training 

and testing to display the ability of the GSDr. For 
training, 36 entry points were randomly selected from 

6 6 enablers evenly spaced at 0.5 0.5 and 
0.5 0.5 out of these 325 points. The remaining  

289 points were randomly selected from 17 17 
equally spaced at 0.5 a 0.5 and 0.5 b
0.5 for testing from these 325 points. 

 

 
 

Fig. 5. Function approximation by 𝑮𝑳𝟐 in Example 2. 
 

 
 

Fig. 6. Function approximation by 𝑮𝑫𝒓 in Example 2. 
 

 
 

Fig. 7. Function approximation by 𝑮𝑺𝑫𝒓 in Example 2. 
 
 

Table 2. Numerical results for Example 2. 
 

Learning methods Average training error Average test error ANE Training time (s) 
𝐺𝐿1 
𝐺𝐿2 
𝐺𝐷𝑟 

𝐺𝑆𝐷𝑟 

1.6036e-05 
5.4861e-05 
4.1465e-04 
8.8803e-04 

0.0048 
0.0044 
0.0037 
0.0035 

5.9 
6.1 
6.0 
7.3 

0.555564 
0.566383 
0.560159 
0.542739 
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In Table 3, the results are compared for GDr, GL2, 
GL1 and GSDr algorithms, where the Average 
Numbers of neurons Eliminated was taken for  
10 different iterations. From the results obtained our 
method evaluates a good performance and accelerated 
learning planning capabilities compared to others. 
From Figs. 9 to 12, we observe that our proposed 
algorithm generalizes stellar and achieves a smooth 
insertion among the training process than the GDr, 
GL2, and GL1. 

 
 

Table 3. Numerical results for Example 3. 
 

Learning 
methods 

Average 
training 

error 

Average 
test 

error 
ANE 

Training 
time (s) 

GL1 
GL2 
GDr 

GSDr 

0.0407 
0.0409 
0.0406 
0.0101 

0.0483 
0.0480 
0.0481 
0.0111 

2.0 
2.2 
2.5 
3.3 

5.428512 
5.493166 
5.483647 
5.415376 

 
 

 
 

Fig. 8. Gabor function in example 3. 
 

 
 

Fig. 9. Gabor approximation by 𝑮𝑳𝟏 in example 3. 
 
 

4.4. Example 4 (Sonar Classification Problem) 
 

Sonar is a linearly inseparable classification 
problem. The target of this data has been used to 
classify reflected sonar signals into metal chambers 
and shakes). Analyzing the performance of 208 input 
vectors, each of which has 60 interval components, 
which are used to test the presented training 
algorithms. Informatics indexes for preparation and 

testing are randomly selected from 208 information 
vectors, and the neurons of the organization contain  
60 information units, 6 summation units and  
1 production unit. This test is completed by choosing 
η = 0.6 is the learning rate, λ   0.0001 and  
λ   0.0005 regularization parameters, and update 
weights ending with 5000 are the maximum number of 
training periods. From Table 4, we found that our 
proposed method gives better accuracy (%), as the 
result in Table 4 was taken out of the ten best results 
obtained under the same conditions for four 
algorithms. The result of this comparison is generally 
acceptable to support theoretical funding. 

 
 

 
 

Fig. 10. Gabor approximation by 𝑮𝑳𝟐 in example 3. 
 
 

 
 

Fig. 11. Gabor approximation by 𝑮𝑫𝒓 in example 3. 
 
 

 
 

Fig. 12. Gabor approximation by 𝑮𝑺𝑫𝒓 in example 3. 
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Table 4. Numerical results for Example 4. 
 

Learning 
methods 

Accuracy 
training (%) 

Accuracy 
testing (%) 

Training 
time (s) 

GL1 
GL2 
GDr 

GSDr 

95.80 
96.40 
94.72 
98.41 

92.22 
93.27 
90.98 
97.05 

15.358937 
15.398114 
15.849914 
15.277646 

 
 
5. Proofs 
 

The following tow lemmas are a crucial tool for our 
analysis. For sake of convenience, we introduce the 
notations: 

 
 Π ,   ∏ 𝑤 ∙ 𝑥   (9) 

 
Lemma 1. Let the propositions 1 and 2 are 

satisfied, and that w   
∞  is grated by (8). We have 

 

 Π , Π , 𝐶 ∑ ∆𝑤 
  , (10) 

 
and 
 

 

∑ 𝛿 Π ,
  Π , Π ,   

𝐶 ∑ ∆𝑤 
    

(11) 

 
Proof. We write Following the Taylor expansion 

first and second orders. We write 
 

Π , Π ,   ∑ ∏ 𝑡    ∆𝑤 ∙ 𝑥 , (12) 

 
and 
 

Π , Π ,   ∑ ∏ 𝑤 ∙ 𝑥   ∆𝑤 ∙ 𝑥 +

∑ ∏ 𝑡 ,
    

  
∆𝑤 ∙ 𝑥 ∆𝑤 ∙ 𝑥   

 ∑ ∏ 𝑤 ∙ 𝑥    ∆𝑤 ∙ 𝑥 𝜎, 

(13) 

 
where 𝑡  and 𝑡 ,  are in between 𝑤 ∙ 𝑥  and 

𝑤 ∙ 𝑥 . By using proposition 2, easy to see that 
 

 |𝑡 | 2𝐶 , 𝑡 , 2𝐶 , 𝑘  1,2, … , 𝑛 (14) 
 

Thus, can be easily to obtained (10), from (12) and 
(14). Through (14), we write 
 

|𝜎|   ∑ ∏ 𝑡 ,
    

  
∆𝑤 ∙ 𝑥 ∆𝑤 ∙ 𝑥   

1
4

2𝐶 max‖𝑥 ‖ ∆𝑤 ‖∆𝑤 ‖
  
  

 

 𝐶 ∑ ∆𝑤  , 

(15) 

 

where C   2C max x . 

From collecting (8), (13), (15) and proposition 1. 
We have 

 
∑ 𝛿  Π , Π , Π ,   

 ∑ 𝛿 Π ,
  ∑ ∆𝑤 ∙ 𝑥 ∏ 𝑤 ∙ 𝑥    𝜎   

𝛿 Π ,

    

𝑤 ∙ 𝑥
  

𝑥 ∆𝑤  

 𝐿𝐶 𝐶 ∆𝑤
  

 
1
η

𝐶 ∆𝑤
  

 

(16) 
 

where 𝐶   𝐿𝐶 𝐶  This completes the proof. 
Lemma 2. Let ℚ: ℝ → ℝis continuous and 

differentiable on a compact set υ ⊂ ℝ  and that  

𝛺  ℎ ∈ 𝜐|
ℎ

ℎ
  0  has only finite number of 

points. If a sequence ℎ   
∞ ∈ 𝜐 satisfies 

 

 𝑙𝑖𝑚
→

‖ℎ ℎ ‖ 0, 𝑙𝑖𝑚
→

 0  

 
Then there exists a point ℎ∗ ∈ 𝛺 such that 
 

 𝑙𝑖𝑚
→∞

ℎ  ℎ∗  
 

Proof Lemma 2. is almost the same as Lemma 1 
in [26] and the detail of the proof is omitted. 

There are four parts to the proof of Theorem 1: 
statements (I), (II), (II), and (IV). 

Proof to 𝑰  of Theorem 1. Combining (4), (10) 
(11), and the Taylor expansion, we get 

 
𝐸 𝑤 𝐸 𝑤  

∑ 𝑜 𝛱 ,
  ∑ 𝑜 𝛱 ,

  + 

𝜆 ∑ 𝑤 𝑤    

𝜆 ∑ 𝑓 𝑤 𝑓 𝑤    
 ∑ 𝛿  𝛱 , 𝛱 , 𝛱 ,   

 ∑ 𝛿  𝑡 𝛱 , 𝛱 ,   
𝜆 ∑ 2𝑤 ∆𝑤  ∆𝑤   

𝜆 ∑ 𝑓′ 𝑤 𝑓 𝑡 , ∆𝑤  ∆𝑤   
 ∑ ∑ 𝛿 𝛱 ,

    ∏ 𝑤 ∙ 𝑥  𝑥 ∆𝑤   

2𝜆 𝑤 𝜆 𝑓′ 𝑤 ∑ ∆𝑤  + 

 𝐿𝐶 𝐶 ∑ ∆𝑤  𝐶 ∑ ∆𝑤    
𝜆 𝜆 𝑓 𝑡 , ∑ ∆𝑤    

 𝜆 𝜆 𝑓 𝑡 , ∑ ∆𝑤    

 𝐿𝐶 𝐶 𝐿𝐶 𝐶 ∑ ∆𝑤    

𝜆 𝜆 𝑓 𝑡 , ∑ ∆𝑤    

𝐶 𝐶 ∑ ∆𝑤 , 

(17) 

 

where 𝐶    𝐿𝐶 𝐶  𝑡  is in between ∏ 𝑤 ∙  

𝑥   and ∏ 𝑤 ∙ 𝑥   and 𝑡 ,  is in between 𝑤  
and 𝑤 . With (17), proposition 3, and the Lagrangian 
Mean Value Theorem for 𝑓 𝑡  and Let  

𝑀  𝑓 𝑡 ,   , then we have 
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𝐸 𝑤 𝐸 𝑤  

 
1
𝜂

𝜆 𝜆 𝑓 ′′ 𝑡 ,  

𝐶 𝐶 ∑ ∆𝑤    

𝜆 𝜆 𝑀 𝐶 ∑ ∆𝑤  0  

(18) 

 
This completes the proof to statement 𝐼  of 

Theorem 1. 
Proof to 𝐈𝐈  of the Theorem 1. From conclusion 

(I), we know that 𝐸 𝑤  is monotone. Additionally, it 
was bound below. Hence, there must exist 𝐸∗ 0 such 
that 

 
 𝑙𝑖𝑚

→∞
𝐸 𝑤   𝐸∗  

 
The proof to 𝐼𝐼  is thus completed. 
Proof to 𝑰𝑰𝑰  of the Theorem 1. From (18) and 

proposition 1 we can write 𝛾  𝜆 𝑀𝜆 𝐶 

and set γ 0. We have 
 

𝐸 𝑤 𝐸 𝑤 𝛾 ∑ 𝐸 𝑤  ⋯   

𝐸 𝑤 𝛾 ∑ ∑ 𝐸 𝑤      

 

 
Since 𝐸 𝑤 0 then we have 
 

 𝛾 ∑ ∑ 𝐸 𝑤    𝐸 𝑤 ∞   

 
Setting 𝑘 → ∞, we get 
 

 ∑ ∑ 𝐸 𝑤     𝐸 𝑤 ∞  

 
Thus 
 

 𝑙𝑖𝑚
→∞

∑ 𝐸 𝑤    0   

 
Observation that 
 

 0 𝐸 𝑤 ∑ 𝐸 𝑤 → ∞   

 
Again setting 𝑚 → ∞, then we see that 
 

 𝑙𝑖𝑚
→∞

𝐸 𝑤  𝑙𝑖𝑚
→∞

𝛥𝑤  0  (19) 

 
This completes the proof of 𝐼𝐼𝐼 . 
Proof to (IV) of Theorem 1. Returning to the error 

function 𝐸 𝑤  defined in (4) is a continuous and 
differentiable function. According to Lemma 2, 
proposition 4, and (19), we can easily get the desired 
result, that is, there is a point w∗ ∈ φ  like so 

 
 𝑙𝑖𝑚

→∞
𝑤   𝑤∗  

 

This completes the proof to IV . 

6. Conclusions 
 

We thank you in advance for the usage carefully of 
instructions for camera-ready articles, which can be 
sent for publication with minor modification. In this 
paper, smoothing double regularization is a novel 
method based on the gradient descent algorithm for 
training and pruning PSNN. At the origin, the double 
regularization term is not differentiable. Using a 
differentiable continuous function is able to replace the 
absolute value at the origin and end up by smoothing 
double regularization. The great advantage of this 
method is that it allows the optimization to be solved. 
As well, the numerical show that our new method 
improved better generalization performance. The 
monotonicity of the error function in the learning 
process is proved. And also, the Weak and strong 
convergence results are presented. 
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Summary: The effective control and operation of the power system depend mainly on accurate information about dynamic 
states. In this paper, we formulate the problem of a dynamic state power system as a nonlinear non-Gaussian state-space system 
using the Multiple Unscented Particle Filters (MUPF). In the proposed framework, the measurements are a Phasor 
Measurement Unit (PMU) data, and the system state consist of estimating the dynamic state in the power system when 
subjected to disturbances. Extensive simulation results carried out on the IEEE New England 39-bus 10-machine test system 
demonstrates the effectiveness and good performance of the MUPF under fault conditions. 
 
Keywords: Dynamic state estimation, Unscented particle filter, Phasor measurement unit, Power system, Prediction. 
 

 
1. Introduction 
 

The real-time states of electromechanical dynamics 
(i.e., the internal states of generators), reflect the 
current status of a power system and are used to 
enhance small signal stability and transient problems 
in power systems such as automatic voltage regulators, 
power system stabilizers, and under-frequency relays. 
It can also be utilized to coordinate controllers in a 
wide area power system. A dynamic model with 
precise estimated states can closely detect system 
responses and, thus can be utilized to increase system 
reliability and stability in the power system. Phasor 
Measurement Units (PMU) capture the evolution of 
the dynamic response of the power system under 
abnormal and normal conditions [1]. Therefore, the 
Dynamic State Estimation (DSE) of the power system 
that represents the voltage magnitude and phase angles 
of the buses is estimated, using the PMU data. 

Several approaches have been proposed for 
tracking dynamic state estimation in power systems 
subject to large disturbances, including Extended 
Kalman Filter (EKF), Unscented Kalman Filter (UKF) 
and Particle Filters (PF), where PF has shown good 
performance for small systems, and perform better 
than EKF and UKF [2]. 

PF provides powerful results for nonlinear and non-
Gaussian state-space scenario. However, it is 
ineffective in high dimensional spaces [3]. Various 
approaches have been emerged to ameliorate the 
performance of PF, where UKF or EKF are used to 
draw the importance distribution [4]. These 
approaches are the Extended Particle Filter (PF-EKF) 
and Unscented Particle Filter (UPF). Recently, 
Multiple Unscented Particle Filters (MUPF) has been 
proposed in [5], where it has shown promising results 
in high-dimensional state space system [5]. Therefore, 
we propose in this paper to use the MUPF for 
estimating the DSE in the power system. 

2. Unscented Particle Filter 
 

We consider a general dynamic system expressed 
by the following equations: 

 
 𝑥 𝑓 𝑥 𝑤 , (1) 

 
 𝑦 ℎ 𝑥 𝑢 , (2) 

 
where 𝑥  and 𝑦  represent the hidden system state and 
the observation vectors, respectively. 𝑓  and ℎ  are 
nonlinear state and measurement functions, 
respectively. 𝑤  and 𝑢  are respectively the system 
and measurement noises. In PF, we estimate the state 
using an ensemble of weighted particles as follows [3]: 
 

  ( ) ( )
1: 1

( | ) ,
N i i

k k k k ki
P x y w x x


   (3) 

 
where   is the Dirac delta function. 

Ideally, the particles need to be sampled from the 
true posterior, which is not available. Therefore, 
another distribution, referred to as the proposal 
distribution, 1( / , )k k kq x x y  is used. The importance 

weights are given by: 
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  (4) 

 
The mean estimate of the system state is presented 

as follows: 
 

 ( ) ( )

1

ˆ
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i i
k k k

i

x w x


   (5) 

 
The main steps of UPF are described in [4]. 
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3. Power System Dynamic State Estimation 
 

The main objective is to estimate the rotor angle 
and rotor speed of each generator in the power system. 
Therefore, the system state is expressed by: 
 

 𝑥  𝜎 , … , 𝜎 , 𝑤 , … , 𝑤   (6) 
 
where 𝑛𝑔 is the total number of generators. The 
measurement is given by the PMU as: 
 

𝑦  𝑣 , … , 𝑣 , 𝜃 , … , 𝜃 , 𝑃 , … , 𝑃 , 𝑄 , … , 𝑄 , (7) 

 
where 𝑃 and 𝑄 are, respectively, real and reactive 
power injection. 𝑣 and 𝜃 are the voltage magnitude and 
angle. We used the synchronous machine model 
described by [2]: 
 

 
𝜎   𝑤 𝑤

𝑤   𝑃 𝑃 𝐷 𝑤 𝑤 , (8) 

 
where 𝑤  represents the deviation of rotor speed related 
to generator 𝑖. 𝜎  represents the angular position of 
rotor related to generator 𝑖. 𝑤  defines the synchronous 
rotor speed. 𝑃  represents the mechanical power 
input. 𝐻  defines the inertia constant. 𝑃  represents the 
electrical power injection. 
 
 
4. Simulation Results 

 
We evaluated the performance of the MUPF and 

UPF for dynamic state estimation in power system 
under fault condition. We used for implementation the 
IEEE New England 39-bus test system [2]. The initial 
condition for the estimated states is obtained by 
executing the load flow. We consider the 
communication link with PMU placed at bus 34, where 
generator 5 is connected. PMU measurements are 
assumed to be recorded at a rate of 48 samples per 
second. The base power was 100 MW for this system. 
A large disturbance to the system is applied at t = 0.5 s 
to t = 0.55 s by opening the transmission line between 
buses 15 and 16, and the system therefore went into an 
unstable condition. We applied MUPF, in which each 
UPF is used to track the state of each generator. 

Figs. 1 and 2 present the tracking performance of 
rotor angle deviation and speed angle, respectively, for 
the generator 5 under the fault condition over time. We 
noticed that MUPF and UPF are able to estimate the 
states of parameters (rotor angle deviation and speed 
angle) using PMU data under an unstable condition. 

We computed the average of the mean absolute 
error (MAE) over 1000 Monte Carlo run to confirm the 
efficiency of the proposed algorithm for the two 
estimated states over 10 s, where UPF  
average = 3.8431e-4 and MUPF average = 4.5274e-7 for 
rotor angle, and UPF average = 2.2817e-4, MUPF 
average = 2.2272e-5 for rotor speed. We observed that 
the performance of the MUPF is significantly better 
than UPF in both cases of rotor angle deviation and 

angle speed. The MUPF outperforms the UPF in 
tracking both rotor speed and rotor angle with a lower 
error. In conclusion, MUPF exhibits good tracking 
capabilities for power system dynamic state estimation 
under fault conditions compared with UPF. 
 
 

 
 

Fig. 1. Time history of the rotor angle of generator-5 
tracked during large disturbance using MUPF and UPF. 

 
 

 
 

Fig. 2. Time history of the rotor speed of generator-5 
tracked during large disturbance using MUPF and UPF. 

 
 

5. Conclusions 
 

In this paper, we tracked the dynamic state 
estimation in power system using MUPF. MUPF has 
been successfully implemented and tested on IEEE 
New England 39-bus test system to estimate the 
dynamical state of the generator using PMU data. The 
simulation results showed that the MUPF was able to 
track the state of dynamic power system under fault 
condition with lower error compared to UPF. In 
conclusion, the MUPF offered a robust algorithm for 
tracking the state of the power system using PMU data. 
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Summary: In this paper we investigate the problem of automatic raga identification in Hindustani music improvisation by 
applying deep learning techniques. We propose a modular deep learning architecture, composed by convolutional and feed 
forward neural networks. The proposed method is designed to process data from different modalities, comprising audio 
recordings and metadata. The methodology focuses on the formulation of the feature input vector with appropriate acoustic 
descriptors extracted from the audio recordings and metadata parameters. Experiments are carried out on audio recordings as 
well as manual and automatically extracted annotations for the Hindustani genre from the Saraga open dataset of Indian art 
music. Our experiments indicate that the integration of two modalities increases the accuracy of raga identification compared 
to processing only audio features. 
 
Keywords: Raga identification, Deep learning, Convolutional neural networks. 
 

 
1. Introduction 
 

This work focuses on machine listening 
identification of ragas in Hindustani music, which is 
the north Indian style of classical Indian music. 
Hindustani relies heavily on improvisation and it 
follows a moveable Do (tonic) system. It is 
monophonic; hence a performance will typically rely 
on the melodic development by a single performer. It 
can be performed either vocally or by an instrument. 
The soloist is invariably accompanied by a drone 
instrument (called tanpura), which is used to create a 
sonic canvas as a tonal reference, and may be also 
accompanied by a harmonium, which will repeat or 
imitate phrases of the soloist’s melodic line with a 
slight delay. 

Performing a raga involves a number of sections, 
which can be different according to the specific  
sub-genre, and may include a non-metrical melodic 
improvisational introduction, one or more 
compositions, as well as rhythmic improvisation 
sections; all adhering to the same raga for a single 
performance. A raga is a form of melodic mode lying 
between scale and tune [15]. Broadly speaking, it 
provides a tonal framework for composition and 
improvisation. There are more features particular to 
each raga other than simply the fixed scale that are of 
paramount importance to the character of the raga. 
Thus, apart from a fixed set of notes (degrees of the 
scale), these also include the order and hierarchy of 
scale degrees, their manner of intonation and 
ornamentation and their relative duration and 
importance [17]. A raga can be further characterised by 
its overall melodic outline in terms of ascent and 
descent, whereby different degrees of the scale may be 
used or omitted in ascending versus descending order 

according to the raga. Finally, characteristic motifs, 
phrases and ornaments constitute prominent aspects of 
a raga, and therefore also strong cues for raga 
identification. 

In this paper we formulate a methodology for 
machine listening raga identification, one that is based 
on customized features utilizing deep learning 
architectures. The novelty of the proposed method lies 
in the combined use of data from different modalities, 
fusing audio-based features and both automatic and 
manually annotated metadata into a modular deep 
learning architecture. 

What follows in this paper is organized in six 
sections. The next section offers an overview and 
discussion of related work. The third section describes 
the data collection that was used, while the fourth 
section details the proposed methodology, mostly 
focusing on the feature extraction stage and the 
network architecture. All experiments and results are 
reported in the fifth section, leading to the concluding 
part of the work. 

 
 

2. Related Work 
 

While ragas can be reliably identified by expert 
listeners, automatic raga classification remains a 
challenging task under research. Reported research 
work on Carnatic music ([5, 6, 9, 2, 7, 3, 1, 14, 15, 22]) 
over numbers that of Hindustani ([16, 13, 10, 8]); the 
current paper targets the latter genre. Very few studies 
have been reported using conventional classifiers in 
Carnatic and Hindstani music. k-Nearest 
Neighborhood and Support vector machine classifiers 
have been used in [8]. Gaussian Mixture Model based 
Hidden Markov Models (HMMs), discrete HMMs and 
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classification trees have been also utilized in [19]. 
More recently, machine learning techniques of various 
neural network architectures were applied, with the 
integration of convolutional neural networks ([2, 7, 3]), 
recurrent neural networks and Long-short-term neural 
networks [1, 10]. Results from transfer learning [15] 
aggregated methods and supervised learning 
techniques [4] have been reported. Various features 
extracted from audio recordings have been tested, 
mainly Mel-spectrogram, Cepstrum Coefficients, 
chromogram, pitch and timbre features  
[13, 10, 11, 22]. Phrases were utilized in [21] using 
vector space modelling. 

We define a two-class raga classification task on 
recordings of Hindustani vocal music, namely Yaman 
and Bhairavi. This problem was initially defined in [8], 
where experiments were carried out on 341  
web-extracted audio clips, 60 sec-long each, for both 
instrumental and vocal music, 194 of which in Yaman 
and 147 in Bhairavi. Conventional classifiers, K 
Nearest Neighbor (KNN) and Support vector machine 
(SVM) classifiers were used in the abovementioned 
paper, achieving a 92 % classification accuracy. 

The novelty of our approach lies in the combined 
use of data from different modalities, with a fusion of 
audio-based features and metadata into a modular deep 
learning architecture, achieving a classification 
accuracy of 97.41 %. 
 
 
3. Data Corpus 
 

 The most widely used databases of classical Indian 
music are the CompMusic Art Indian music dataset – 
and its subset, Dunya Corpora, for Music Information 
Research in Indian Art Music [20] and the Saraga 
music research corpus of Indian Art Music [16]. 
Notwithstanding the mp3-quality of the Saraga music 
research corpus, it was preferred, as it served the scope 
of this paper in raising raga classification accuracy by 
incorporating metadata, which was possible because it 
includes additional information other than audio. The 
corpus comprises 107 multitrack (rarely available in 
Music Information Retrieval) audio recordings of  
68 different ragas by 11 singers of Hindustani vocal 
music. The recordings are accompanied by editorial 
metadata and time-aligned structural, melodic, and 
rhythmic (the latter not used for our purposes) 
annotations, which are either extracted automatically 
or created manually by expert listeners. 

The editorial metadata includes foremost the raga 
name extracted from the cover-art, manual annotations 
by Classical Indian Music experts (such as start/end 
time-stamps of individual sections, section name and 
melodic transitions, with time-stamped melodic phrase 
annotations being flagged according to  
raga-importance as characteristic of the raga or not), 
and automatically extracted annotations (such as the 
tonic and the sequence of time-stamped pitches for the 
lead musician). From the multi-track recordings, the 
track corresponding to the lead vocalist was only used 

for the purposes of this work 44100 Hz sampling rate, 
16-bit PCM). 

For our experiments, we use a subset of subjects of 
the two ragas under interest, Yaman and Bhairavi. One 
Hindustani sub-genre was used, ranging from its 
predominant classical forms, namely Dhrupad and 
Khayal, to its rather semi-classical forms, namely 
Thumri. 

Given that raga identification is predominantly 
substantiated upon the melodic structure, the 
information considered to be most relevant to the task 
of raga classification among all available meta-data 
were the c-tonic (automatic extraction), pitch values 
(automatic extraction) and characteristic melodic 
phrases (manual annotations). 

 
 

4. Method Description 
 
4.1. Feature Extraction 
 

At the feature extraction stage, we construct a 
complex input vector with audio-based features and 
metadata descriptors. First, audio recordings are 
preprocessed. The audio file format is converted from 
mp3 to wav. All signals are normalised and re-sampled 
to 44100 Hz. The initial recordings are segmented into 
clips of 3 seconds. Recordings for both classes (Yaman 
and Bhairavi) vary heavily in duration, ranging 
between 1081.678 ms and 718.915 ms and as a result, 
361 and 202 audio samples per class are produced. 

Audio clips are parsed with a 40 ms long moving 
window with a hop size of 20 ms. A standard zero 
padding procedure is applied. At each frame, the 
Discrete Fourier Transform (DFT) is computed and it 
is given as input to a Mel-filter-bank, with each  
mel-filter performing a weighted sum of the magnitude 
of the DFT coefficients that lie inside its frequency 
range. The logarithm of each filter bank output and the 
discrete cosine transform of the logarithms is 
calculated. From the set of Mel frequency cepstrum 
coefficients (MFCCs), the first coefficient is discarded 
(as recommended in bibliography), while the 
following 12 MFCCs are included and the rest are 
discarded. 

In parallel, descriptors from metadata are 
processed. More specifically the mean pitch, the pitch 
value of the tonic (ctonic) and the presence of 
characteristic melodic phrases (mphrase) for each raga 
are included. All numerical parameters are represented 
as a number and categorical are transformed to 
numerical by mapping the state “presence” to 
numerical vale 0 and “non presence” to 1. 
 
 
4.2. Network Architecture 
 

The complex input feature vector is processed by a 
modular deep learning classifier. More specifically, 
the network is organized into two subnetworks, 
processing data from the two modalities. The overall 
model structure is illustrated in Fig. 1. 
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Fig. 1. Overall network architecture consisting of three sub 
networks. A convolutional branch that processes audio 
features, a feed forward branch for metadata descriptors  
and a final feed forward stage that yields the classification 
decision. 

 
 
Our model combines convolutional (CNNs) and 

fully connected (FCN) neural network architectures. 
The final system setup can be described in detail as 
follows: 

 The first branch consists of three blocks of 
convolutional – batch normalization layers, with 
ReLU activation functions consisting of 60 filters 
of rectangular shape with 57×6 units with 1×1 
stride. A max-pooling layer follows with a pool 
shape of 4×3 and stride of 1×3. 

 The second branch consists of two sequentially 
fully connected layers with 16 and 12 nodes each. 

 Finally, the outputs of the two modules are 
concatenated to a fully connected branch 
constructed by 1024 nodes and followed by a 
SoftMax layer of two layers to outcome the 
classification decision. 

The model is trained for 300 epochs with the Adam 
gradient descent algorithm, with a learning rate of 
0.0001. Categorical cross entropy loss was optimized 
towards validation accuracy. An early-stopping 
criterion of 30 epochs is applied to reduce the 
probability of network overfitting. Dropout 
regularization is also used, with the dropout value set 
to 0.5 for fully connected and convolutional layers. 

The network is evaluated using a 5-fold  
cross-validation scheme. A 90 % subset of the data 
collection is used as a training dataset and the 
remaining 10 % as a testing dataset. 

 
 

5. Experiments and Results 
 

At an early phase in our experiments, audio 
parametrization methods, linear prediction cepstrum 
and mel-frequency cepstrum were compared with 
regard to raga identification. Multiple streamline audio 
features, linear, Mel frequency Cepstrum and bark 
spectrum coefficients were opposed. It was proven that 
information obtained from Mel frequency Cepstrum 
coefficients analysis increases the ability of raga 
discrimination. 

To evaluate the proposed methodology, we used 
two system configurations. First, we evaluate the 
performance of a converted CNN topology, where 
only audio features are processed. The model is 
structured with the convolutional subnetwork and the 
final fully connected module. Then, we experiment on 
the overall system configuration with the inclusion of 
the second fully connected sub network, where 
metadata descriptors are processed. 

The final results are expressed in terms of 
accuracy, in order to compare with the best reported 
result in the specified task. The classification 
accuracies of the audio-based classifier for all five 
folds in terms of % are [94.44, 96.29, 88.88, 96.29, 
95.37], with an average value of 94.25. The 
classification accuracy results (%) for the overall 
network architecture are [97.14, 98.07, 99.19, 97.31, 
95.37] with an average score of 97.41. 

Our experimental results show that the 
classification accuracy score is increased by 3.16 % 
units when integrating metadata information. As 
observed in the reported classification accuracies, our 
model achieved a competitive accuracy of 97.41 % 
compared to 92 % of the reference paper [8], even 
though we experimented on a smaller dataset. 
 
 
6. Conclusions 
 

Experimental results indicate that fusion of data 
from multiple modalities into deep learning 
architectures can contribute to raising the accuracy of 
machine listening techniques in raga identification 
tasks. It has been shown, that information obtained 
from Mel cepstrum prediction analysis and metadata 
has increased the ability of discriminating between 
Yaman and Bairavi ragas of Hindustani music, 
achieving a classification accuracy of 97.41 % in the 
specific task. 

Including a larger number of raga classes, artists 
and types of instruments are some of our future plans 
for expanding our current experiments. 
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Summary: An insight into the architecture of the Encoder-Decoder Network with Guided Transmission Map (EDN-GTM), a 
novel and effective single image dehazing scheme, is presented in this paper. The EDN-GTM takes a conventional RGB hazy 
image in conjunction with the corresponding transmission map estimated by the dark channel prior (DCP) approach as inputs 
of the network. The EDN-GTM adopts an enhanced structure of U-Net developed for dehazing tasks and has shown  
state-of-the-art performances on benchmark dehazing datasets in terms of PSNR and SSIM metrics. In order to give an  
in-depth understanding of the well-designed architecture which largely contributes to the success of the EDN-GTM, extensive 
experiments and analysis from selecting the core structure of the scheme to investigating advanced network designs are 
presented in this paper. 
 
Keywords: Image dehazing, Dark channel prior, Spatial pyramid pooling, U-Net, Generative networks. 
 

 
1. Introduction 

 
Generally, haze can be considered to be one of the 

most fundamental phenomena causing image visibility 
degradation. Accurate estimation of the transmission 
map in a hazy image, however, has been a major 
obstacle in performing dehazing [1]. Numerous haze 
removal approaches have been proposed and most of 
them have achieved significant progress. Dehazing 
algorithms can be divided into two types: traditional 
methods and deep learning-based methods. Traditional 
approaches apply handcrafted models to perform haze 
removal tasks while deep learning-based schemes 
adopt convolutional neural networks (CNNs) in their 
systems. Both types have their own advantages. 

In order to take the advantages of both types of 
dehazing algorithms, the Encoder-Decoder Network 
with Guided Transmission Map (EDN-GTM) has been 
proposed in our preliminary work which utilizes the 
transmission map extracted by the dark channel prior 
(DCP) as an additional input channel of a CNN model 
in order to achieve an improved dehazing performance 
[1]. To further provide an insight into the  
well-designed architecture that leads to the  
EDN-GTM’s improvement, various experiments and 
analysis starting from selecting the core structure of the 

EDN-GTM scheme to evaluating the effect of every 
single modification on the network are presented in 
this paper. 

 
 

2. The EDN-GTM Scheme 
 

The EDN-GTM scheme is illustrated in Fig. 1. In 
terms of the generator network, the EDN-GTM utilizes 
the transmission map estimated by DCP as an 
additional input channel of a U-Net-based generative 
network [2]. To further customize U-Net for dehazing 
task, the EDN-GTM applies three main modifications: 
1) a spatial pyramid pooling (SPP) module is plugged 
into the bottleneck of U-Net; 2) ReLU activation is 
replaced with Swish activation; and 3) one convolution 
layer with the filter size of 3×3 is appended in each of 
the main convolution stages to increase the receptive 
field and capture more high-level features. In terms of 
the discriminator design, the encoding part of U-Net is 
utilized as the base network in order to encourage the 
discriminator to be equally capable of extracting and 
analyzing advanced features with the generator such 
that the two networks compete with each other to boost 
their performances. 

 

 
 

Fig. 1. The EDN-GTM scheme. 
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3. Architectural Analysis 
 

In order to determine more acceptable architecture 
for the EDN-GTM, extensive experiments and analysis 
on different network configurations are conducted for 
evaluating the influence of each change of the network 
architecture on the dehazing performance. Based on 
the experimental results and evaluations, the optimal 
network design and the most effective data 
augmentation methods are selected to present the 
primary performance of the EDN-GTM scheme on 
benchmark dehazing datasets. 

Overall, we have examined 12 different network 
configurations and 4 data augmentation methods:  
1) core structures of the scheme including 
segmentation-like structure (S-U-Net) and generative 
structure (G-U-Net); 2) impact of the transmission map 
channel (G-U-Net 4-C); 3) advanced structures such as 
cross-stage partial module (CSP G-U-Net 4-C) and 
spatial pyramid pooling module (SPP G-U-Net 4-C); 
4) attention mechanisms including spatial attention 

(SPP G-U-Net 4-C SAM) and channel attention (SPP 
G-U-Net 4-C CAM); 5) effects of various data 
augmentation methods such as random crop, 
horizontal flip, cutout, and mosaic; 6) effect of 
different activations including ReLU, Leaky ReLU, 
Swish, and Mish; and 7) impact of receptive field. 
Those configurations have been examined on  
4 benchmark dehazing datasets (I-HAZE, O-HAZE, 
Dense-HAZE, and NH-HAZE [1]) in order to give 
comprehensive and concrete assessments of the  
EDN-GTM’s design. 

Typical visual results are illustrated in Fig. 2 while 
the quantitative evaluations are summarized in  
Table 1. Note that only 6 representative network 
designs, specifically S-U-Net, G-U-Net, G-U-Net 4-C, 
SPP G-U-Net 4-C (ReLU), SPP G-U-Net 4-C (Swish), 
and EDN-GTM, are chosen to provide the visual and 
quantitative results. The results demonstrate that a 
dramatic improvement in performance has been 
achieved when comparing the outcome of the original 
U-Net with that of the EDN-GTM scheme. 

 
 

 
 
Fig. 2. Results across different network designs: (a) Input, (b) S-U-Net, (c) G-U-Net, (d) G-U-Net 4-C, (e) SPP G-U-Net 4-C 

(ReLU), (f) SPP G-U-Net 4-C (Swish), (g) EDN-GTM, and (h) Ground Truth (top: indoor, bottom: outdoor). 
 
 

Table 1. Quantitative dehazing results of different network designs on 4 benchmark datasets. 
 

 S-U-Net G-U-Net G-U-Net 4-C 
SPP G-U-Net 
4-C (ReLU) 

SPP G-U-Net  
4-C (Swish) 

EDN-GTM 

Dataset PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 
I-HAZE 19.82 0.7805 21.04 0.8056 21.39 0.8115 22.20 0.8092 22.66 0.8311 22.90 0.8270 
O-HAZE 20.96 0.7413 23.10 0.8099 23.15 0.8159 23.27 0.8174 23.43 0.8283 23.46 0.8198 

Dense-
HAZE 

14.18 0.2954 14.96 0.4952 15.19 0.5062 15.43 0.5147 15.46 0.5359 15.43 0.5200 

NH-HAZE 16.79 0.6368 19.18 0.6892 19.52 0.6877 19.73 0.7011 19.80 0.7064 20.24 0.7178 

 
 
4. Results on Benchmark Datasets 
 

In this section, we present the performances of the 
EDN-GTM scheme on various benchmark datasets for 
image dehazing tasks including I-HAZE, O-HAZE, 
Dense-HAZE, and NH-HAZE. 

The quantitative results of the EDN-GTM scheme on 
I-HAZE and O-HAZE datasets compared with those of 
other modern dehazing approaches are first 
summarized in Table 2, while typical visual dehazing 
results produced by various dehazing methods on  
I-HAZE and O-HAZE datasets are presented in  
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Fig. 3(a) and Fig. 3(b), respectively. As shown in  
Table 2, the EDN-GTM scheme achieves the best 
dehazing performance in PSNR metric (22.90 dB) 
while showing the second-best result in SSIM (0.8270) 
on I-HAZE dataset. On the other hand, on O-HAZE 
dataset, the EDN-GTM scheme produces the  
second-best result in PNSR measure (23.46 dB) while 
showing the best performance in terms of SSIM 
(0.8198). Further quantitative results of various haze 
removal algorithms on I-HAZE and O-HAZE datasets 
are summarized in Table 2, where the best and the 
second-best results are shown in red and blue colors, 
respectively. 
The quantitative results on Dense-HAZE and  
NH-HAZE datasets produced by the EDN-GTM 

scheme are also compared with those of other 
approaches and summarized in Table 3, where the best 
and the second-best results are indicated in red and 
blue colors, respectively. Note that Dense-HAZE and 
NH-HAZE datasets are more challenging than  
I-HAZE and O-HAZE datasets. On Dense-HAZE 
dataset, the EDN-GTM scheme provides the  
second-best result in PNSR measure (15.43 dB) while 
giving the best result in SSIM metric (0.5200). On  
NH-HAZE dataset, the EDN-GTM scheme 
convincingly achieves the best performances in both 
PSNR (20.24 dB) and SSIM (0.7178) measures. Some 
visual dehazing results from various methods on 
Dense-HAZE and NH-HAZE datasets are presented in 
Fig. 3(c) and Fig. 3(d), respectively. 

 
 

Table 2. Quantitative dehazing results on I-HAZE and O-HAZE datasets. 
 

 I-HAZE O-HAZE 
Method PSNR SSIM PSNR SSIM 

DCP (TPAMI’10) [3] 14.43 0.7516 16.78 0.6532 
CAP (TIP’15) [4] 12.24 0.6065 16.08 0.5965 
MSCNN (ECCV’16) [7] 15.22 0.7545 17.56 0.6495 
AOD-Net (ICCV’17) [6] 13.98 0.7323 15.03 0.5385 
PPD-Net (CVPRW’18) [8] 22.53 0.8705 24.24 0.7205 
EDN-GTM 22.90 0.8270 23.46 0.8198 

 
Table 3. Quantitative dehazing results on Dense-HAZE and NH-HAZE datasets. 

 
 Dense-HAZE NH-HAZE 

Method PSNR SSIM PSNR SSIM 
DCP (TPAMI’10) [3] 10.06 0.3856 10.57 0.5196 
DehazeNet (TIP’16) [9] 13.84 0.4252 16.62 0.5238 
AOD-Net (ICCV’17) [6] 13.14 0.4144 15.40 0.5693 
MSBDN (CVPR’20) [10] 15.37 0.4858 19.23 0.7056 
AECR-Net (CVPR’21) [11] 15.80 0.4660 19.88 0.7173 
EDN-GTM 15.43 0.5200 20.24 0.7178 

 

 
 

Fig. 3. Results of various single image dehazing methods (DCP [3], CAP [4], Meng et al. [5], AOD-Net [6],  
and EDN-GTM) on high-resolution datasets: (a) I-HAZE, (b) O-HAZE, (c) Dense-HAZE, and (d) NH-HAZE. 
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As summarized in Table 2, Table 3, and Fig. 3, the 
EDN-GTM scheme is able to achieve favorable results 
on all the datasets examined in our experiments when 
compared with other conventional and recent dehazing 
methods. It implies that the EDN-GTM scheme’s 
architecture has been well-designed as the scheme can 
perform efficiently on haze removal problems. 
Moreover, we notice that the transmission map plays a 
critical role in guiding the network to achieve 
promising results in image dehazing tasks. 
 
 
5. Conclusions 
 

An extensive analysis of the architectural features 
of the Encoder-Decoder Network with Guided 
Transmission Map (EDN-GTM), an effective single 
image dehazing scheme, is presented in this paper. In 
order to find an optimal architecture of the EDN-GTM, 
various features of architecture including core 
structure, transmission map channel, spatial pyramid 
pooling, activation functions, and receptive field 
variations are thoroughly studied. Various experiments 
examining the effect of every single change on the 
architectural features provide an in-depth 
understanding of the optimal design of the EDN-GTM 
scheme. Future work includes a study on the 
applicability of the EDN-GTM to an image  
pre-processing tool in hazy-weather circumstances to 
remove haze efficiently for autonomous driving 
systems. 
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Summary: We introduce an extension of the classical support vector machine classification algorithm with adaptive 
orthogonal transformations. The proposed transformations are realized through so-called variable projection operators. This 
approach allows the classifier to learn an informative representation of the data during the training process. Furthermore, 
choosing the underlying adaptive transformations correctly allows for learning interpretable parameters. Since the gradients 
of the proposed transformations are known with respect to the learnable parameters, we focus on training the primal form the 
modified SVM objectives using a stochastic subgradient method. We consider the possibility of using Mercer kernels with the 
proposed algorithms. We construct a case study using the linear combinations of adaptive Hermite functions where the 
proposed classification scheme outperforms the classical support vector machine approach. The proposed variable projection 
support vector machines provide a lightweight alternative to deep learning methods which incorporate automatic feature 
extraction. 
 
Keywords: SVM, Variable projection, Adaptive orthogonal transformations, Classification, Kernel methods. 
 

 
1. Introduction 

 
Classical machine learning approaches often rely 

on predefined feature extraction steps applied to the 
data before the training of the classification or 
regression algorithms. Commonly used feature 
extraction steps range from simple statistical methods 
like principal component analysis (PCA) [5] to more 
sophisticated adaptive transformations [1, 6, 7, 8, 19]. 
Many classification tasks can be successfully solved 
this way (for example in biological signal processing 
[6, 7]), however the main limitation of this classical 
approach is that the resulting representation of the data 
and the weights of the underlying classifier are 
optimized separately. Practically this means that 
ensuring an appropriate representation requires apriori 
information about the structure of the data. 

The introduction of convolutional neural networks 
[9, 10] addresses this limitation by binding the 
optimization of data representation to the training of 
the classifier’s weights. Feature extraction in this case 
is done in an adaptive manner and the resulting data 
representation is optimal for the classification task. 
This idea gave rise to many popular machine learning 
algorithms especially in image processing [10]. 

The application of such approaches to real life 
problems suffers from the fact that the learned weights 
of the convolution kernels have no physical meaning 
[1]. The recent introduction of model based neural 
network architectures, especially the so-called VP-Net 
[1] aims to remedy this problem. In a VP-Net, the first 
few layers (VP-Layers) of a neural network implement 
adaptive orthogonal transformations. Similarly, to 
convolutional networks, these layers learn informative 
features of the data. Training a VP-Net however, often 
involves the optimization of less parameters than in the 
case of convolution layers. Another advantage of  
VP-Net is that if the underlying orthogonal 

transformations were chosen correctly, then the 
learned parameters of the VP-layers can be interpreted. 
VP-Net has already been shown to be an appropriate 
classifier choice for some problems arising in 
biological signal processing [1, 11] and autonomous 
vehicle control [8]. 

In this work, we investigate the possibility of 
extending the popular SVM classification algorithm 
with adaptive orthogonal transformations similarly to 
the idea of VP-Net. Such an extension can be useful in 
cases, where computational capacity is limited [8], or 
the classification task does not require the construction 
of deep neural networks. 

The rest of this paper is organized as follows. In 
Section 2, we discuss the general form of the adaptive 
orthogonal transformations which will be used to 
perform automatic feature extraction. In Section 3 we 
extend the SVM objective functions using these 
transformations. In Section 4 we discuss the training of 
the introduced classifiers using stochastic subgradient 
descent. Section 5 discusses a numerical experiment. 
Finally, in Section 6 we draw our conclusions and 
discuss future steps. 

 
 

2. Variable Projection Operators 
 

We are going to assume that our data consists of 
𝒙 ∈ 𝑅  vectors. Our aim is to represent 𝒙 by 𝑛 ≪ 𝑁 
numbers: 
 

 𝒙 P 𝜼 𝒙 Φ 𝜼 Φ 𝜼 𝑥 , (1) 
 
where Φ 𝜼 ∈ 𝑅 , 𝜼 ∈ 𝑅 , Φ 𝜼  refers to the 
Moore-Penrose pseudoinverse of the matrix Φ 𝜼  and 
𝑁, 𝑛, 𝑚 are natural numbers. Thus, we represent the 
data 𝒙 with the vector Φ 𝜼 𝒙 ∈ 𝑅  and (1) defines 
the projection of 𝒙 onto the column space of Φ 𝜼 . The 
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columns of Φ 𝜼  consist of discrete samplings of a 
(usually complete and orthonormal) function system in 
the Lebesgue space 𝐿 𝑅 . The function system that 
defines Φ 𝜼  depends on the parameter vector 𝜼 in a 
nonlinear fashion and the operator P 𝜼  is referred to 
as a variable projection operator [2, 19]. Clearly, the 
feature extraction scheme (1) depends on the 
parameter 𝜼. A common procedure to obtain a good 
representation is to solve 
 

 min
∈

𝑟 𝜼; 𝒙   min
∈

||𝒙 𝑃 𝜼 𝒙|| . (2) 

 
Provided that the partial derivatives of the 

functions generating the columns of Φ 𝜼  are known 
with respect to 𝜼, (2) can be solved using a gradient 
based method [2, 19]. 

We note that solving the optimization task (2) 
allows for several adaptive representations for the 
vector 𝒙. Suppose the columns of Φ 𝜼  consist of 
smooth functions. Then, once the parameter vector 𝜼 
that minimizes (2) has been determined, one could 
replace 𝒙 with its smooth approximation P 𝜼 𝒙 or the 
residual transformation 𝒙  P 𝜼 𝒙. In some 
applications [6, 8] such data representations are 
preferable, however in this work, for simplicity, we are 
only going to discuss the extension of SVM classifiers 
with the transformation 𝒙 → Φ 𝜼 𝒙 . 
 
 
3. VP-SVM Objectives 
 

Given a training set with 𝑞 number of examples 
𝒙 , 𝑦 ,  𝒙 ∈ 𝑅 , 𝑦 ∈ 1,1 , the purpose of 

an SVM classifier is to identify a hyperplane which 
separates the examples 𝒙 . In the simplest (linear) case, 
the hyperplane is given by its normal vector 𝒘 ∈ 𝑅 , 
whose components are found through an optimization 
process known as training. Most commonly, the 
training of SVM classifiers is posed as a linear 
programming problem and convex optimization tools 
are used to find the optimal hyperplane [12-14]. In real 
life applications, SVM classifiers often rely on Mercer 
kernels [3, 4, 12, 13]. These allow us to transform the 
data examples 𝒙  to a high dimensional reproducing 
kernel Hilbert space (RKHS), where a separating 
hyperplane might more easily be identified. In this 
(nonlinear) case, dual formulations of the  
above-mentioned linear programming problem are 
solved using convex optimization. When training such 
nonlinear SVM classifiers, the dual problems are 
preferable, as they allow to express the  
above-mentioned transformations as inner products of 
the examples 𝒙𝒊. 

For the proposed VP-SVM classifiers, we consider 
gradient based algorithms for training. This is because, 
the adaptive transformations (2) by which we enhance 
the SVM objectives are optimized using gradient based 
methods. Fortunately, extensive literature exists on 
how to train SVM objectives with such methods [3, 4], 
focusing mostly on the primal form of the optimization 
problem. For this reason, we take as starting points the 

SVM objectives discussed in [3]. It is well-known [3], 
that the primal form of the linear SVM classifier 
objective can be reduced to minimizing the following 
expression with respect to 𝒘 and 𝑏: 

 
 𝐶 ∑ max 0,1 𝑦 𝒘 𝒙𝒊 𝑏   ||𝒘|| , (3) 

 
where 𝒘 ∈ 𝑅 , 𝐶, 𝑏 ∈ 𝑅. 

As mentioned before, several strategies [3, 4] exist 
for solving the optimization problem (3), however for 
simplicity, in this work we focus on obtaining a 
solution using a subgradient based method (see  
Section 4). An adaptive feature extraction step can be 
easily added to (3) by 

 

 
𝐶 ∑ max 0,1 𝑦 𝒘 Φ 𝜼 𝒙 𝑏

||𝒘||  𝑅 𝜼 , 
(4) 

 
where this time 𝒘 ∈ 𝑅  and 𝑅 𝜼  is a regulatory term 
to ensure a good representation of the data and to avoid 
the problem of vanishing (sub)gradients with respect 
to 𝜼: 
 

 𝑅 𝜼 ≔ ∑
||𝒙 𝜼 𝒙𝒊||

||𝒙 ||
  (5) 

 
In (5), 𝛼 ∈ 𝑅 is a penalty parameter for the 

regulatory term. In Section 4 we provide the 
subgradients of (4) with respect to 𝜼. These can be 
calculated provided that the partial derivatives of Φ 𝜼  
are known [1, 2]. 

One of the main advantages of support vector 
machines is their ability to be used with Mercer kernels 
[3]. Even though in this case, usually the dual form of 
the SVM objective is considered, popular algorithms 
exist which optimize the primal objective as well  
[3, 4]. In this work, we consider the objective presented 
in [3]: 
 

min
∈ℋ

λ||𝑓||ℋ ∑ max 0,1 𝑦 𝑓 𝒙 , (6) 

 
where λ  1/𝐶, ℋ is a reproducing kernel Hilbert 
space and by the representer theorem [20] we can look 
for the solution 𝑓 in the form 
 

 𝑓 𝒙 ∑ β 𝑘 𝒙, 𝒙  𝛃 ∈ R , (7) 
 
provided that the inner product 𝑘 ⋅,⋅  of ℋ is known. 
We omitted the bias parameter 𝑏 from (6) to simplify 
the expression, but it could easily be incorporated as 
well. Because of (7), supplementing the objective (6) 
with orthogonal transformations naively would yield a 
problem that has a complexity of 𝒪 𝑞  for every 
update of the parameters. This is because evaluating 
the term ||𝑓||ℋ using (7) requires us to calculate the 
inner products 𝑘 𝒙𝒊, 𝒙  for every possible index 𝑖, 𝑗. 
To overcome this, we propose using instead the 
modified objective 
 

min
𝛃∈ ,𝜼∈

∑ max 0,1 𝑦 ∑ β 𝑘 𝑥𝑖, 𝑥𝑗  𝑅 𝜼 , (9) 
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where 𝑅 𝜼  is the regulatory term from (5) and 𝑥  
denotes the transformed vector Φ 𝜼 𝒙 . This notation 
will be used throughout the rest of the paper. Similarly, 
to the linear case, this regulatory term is responsible 
for ensuring that the projections P 𝜼 𝒙  approximate 
the examples 𝒙𝒊 well, while keeping the problem of 
vanishing gradients at bay. In our experiments  
(Section 5) we show that problems can be constructed 
when the simplified data representation through the 
proposed method allows for easier separation  
of the classes. 
 
 
4. Training the VP-SVM Classifiers 
 

We note that the proposed VP-SVM objectives (4) 
and (9) are not differentiable everywhere. Because of 
this, we can only utilize subgradient based methods to 
perform the minimization task. The subgradients of a 
function 𝑓: 𝑅 → 𝑅 are defined at the point 𝒙 as the set 
of vectors 𝒈 ∈ 𝑅  for which 

 
 𝑓 𝒛 𝑓 𝒙 𝒈 𝒛 𝒙 , (10) 

 
for all 𝒛 in the domain of 𝑓. If the function 𝑓 is convex 
and differentiable, then the subgradient coincideces 
with the gradient. The above-mentioned objective 
functions are subdifferentiable with respect to the 
learnable parameters. In addition, 𝒙 is a minimizer 
point of a convex function 𝑓 if and only if 0 ∈ ∂𝑓 𝒙 , 
or in other words 0 is a subgradient of 𝑓 at 𝒙. This 
property allows for the construction of optimization 
algorithms using the notion of subgradients. 

In [4] an efficient subgradient based algorithm is 
presented to minimize the objective functions (3) and 
(6). The adaptation of this algorithm to train VP-SVM 
will be part of our future work, however in this study 
we used the stochastic subgradient descent (SSGD) 
[14] method for training. In each step of the training 
process, we randomly select a single example 𝒙𝒊, 
calculate the subgradient of the objective function with 
respect to the learnable parameters, then update the 
parameters. This in practice means that the objective 
functions being minimized change from the form 
presented in section 3. For example, instead of 
calculating the subgradients of objective (3), in single 
step of SSGD we would subdifferentiate the modified 
loss 
 

 𝑞 ⋅ 𝐶 ⋅ max 0,1 𝑦 𝒘 𝒙𝒊   ||𝒘|| , (11) 
 
where 𝑞 denotes the total number of examples and 𝐶 is 
a hyper-parameter that controls the tradeoff between 
the margin and the hinge loss. Again, the bias 
parameter was omitted for simplicity. We can modify 
the proposed linear VP-SVM objective (4) similarly by 

 
𝐽 𝒘, 𝜼 𝒊  ≔ 𝑞 ⋅ 𝐶 ⋅ max 0,1 𝑦  𝒘 𝑥𝑖  

 ||𝒘||   𝑅 𝜼, 𝒙 , (12) 

 
where for better scalability we also change the 
regularization term (5) to 

 𝑅 𝜼, 𝒙 ≔ α ⋅
||𝒙𝒊 𝜼 𝒙𝒊||

||𝒙 ||
  (13) 

 
The subgradients of (12) exist with respect to  

𝜼 and 𝒘, and can be expressed as 
 

 
𝒘,𝜼

𝒘

𝒘 𝐶 ⋅ 𝑞 ⋅ 𝑦 𝑥 , 𝑖𝑓  𝑠 0
𝒘, 𝑒𝑙𝑠𝑒 

, (14) 

 
where 𝑠 ≔  1 𝑦  𝒘 𝑥  and 
 

𝒘,𝜼

𝜼

𝐶 ⋅ 𝑞 ⋅ 𝑦 ⋅
𝑥𝑖
𝜼

𝜼,𝒙

𝜼
, 𝑖𝑓 𝑠 0

𝜼,𝒙

𝜼
, 𝑒𝑙𝑠𝑒 

, (15) 

 

In (15), the gradients 
𝜼 𝒙

𝜼
   and 

𝜼,𝒙

𝜼
 

can be calculated provided that the partial derivatives 
of Φ 𝜼  are known with respect to 𝜼 [1, 2]. For the 
exact formulas we refer to [1]. Once (14) and (15) have 
been calculated, the stochastic subgradient descent 
algorithm updates the parameters with 

 

 
𝜼 → 𝜼 γ ⋅

𝒘,𝜼

𝜼
 and  

𝒘 → 𝒘 𝛾 ⋅
𝜕𝐽 𝒘, 𝜼

𝜕𝒘
 

(16) 

 
If the learning rate 𝛾  is sufficiently small, then the 

above-described stochastic subgradient descent 
algorithm is guaranteed to converge [14]. 

Similarly, to the linear case, the proposed nonlinear 
version of the VP-SVM objective (9) can be trained 
using the SSGD algorithm. In this case, the objective 
to be optimized can be expressed as 
 

𝐽 𝛃, 𝛈 ≔ 𝑞𝐶 max 0,1 𝑦 ∑ β 𝑘 𝑥𝑖, 𝑥𝑗   
𝑅 𝜼, 𝒙 ,

(17) 

 
where 𝑅 𝜼, 𝒙  is defined by (13). The subgradients of 
(17) with respect to the learnable parameters are  
given as 
 

 𝜷,𝜼

𝛃𝒋

𝐶𝑞 𝑦 𝑘 𝑥𝑖, 𝑥𝑗 , 𝑖𝑓 𝑢 0
0, 𝑒𝑙𝑠𝑒 

, (18) 

 
and 
 

𝜷,𝜼

𝜼

𝜼,𝒙

𝜼
𝐶𝑞 𝑦 ∑ β

,

𝜼
, 𝑖𝑓 𝑢 0

𝜼,𝒙

𝜼
, 𝑒𝑙𝑠𝑒 

  (19) 

 
In (18) and (19) the subgradients are determined by 

the magnitude of 
 

 𝑢 ≔ 1 𝑦 ∑ β 𝑘 𝑥 , 𝑥    
 

Furthermore, in (19) the partial derivatives with 
respect to 𝜼 clearly depend on the choice of the kernel 
𝑘 ⋅,⋅ . If, for example one chooses the popular radial 
basis kernel function defined as 
 

 𝑘 𝑥, 𝑦 ≔ 𝑒
||   ||

,  
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then 𝑘 𝑥 , 𝑥 ≔ 𝑘 Φ 𝜼 𝒙 , Φ 𝜼 𝒙  becomes 
 

 
𝑒

𝜼 𝒙 𝜼 𝒙

 = 𝑒
𝜼  𝒙 𝒙

 
 

 

and 
𝜼 𝒙 , 𝜼 𝒙

𝜼
 can be given as 

 

-𝑒
𝜼 𝒙 𝒙

⋅ 2 ⋅ Φ 𝜼 𝒙 𝒙 ⋅ ⋅
𝜼 𝒙 𝒙

𝜼
  

 
For a fixed kernel, in each step of the SSGD 

algorithm the parameters 𝜷 and 𝜼 can be updated 
similarly to the linear case (16) once the subgradients 
(18) and (19) have been calculated. 

 
 

5. Experiments 
 

We demonstrate the utility of the proposed VP-
SVM classifier (9) through an example problem. In our 
case study, the training examples 𝒙 ∈ 𝑅   
𝑖  1, … , 𝑞  consisted of the linear combinations of 

the first two so-called adaptive Hermite functions [17]. 
These functions are closely related to the classical 
Hermite orthogonal polynomials [15, 16]. Namely, let 
 

 ℎ 𝑥 , 𝑥 ∈ 𝑅   

 
denote the k-th Hermite polynomial. These form a 
complete orthogonal system in the weighted Lebesgue 
space 𝐿 𝑅 , where the weight function is given as 
𝑤 𝑥   𝑒 . We can then introduce the so called 
Hermite functions by 
 

 
φ 𝑥 ≔ 

ℎ 𝑥 ⋅ 𝑒 / ⋅ √π / 2 𝑘! 𝑘 ∈ 𝑁, 𝑥 ∈ 𝑅
(20) 

 
The functions defined in (20) form a complete 

system in 𝐿 𝑅  and are orthonormal with respect to 
the usual inner product: 
 

 φ , φ   φ 𝑥 φ 𝑥 𝑑𝑥   δ    
 

These functions and their subsequent 
generalizations form the basis of many signal 
processing applications [1, 6, 8, 11, 17, 18]. To 
properly describe the training set for our case study, we 
need to mention the affine argument transformations  
of (20) 
 

 
φ , 𝑥 ≔ 

√λφ λ 𝑥 τ  𝑥, τ ∈ 𝑅, λ 0, 𝑘 ∈ 𝑁 , 
(21) 

 

known as adaptive Hermite functions [17]. Adaptive 
Hermite functions have been especially useful for 
modeling quasi-periodic signals with quasi-compact 
support. 

We constructed each example for our dataset by 
fixing the affine parameters 𝜼 ≔ λ, τ  and taking the 
linear combinations of the first two adaptive Hermite 
functions: 

 

 
𝒙 ≔ 𝑐 , φ 𝜼 𝑐 , φ 𝜼 , 

𝑐 , , c , ∈ 𝑅, 𝑖  1, … , 𝑞  
(22) 

 
where φ𝒌 𝜼  is an equidistant sampling of (21). The 
parameter 𝜼 ≔ λ, τ  remained constant for every 
example 𝒙 , and two classes were introduced through 
linear parameters 𝑐 ,  and c , . This was done in a way, 
that the points given as 𝑐 , , 𝑐 ,  were randomly 
chosen from two concentric circles as shown in Fig. 1. 
 
 

 
 

Fig. 1. LEFT: 𝒙𝒊 training examples generated by adaptive 
Hermite functions. RIGHT: Corresponding 𝒄𝟎,𝒊, 𝒄𝟏,𝒊  

parameters from (22). 
 
 

In the VP-SVM, the columns of the matrix Φ 𝜼  
also contained the adaptive Hermite functions (21). 
The idea in this case was to demonstrate, that if the 
correct 𝜼 ≔ λ, τ  are learned during the training 
process, then the examples shown on left side of Fig. 1 
become more easily separable (the right side of Fig. 1). 
We minimized the objective function (17) using the 
methods described in Section 4. We compared the 
accuracy of VP-SVM on the set with a classical 
nonlinear SVM classifier also trained using SSGD. 
Both classifiers used an RBF kernel with the same σ 
parameter. Accuracy scores on the training and on the 
test, sets are shown in Fig. 2 during each epoch of the 
training. 

By Fig. 2, the above-described experiment 
provides a proof of concept for the utility of the 
proposed VP-SVM classification algorithm. Since 
many anomalies detection and classification tasks have 
been studied, where features are extracted by 
orthogonal transformations [6, 8, 19], we are hopeful 
that the proposed algorithms can also be used to solve 
real world problems. VP-SVM provides a lightweight 
model-based machine learning approach for 
classification problems. This can be especially useful 
when model driven machine learning methods have 
been shown to provide good results, however the 
available computational capacity does not allow for 
using deep neural networks [8]. 
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Fig. 2. TOP: training accuracies of VP-SVM (orange)  
and SVM (blue) using RBF kernels. BOTTOM: accuracy 

scores on unseen (validation) data at different epochs. 
 
 
6. Conclusion 
 

By utilizing variable projections, we proposed 
novel extensions of the usual SVM objectives. We 
discussed a training scheme using stochastic 
subgradient method for the proposed classifiers. We 
demonstrated the efficiency of our method through a 
simulated test scenario. The proposed VP-SVM 
extends the classical SVM classifiers with an 
automatic feature extraction scheme defined by 
adaptive orthogonal transformations. The learned 
parameters of the feature extraction can be  
interpreted [1]. 

The latter property is of utmost importance when 
applying the proposed classification scheme to 
biomedical signal processing tasks (such as illness 
recognition), which will be part of our future work. In 
addition, VP-SVM provides a lightweight alternative 
to similar deep learning-based feature learning and 
classification schemes such as [1, 10]. Using VP-SVM 
can be helpful in situations where computational 
capacity is limited [8]. 
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Synchronization in Multi-channel Burst Mode Demodulator for DVB-RCS 
Satellite Receiver: A Multi-core DSP Implementation 

 
Laxmaiah P., Dileep K. G. and Hari Prasad S. V. 

Centre for Development Of Telematics (C-DOT),  
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Summary: This paper presents the design and implementation of a multi-channel burst mode demodulator for DVB-RCS 
satellite receivers. As satellite terminals are power limited and have a small antenna aperture, the use of powerful error 
correction codes at very low SNR is mandatory. The implemented demodulator is able to achieve a good synchronization of 
time, frequency and phase under very low SNR. The proposed design efficiently uses the multi-core DSP for multi-channel 
implementation. As each channel requires complex signal processing stages, the implementation is carried out by considering 
proper trade-off between implementation complexity and processing time. Simulations and functional verification of the 
demodulation algorithm are performed in Matlab and algorithm implementation is based on fixed-point C. The receiver design 
is prototyped for 10 MF-TDMA channels in Texas Instruments (TI) multi-core C66x DSPs. 
 
Keywords: Satellite, Multi-core DSP, DVB-RCS, RCST, MF-TDMA, Synchronization, Design prototyped in DSP. 
 

 
1. Introduction 

 
Satellite communication systems are generally 

operated for large downlink coverage. However, recent 
applications like DVB-RCS standard [1-2], an 
interactive on-demand multimedia satellite 
communication system, demands an uplink channel 
from the terminal via the satellite to the service 
provider’s gateway/hub. The satellite terminals 
installed at the user location are in general power 
limited and have a small antenna aperture. Because of 
this antenna power limitation, strong error-correcting 
codes, like turbo codes, need to be applied and because 
of small antenna aperture, the signal to noise ratio 
(SNR) remains relatively rather low. Hence the use of 
powerful error-correcting coding schemes, permitting 
operation at very low bit energy to noise density ratios 
(Eb/N0), is almost mandatory. The turbo codes require 
almost ideal synchronization of time, frequency and 
phase at the receiver to achieve maximum coding gain. 
Moreover, the phase noise performance of the 
components used in relatively cheap terminals is not 
up to the standards. So, because of all these factors, in 
the current DVB-RCS demodulator designs, 
synchronization has been proven to be one of the major 
limitations on achievable performance. 

For a receiver to estimate all the channel 
parameters, DVB-RCS standard provides a preamble 
along with each data burst. To increase the spectral 
efficiency, the DVB-RCS standard kept the length of 
this preamble rather short. As DVB-RCS standard is 
using FDMA/TDMA modulation techniques in order 
to further improve the utilization of satellite capacity, 
the hub simultaneously receives MF-TDMA signals 
from several terminals. So, the hub architecture is 
generally based on multi-channel demodulator which 
simultaneously demodulates a number of bursts in 
different channels having different data rates. In this 

paper, we implemented a multi-channel burst mode 
demodulator algorithm with an estimation of all the 
synchronization parameters using the preamble. 

Various types of frequency offset and timing offset 
estimations using correlation methods are covered in 
[4-8]. The main thresholds for the design of estimator 
in real applications are its estimation accuracy at low 
Eb/N0, its estimation range and the most important, 
trade-off between implementation complexity and 
computational time. In this design, multi-channel 
demodulator having complex and multi-domain signal 
processing stages is realized in multi-core DSP by 
efficiently utilizing the eight parallel cores of the DSP. 
A data-aided feedforward approach is adopted here for 
synchronization of all parameters. The design proposes 
the implementation of a multi-channel receiver with  
10 MF-TDMA channels that are processed in parallel. 
As each channel is processed independently, the 
synchronization of a single channel is explained in this 
paper. The functional simulation of proposed design is 
carried out in MATLAB. 

This paper is organized as follows: Section 2 of this 
paper introduces the system model and burst structure. 
Section 3 discusses matched filtering. The timing 
synchronization of QPSK burst in the presence of 
frequency and phase offset is explained in Section 4. 
Section 5 deals with frequency and phase offset 
estimations. Section 6 describes hardware architecture 
and DSP-based implementation of the algorithm. In 
Section 7, the prototype test setup is explained. Finally, 
conclusions are given in Section 8. 
 
 
2. System Model 

 
The burst structure of different types of burst 

formats in DVB-RCS system is shown in Fig. 1. After 
the forward link synchronization [3], return channel 
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satellite terminal (RCST) sends a logon request in a 
common signaling channel (CSC) burst to initiate 
return link synchronization. The acquisition (ACQ) 
burst is transmitted to achieve coarse synchronization. 
After logon, synchronization (SYNC) burst is used to 
maintain the synchronization. Traffic (TRF) bursts are 
used for carrying useful data (asynchronous transfer 
mode (ATM) cells or MPEG2 transport stream 
(MPEG2-TS)) from the RCST to the 
gateway(s)/RCST. Each burst consists of the preamble 
(P) and data (D) except ACQ burst, where ACQ burst 
contains fixed frequency sequence in place of data. 
Every burst is surrounded by a guard time which 
allows for RCST power switch-off transient and 
system timing errors. Preambles are used for the start 
of the burst (SOB) detection, symbol timing recovery 
(STR), carrier frequency recovery (CFR) and carrier 
phase recovery (CPR). A few generic parameters used 
in the design are given in Table.1. 

 
 

 
 

Fig. 1. Burst structure in DVB-RCS systems. 
 
 

The complex envelope of the received signal 
sampled at the output of the matched filter is given by 

 
�̃� 𝑛𝑇   ∑ �̃�  𝑔 𝑛𝑇 𝑘𝑇 𝛿𝑇  𝑒   

𝑣 𝑛𝑇   (1) 

where ( )s t  (tilde denotes complex quantities) is the 

complex envelope of the QPSK signal, g(t) is the 
impulse response of the convolution of the transmitted 
pulse shaping filter (root- raised cosine, roll-off factor 
= 0.35) with channel impulse response and matched 
filter. T is the symbol duration and Ts = T / 4 is a 
sampling time. fd and θ are the frequency offset and the 
unknown carrier phase respectively. δ denotes the error 
due to random timing phase, which is assumed to be 
uniformly distributed in [0, T). ( )v t  is the complex-

valued white Gaussian noise with two-sided power 
spectral density N0/2. 
 
 

Table 1. System model specifications. 
 

Parameter Value 
FEC Double binary turbo code 

Pulse shaping 
Root raised cosine,  
roll-off = 0.35 

Traffic burst 
payload 

ATM or optional MPEG2-TS 

Modulation QPSK 
Access scheme MF-TDMA 
 
Fig. 2 shows the block diagram of the demodulator 

implemented in DSP. A data burst is sent to the digital 
automatic gain control (AGC) to make each sample to 
rms level of 2^10, as required by the algorithm. The 
AGC output is given to the main algorithm, which 
contains up sampling and matched filtering, 
synchronization and demodulation. After 
demodulation, the demodulator sends the soft decision 
bits to the turbo decoder for decoding. 

 
 

 
 

Fig. 2. Demodulator block diagram. 
 
 

3. Matched Filtering 
 

In real-time practical applications, it is very 
difficult to design the exact matched filter at the 
receiver as the receiver does not know the value of δ, 
the random timing phase. This issue can be resolved by 
up sampling the output of the digital down converter 
(DDC) by a factor and then feeding it to the matched 
filter and the output is sampled at higher rate. Here the 
symmetric property of the filter is utilized for reducing 
the computational complexity. 

4. Timing Synchronization 
 

A maximum likelihood (ML) method is used for 
timing offset estimation. Let Lp be the length of the 
preamble pattern, Ld is the length of data, Lg is the 
length of guard and L = Lp+ Ld + Lg. If the preamble 
pattern starts at the τ-th position, τ [0, L-1], then ML 
estimate ̂

 
is an integer that maximizes the conditional 

probability density 𝑓 �̅̃�|𝜏  of the received signal vector 
�̅̃�   �̃� , �̃� , �̃� , … . , �̃� . The result of ML 

with double correlation [7] is given in (2) 
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 (2) 

 
where the first term in the right-hand side is referred to 
as double correlation, which evaluates a correlation 
after properly multiplying the received signal with the 
preamble, the second term is the random data 
correction and   is the QPSK- modulated known 

preamble symbols of length Lp. Lted is the search length 
for start of burst finding. The start of burst is estimated 
using (2) by choosing the value of ̂  = n, which 
maximizes Sob(n). Since the computational 
complexity of timing estimation using (2) is more, i is 
restricted to vary from 1 to 2. 
The mean square error (MSE) of timing offset 
estimation versus Eb/N0 curve with random normalized 
frequency offset (fdT) is shown in Fig. 3. The result is 
measured on 10,000 bursts of different data rates with 
fdT that varies randomly in the range of [–0.18, 0.18] 
and phase variance = 0.3. The figure shows that high 
estimation accuracy of <10e-6 is achieved through the 
proposed design even at low Eb/N0 close to –1 dB. The 
high estimation accuracy is achieved due to random 
correction term. Because of the correction term, 
correlation amplitude calculated using (2) results in a 
negative value most of the time. So, it is very easy to 
implement (2) with less computational complexity by 
applying some threshold. Moreover, a short preamble 
is used for synchronization, again resulting in less 
computational time. 

 

 
 
Fig. 3. Normalized MSE of timing estimation versus Eb/N0 

curve with different fdT and a phase variance = 0.3. 
 

 
5. Frequency and Phase Offset Estimation 

 
The time-domain frequency estimators proposed in 

[4-6] exploit the sample correlations 

 1
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where w(m) is a smoothing function given by 
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The received signal is correlated with the conjugate 

of   from the start of burst (̂ ) onwards to get nz
and N1 ≤ Lp/2 is the number of correlators, which is a 
design parameter. 

As the DVB-RCS systems require operating at very 
low SNR and moreover, a short preamble is used for 
synchronization, it is very difficult to provide complete 
carrier recovery by only using M&M algorithm [5]. 
So, in this design M&M algorithm is used for coarse 
frequency offset fdc estimation. By choosing N1 = 12, it 
is able to estimate the frequency offset of 20 % of the 
symbol rate with the expense of some computational 
time. After correction of the estimated coarse 
frequency offset 𝑓  

 
on the down sampled signal to get 

nr   from which, the fine frequency offset fdf estimation 

is calculated. To find fdf, which is fd – 𝑓  , ML method 
is used. For the ML method to be more accurate, the 
modulation in each sample must be removed. The 
modulation removal method used in this design is 
�̃�   1, so that the received signal contains only 
unmodulated carrier and noise. The fourth power  
of nr   is 

 
 �̃�′ 𝑒 𝑣′′ , (7) 

 
where nv  is the noise term resulting from noise 

interactions. After the coarse frequency offset 
correction, let the remaining frequency error in the 
received signal have a range in between –fm and +fm. 
For minimizing the computational complexity of fine 
frequency offset estimation, an iterative method is 
used. First, the interval (Δf) from –fm to +fm is divided 
into R equal parts. So, the ML step size can be given as 
fstep = (Δf / R). ML rule for estimating fine frequency 
offset is given in (8), with ff varying from –fm to +fm 
with a step size of fstep 
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where Lml is ML estimation length. One of the R parts, 
which maximizes (8), is considered as the new interval 
for ML method. Likewise, the output obtained after 
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three to four ML iterations is treated as the estimated 
value of fine frequency offset 𝑓 . The total estimated 
frequency offset 𝑓  𝑓  is corrected on the 
downsampled signal. 

The received signal is then down sampled and 
corrected by estimated frequency offset. The 
estimation of carrier phase is performed on the,  
time-synchronized, frequency-corrected, down 
sampled received signal. The carrier phase estimate ̂  
is calculated using (9) as 

 
 𝜃   tan ∑ �̃�  𝛽∗

 , (9) 
 

where nr   is the frequency-corrected,  

time-synchronized, down sampled received signal. 
The received signal is demodulated after phase offset 
correction, and hard and soft decision outputs are 
determined. After the demodulation, the soft-decision 
outputs are transfers to the turbo decoder for decoding. 

Fig. 4 shows normalized MSE of frequency offset 
estimation versus Eb/N0 curve for different data rates. 
The result is measured on 10,000 bursts using fdT 
which varies randomly in the range of [–0.18, 0.18] 
and phase variance = 0.3. The figure shows that high 
estimation accuracy <10e-6 is achieved through the 
proposed design even at low Eb/N0 close to –1 dB. 
 

 
 

Fig. 4. Normalized MSE of frequency estimation versus 
Eb/N0 curve after timing recovery with a phase  

variance = 0.3. 
 
 
6. Hardware Architecture and DSP-based  
    Implementation of Algorithm 
 

The prototype hardware module of the receiver, as 
shown in Fig. 5, is having one Xilinx Kintex FPGA, 
two TI multi-core TMS320C6678 DSPs and Vitesse 
Ethernet switch. The C66x multi-core DSP contains 
eight cores and each core runs at 1.25 GHz. The  
multi-core shared memory controller (MSMC) 
provides a shared on-chip SRAM that is accessible by 
all the eight C66x cores. The two DSPs support two 

Ethernet media access controllers (EMACs) each and 
are connected to the Ethernet switch to support the user 
datagram protocol (UDP) packet transmission. The 
Kintex FPGA interfaces with DSPs using Serial 
RapidIO (SRIO) and external memory interface 
(EMIF16). Kintex FPGA performs DDC and FEC 
decoding whereas DSP performs synchronization and 
demodulation. 

 

 
 

Fig. 5. Prototype hardware module architecture. 

 
Flow chart for the demodulator implementation in 

DSP is based on multiple threads as shown in  
Fig. 6. Multiple threads are used to process various 
signal processing units of the demodulator, where core 
0 process packet processing, core1 process interrupt 
handler and data buffering, core 2 to 6 process 
synchronization and demodulation and core 7 process 
send/receive data to/from FEC decoder threads. 

FPGA stores I and Q samples of one burst of all the 
channels after DDC and send an interrupt to core 1 of 
DSP. Core 1 receives all the bursts of multiple 
channels from FPGA through the SRIO interface and 
transfers the data burst of the respective channels to the 
other cores (core 2 to 6, where each core processes 
single channel) for synchronization and demodulation 
through MSMC memory. After the demodulation, 
each core will transfer the demodulated data to core 7 
if the burst correlation level (length of the preamble) 
condition is satisfied. If the correlation level condition 
is not met, data will not be transferred to core 7 so that 
processing cycles will be saved. After receiving 
demodulated data at core 7, it transfers the data to 
FPGA for decoding over dedicated EMIF16 interface. 
After the completion of the decoding process, FPGA 
transfers the data back to core 7. After reception of the 
decoded data, core 7 transfers the data to core 0 
through MSMC memory. Core 0 packetizes the 
decoded data and transmits it to the network through 
Ethernet switch. 
 
 
7. Prototype Test Setup 
 

Fig. 7 shows the prototype test setup, which is used 
for verification, development, and testing of the  
DVB-RCS demodulator. Test vector files are 
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generated for multiple channels with different data 
rates in MATLAB and are loaded to Keysight vector 
signal generator (VSG). The combiner’s functionality 
is to combine the signal from VSG and AWGN from 
Noise generator and it generates noise added signal at 
70 MHz IF. The prototype hardware platform receives 
the noise-added 70 MHz multichannel signal. The 
output of the prototype hardware platform is 
demodulated and decoded packets can be captured in 
PC (Wireshark). 
 

 
 

Fig. 6. Flow chart of demodulator implementation. 
 

 
 

Fig. 7. DVB-RCS receiver test setup. 

Fig. 8 depicts bit error rate (BER) performance for 
an uncoded traffic burst which contains ATM or 
MPEG2-TS, and is evaluated at 270 ksps and  
1024 ksps symbol rates. A normalized carrier 
frequency offset, which randomly varies per burst in 
the range of [–0.18, 0.18], is considered. BER of the 
proposed demodulator is very close to theoretical 
performance. 

 
 

 
 

Fig. 8. BER performance (uncoded). 
 
 

Fig. 9 shows the performance of the DVB-RCS 
turbo coding. BER curve vs. Eb/N0 using AWGN 
channel is influenced by frame size in couples and 
code rate. Two frame sizes of length 212 and  
752 couples are considered for performance 
evaluation. The Max-Log-MAP decoding algorithm 
[9] with four iterations is used for turbo decoding. 
 
 

 
 

Fig. 9. BER performance with turbo codes. 
 

 
8. Conclusions 
 

DVB-RCS standard MF-TDMA demodulator for 
satellite receiver is implemented in multi-core DSP. 
The implemented receiver uses a multi-channel burst 
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mode demodulator algorithm, which successfully 
estimates all synchronization parameters even at low 
Eb/N0 close to 0 dB. The proposed multi-channel 
demodulator design effectively utilizes the eight 
parallel cores of the DSP to compute different signal 
processing stages. The proposed design efficiently 
demodulates 10 MF-TDMA channels in parallel. 
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Summary: In order to motivate the user to change her/his behavior or attitudes, for instance to practice physical activities to 
improve her/his well-being, virtual agents should have persuasive capabilities. The persuasiveness of the virtual agent not only 
depends on its speech but also on its non-verbal behavioral cues. In this paper, we propose the new tool called THRUST (from 
neuTral Human face to peRsUaSive virTual face), to automatically generate the head movements and facial expressions of a 
persuasive virtual character from a video of a human. Combining a machine learning approach on a corpus of persuasive 
human speech and a convolution-based method, we propose a model, based on real data of persuasive human message that 
transforms the non-verbal behavior of the human expressed in a video to a persuasive non-verbal behavior replicated on a 
virtual face. 
 
Keywords: Multimodal cues, Persuasion, Embodied conversational agent, Machine learning methods, Convolution. 
 

 
1. Introduction 
 

A key challenge in intelligent virtual agent research 
concerns the automatic generation of the embodied 
conversational agent’s behaviors, in particular related 
to social and emotional dimensions. In this article, we 
focus more particularly on the social skills of 
persuasion. Persuasion can be defined as “any message 
that is intended to shape, reinforce or change the 
responses of another or others” [1]. As highlighted in 
[2, 3], the persuasiveness of a message does not only 
depend on its content but crucially depends on all the 
multimodal components involving the different verbal, 
vocal and mimo-gestural levels (facial expressions, 
gestures, pitch). In this article, we particularly focus on 
the social signals expressed by non-verbal cues (facial 
expressions, head movements), that a virtual agent 
could express to be more persuasive. We do not 
consider the argumentative aspects (e.g., the 
identification of the arguments to convince, the order 
of the presentation of the arguments, the responses to 
the arguments of the persuade). As a first step, we 
concentrate our study on non-verbal cues of 
persuasion. 

The final goal of our project is to develop a 
persuasive Embodied Conversational Agent (ECA) to 
motivate elderly population to practice physical 
activity. In the intelligent virtual agent domain, several 
persuasive virtual agents have already been developed 
(e.g. [4-6]). The main approach to model persuasive 
behavior consists in identifying in the literature the 
behavioral cues that have an impact on persuasiveness 
and to integrate these cues in artificial agents. Indeed, 
the literature highlights some human’s behavioral cues 
related to persuasion, as for instance the body 
movements [2] or the prosody [5]. In the domain of 
virtual agents, some empirical research works have 
shown the importance of certain verbal and non-verbal 
cues to improve the virtual agent’s persuasiveness  

[7, 3]. However, as far as we know, no multimodal 
behavioral model to determine the verbal and  
non-verbal cues that a persuasive virtual agent should 
express during an interaction with a user, has been yet 
proposed. 

In this article, we propose a new tool called 
THRUST: from neuTral Human face to peRsUaSive 
virTual face. This tool automatically transforms the 
video of a human to a video of a virtual character with 
a persuasive non-verbal behavior. More precisely, the 
tool extracts automatically the head movements and 
the facial expressions of the human, modifies them 
based on a computational model that we proposed, and 
replay the computed head and facial movements on a 
virtual face. The main contribution of the paper 
concerns the computational model that automatically 
modified the head and facial movements extracted 
from the human face to persuasive movements 
replicated on the virtual face. 

One first challenge that has to be tackled to create 
such model is to identify more precisely the cues 
related to persuasion; i.e., the cues that we will modify 
to simulate persuasive behavior. For this purpose, in a 
first step, we propose to explore the relevant 
behavioral cues of persuasion using machine learning 
methods applied on a corpus of human videos. We 
consider the POM corpus [8] which is the only 
multimedia corpus created with annotations for 
studying persuasiveness to our knowledge. It contains 
web videos of speakers talking about different subjects 
in front of a camera. 

Based on machine learning classifiers, we have 
explored the behavioral cues of persuasion. In this 
work, special attention has been paid to create 
explainable models with interpretable features (i.e., 
features that we can understand contrary to raw data). 
Indeed, our objective in this first step is not to create a 
classification model to recognize persuasiveness, but 
to identify the relevant features that we have to 
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consider to create persuasive behavior on a virtual 
character. 

The second step to create the tool is to transform 
the relevant signals extracted from the human face to 
persuasive one. Since the POM corpus contains the 
real measurements of different non-verbal cues of 
human expression with neutral and persuasive attitude, 
we create a dictionary from these real data to define the 
references reflecting persuasive non-verbal behavior. 
Based on this dictionary, a convolution-based method 
has been applied. Note that in this work, we define the 
neutral attitude as to speak without being persuasive or 
without making the effort to be so. 

This article is organized as follows. In the next 
section, we present related works, i.e., the theoretical 
and empirical research works exploring the behavioral 
cues related to persuasion. We then introduce an 
overview of our proposed architecture to create 
persuasive behavior in Section 3. We detail the 
machine learning framework in Section 4. Then, 
Section 5 is dedicated to the convolution-based model 
that we propose based on the POM corpus. We present 
the implementation of our new automatic tool to 
generate a persuasive attitude in Section 6. We 
conclude in Section 7 by presenting the limits of the 
study and by discussing future works. 

 
 

2. Related Work 
 

The study of the persuasiveness of specific 
behavioral cues has been the main interest of various 
works, especially in the context of human-human 
interaction. The research works show the importance 
of several multimodal behavioral [2, 5, 9]. In this 
article, we focus on the non-verbal cues of 
persuasiveness. [2] proved that gestural and facial 
activity (e.g., gestures, body movements, facial 
expressions and smiles) improve the persuasion. At the 
interactional level, several works studied the positive 
impact of mimicry on persuasion [10]. In this article, 
we analyse corpora of monologue excluding the 
possibility of studying the interactional level. Other 
contextual elements, such as the appearance of the 
persuader [2], may impact the perceived persuasion. In 
this article, given the size of the considered corpus and 
the lack of contextual variability, as a first step, we do 
not consider the influence of the context. Based on the 
research showing the importance of face and head 
movements for persuasion [2], we consider in our 
study the facial expressions through the study of action 
units and the head movements. These behavioral cues 
considered as features of the learned models are 
presented in more details in Section 4.3. 

In the Intelligent Virtual Agent domain, to generate 
automatically the behavior of a virtual agent, two main 
approaches are identified in the literature. The first 
approach relies on rule-based systems that exploit 
linguistic information from the text and the meaning of 

                                                           
 
1 https://github.com/isir/greta/wiki 

gestures, facial expressions or head movements to 
determine the appropriate signals to express (e.g.,  
[11, 12]). Rule-based approaches remain very limited, 
given the variability of human expressions across 
modalities. In a much more recent approach, machine 
learning methods are used to automatically generate 
co-verbal gestures (e.g. [13]), facial expressions and 
body movements from speech (e.g. [14]) or from 
speech and text to take into account both acoustic and 
semantic information (e.g. [15, 16]). Most studies are 
based on deep neural networks (e.g. [13, 17, 16]) and, 
more recently, on the use of GAN architectures (e.g. 
[15, 14]). Our presented work differs from the existing 
models on different aspects: (1) we generate  
non-verbal behavior, not from speech or text, but from 
a video of a human with a neutral attitude; (2) we 
generate the facial and head movements whereas most 
of the existing models consider the body and head 
movements and (3) we explore the automatic 
generation of persuasive behavior whereas a limitation 
of the existing work is that the proposed models do not 
allow for the generation of different social-emotional 
behaviours. 

From a machine leaning perspective, few research 
works have investigated persuasion. The main work 
has been conducted by Park et al. [8, 18, 19] on the 
Persuasive Opinion Multimedia (POM) corpus 
consisting of 1000 movie review videos obtained from 
a social multimedia website called ExpoTV.com. As 
proposed by Park et al. [8, 18, 19], we use machine 
learning algorithms to explore persuasiveness. 
However, our work differs from the latter in several 
aspects: 
• Contrary to Park et al., in order to obtain 

explainable models, we do not use deep learning 
methods but “white box” classifiers such as SVM 
and Random Forest; 

• Still in our perspective of interpretability, we 
consider nonverbal features that can be simulated 
on a virtual character1; 

• Last but not least, our final objective is not to create 
a prediction model but to explore the non-verbal 
cues and use machine learning-based methods in 
order to create a persuasive artificial agent. 

 
 
3. General Architecture 
 

In this section, we present the general architecture 
of our system illustrated on the Fig. 1. 

Input. The system takes as input a video of a 
speaker talking about a specific topic in a neutral way. 
The input is not limited to real-time data video, it can 
be webcam video, recorded video files or sequences of 
images. The important aspect is to be able to extract 
the facial landmarks, the head poses, the eye gaze and 
the facial Action Unit (AUs) from the video. For this 
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purpose, we use the OpenFace tool1. We note these N 
measures as (Ui)i=1...N where we index them by i from 1 
to N and we design by each vector U the measured 
feature (for example AU1, AU2, AU12, head position 
according to x, y or z−axis, ...) and i its index in the 
variables set. In other words, the vector (Ui)i=1...N 

represents the values of the features characterizing the 
head and face movements extracted from the video of 
the human. These variables set (Ui)i=1...N represents the 
input of the “Model” box. 

Model: As illustrated in Fig. 1, the proposed model 
takes as input the set of features (Ui)i=1...N characterizing 
the face and head movements of a neutral human 
speaker and produces as output a set of features 
(Wi)i=1...N characterizing the head and face movements 
of a persuasive speaker. To compute how to modify the 
set of features to be persuasive, we combined a 

machine learning approach and a convolution-based 
method. The first steps consist in using machine 
learning methods on an existing corpus to identify the 
important relevant features to consider to simulate 
persuasiveness (Step 1, 2, and 3, Fig. 1). These steps 
are detailed in Section 4. Note that in these steps, we 
learn a classification model to automatically determine 
if the face and head movements are persuasive or not. 
This classification model is also used to verify that the 
transformed vector of characteristics (Wi)i=1...N is 
indeed considered as persuasive (illustrated on the  
Fig. 1 by the dotted arrow from the ”output” box to the 
”classification” box). The second steps consist in 
modeling a convolution-based method, from the data 
of the corpus, in order to determine how to modify the 
features to be persuasive (Step 4 and 5, Fig. 1). These 
steps are detailed in Section 5. 

 

 
 

Fig. 1. Global architecture of the system to automatically transform a neutral human video to a persuasive virtual character 
video. Input: a video of a human with automatic extraction of head and facial movements using OpenFace. Model:  
a computational model to automatically transform neutral non-verbal features to persuasive non-verbal features Output: a video 
of a virtual character replicating the behavior of the human but with persuasive head and face movements. 

 
Output. As output, the system produces a video of 

a persuasive virtual character. The virtual character 
replicates the same speech but with persuasive face and 
head movements. For this purpose, the “Output” box 
simulates the variables set (Wi)i=1...N on the embodied 
conversational agent Greta, and generates the target 
video. The vector (Wi)i=1...N represents the value of the 
head and face movements extracted from the video of 
the human and transformed to be persuasive. 

 
 

4. Machine Learning Framework 
 

In this section, we describe the steps 1, 2 and 3 
illustrated on the Fig. 1. 
                                                           
 
1 https://www.cl.cam.ac.uk/research/rainbow/projects/ 
openface/ 

4.1. Corpus and Features Extraction 
 

In the step 1 (Fig. 1), we consider a specific corpus 
and extract the features form the video of the corpus. 
Concerning the choice of the corpus, nowadays, few 
corpora in the research community are available to 
study persuasiveness. In this work, we consider the 
Persuasive Opinion Multimedia (POM) corpus [8]. 
This corpus is freely available and contains videos of 
speakers trying to convince on different subjects. POM 
corpus consisting of 1000 movie review videos 
obtained from a social multimedia website called 
ExpoTV.com. It contains different conversational 
videos cut into a total of 1096 thin slices. Each cut was 
annotated by different native English-speaking 
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workers of the United States. The research works 
conducted by Park et al. on this corpus [8, 19], show 
that behavioral cues can be used to predict extreme 
value of persuasion. This work has been conducted to 
automatically classify the persuasiveness of a human 
speech. In this article, we aim at exploring the corpus 
to identify the relevant features of persuasiveness, i.e., 
the non-verbal cues that enable a human to be 
perceived as persuasive. Then, we propose to 
determine the set of relevant features to consider to 
simulate persuasive message. For this purpose, we 
explore different sets of features and their impact on 
the performances of classifiers to evaluate their 
importance. 

Based on the theoretical and empirical research on 
persuasion presented above (Section 2), we consider 
the following groups of features: 

• Group 1: facial expressions: facial action units 
(AU1, AU2, AU4, AU5, AU6, AU7, AU9, 
AU10, AU12, AU14, AU15, AU17, AU18, 
AU20, AU23, AU24, AU25, AU16, AU28, 
AU43); 

• Group 2: emotions: Anger, Contempt, Disgust, 
Joy, Fear, Surprise, Confusion, Frustration. The 
emotions are computed based on vocal and  
non-verbal cues [18]; 

• Group 3: head movements: head position 
(displacement and rotation in (x, y, z) axes, speed 
of the head movement and its acceleration 
according to (x, y, z) axis; 

• Group 4: acoustic descriptors: fundamental 
frequency f0, peak slope. 

In order to explore the importance of these features, 
we propose to compute statistical functions for each 
feature: the mean, median, maximum, minimum, 
standard deviation and the variance. Note that even if 
we do not consider the acoustic features for the 
simulation on the virtual character, at this step, we 
consider relevant to evaluate the importance of these 
acoustic features in comparison to non-verbal ones. 

 
 

4.2. Formalization of the Classification Problem 
 

Our objective by using machine learning methods 
is to investigate the behavioral cues related to 
persuasion. As illustrated by the step 2 (Fig. 1), to 
identify the importance of the features in the 
perception of the persuasion, we consider a 
classification task: based on the features as input, the 
classifiers have to predict if the features are persuasive 
as output. 

Different classification methods could be 
considered (e.g., binary classification, multi-class 
classification, or regression). As a first step, we 
consider a binary classification to simplify the learning 
problem (i.e., prediction if persuasive or not). The 
accuracy of the prediction may depend on the chosen 
definition of the output classes. Indeed, we can choose 
to predict only extreme values (as proposed in [8]) or 
to split in two balanced classes without excluding 
middle values. In order to compare the different 

approaches, we propose to explore 2 strategies to 
define the clustering of the two classes: 

Strategy 1: This strategy considers the extreme 
values of the annotated persuasion to create two classes 
as proposed in [8]: one class clusters the values equal 
to or greater than 5.5 and the other class clusters the 
values equal to or less than 2.5 (for values ranging 
from 1 to 7); 

Strategy 2: With the above Strategy 1, the classes 
are imbalanced. Therefore, we propose in Strategy 2 to 
explore oversampling methods to increase the amount 
of data and to obtain balanced classes. The over-
sampling methods generate new samples of the 
minority class based on the existing dataset, in order to 
remove class imbalance. For this purpose, we propose 
to use SMOTE (Synthetic Minority Over-sampling 
Technique) algorithm [20]. 

 
 

4.3. Automatic Analysis of the Vocal  
       and Nonverbal Cues of Persuasion 
 

In the step 3 (Fig. 1), the objective is to test the 
clustering strategies proposed in Section 4.2 to 
compare the performances of the classifiers and then 
to select the most important features that ensure the 
highest prediction performances. We consider at this 
step both vocal and non-verbal cues. 

Classifiers: We propose to experiment different 
classifiers: the Naives Bayes (NB), the System Vector 
Machine (SVM) and the Random Forest (RF). These 
methods, among the best classifiers [21], have the 
advantage, compared with other statistical models such 
as RNN, to handle high-dimensional data with a high 
generalization power [22, 23]. They are also well 
suited for handling small datasets. All experiments 
were performed with 10-fold cross-validation (CV) 
where each CV was tested 10 times. 

Baselines: In order to estimate the performances of 
the different classifiers, we compute scores from 
classifiers returning random predictions, to establish 
baselines. We consider three different strategies: 
uniform (generates predictions uniformly at random) 
(noted BR), stratified (generates predictions with 
respect to the training set’s class distribution) (noted 
BU0) and most frequent (always predicts the most 
frequent class in the training set) (noted BU1). For 
each fold of the cross-validation, the random 
classifiers are fitted on the training set and used to 
generate predictions on the validation set, for  
each strategy. 

Prediction model: Each classifier will be fitted on 
the training set (80 %) and testing set on 20 % of the 
corpus. This experiment was performed with 10-fold 
cross-validation (CV) where each CV was tested  
10 times. The performances of the classifiers are 
evaluated though the classical metrics of accuracy and 
F1 weighted score (to cope with the unbalanced classes 
for the Strategy 1). Table 1 summarizes the 
performances of the different classifiers. We moreover 
compute the statistically significant differences of the 
obtained F-scores. The Student’s t-test is performed to 
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compute the statistical differences between the  
F1-scores of the classifiers and of the baselines 
obtained by the k-fold-cross-validation. This test is one 
of the recommended methods to compare the 
performance of machine learning algorithms [24]. 

Prediction results: In order to evaluate the 
importance of each group of features (facial 
expressions, emotions, head movements and acoustic 
descriptors) to predict the persuasion, we compute the 

performance scores of the classifiers considering each 
group of features as input and combinations of several 
groups of features. Table 1 summarizes the 
performances of the best classifiers and the significant 
differences with the baselines considering the different 
groups of features as input (the scores significantly 
different from the average scores of the 3 baselines are 
presented with gray cells on the table). 

 
 

Table 1. Performance scores of different classifiers (Support Vector Machine (SVM), Random Forest (RF), Naive Bayes (NB)) 
using two strategies. We design by Group 1: facial expressions, Group 2: emotions, Group 3: head movements,  
Group 4: acoustic descriptors. The highest scores are written in bold and the scores significantly different from the average 
scores of the 3 baselines are presented with gray cells. 

 

Considered features Classifiers 
Strategy 1 Strategy 2 

Accuracy score F1 weighted score Accuracy score F1 weighted score 

Group 
1 

SVM 0.64 0.66 0.64 0.73 
RF 0.71 0.74 0.67 0.67 
NB 0.66 0.63 0.66 0.64 

Group 
2 

SVM 0.54 0.71 0.54 0.96 
RF 0.55 0.58 0.55 0.53 
NB 0.54 0.55 0.54 0.56 

Group 
3 

SVM 0.63 0.65 0.63 0.62 
RF 0.72 0.074 0.72 0.71 
NB 0.57 0.55 0.57 0.45 

Group 
4 

SVM 0.61 0.65 0.61 0.65 
RF 0.69 0.51 0.69 0.51 
NB 0.72 0.62 0.72 0.62 

Group 
1 + 3 

SVM 0.64 0.69 0.64 0.67 
RF 0.69 0.83 0.74 0.82 
NB 0.64 0.55 0.64 0.50 

Group 
1 + 4 

SVM 0.45 0.55 0.45 0.56 
RF 0.52 0.70 0.54 0.68 
NB 0.63 0.68 0.63 0.68 

Group 
3 + 4 

SVM 0.71 0.72 0.71 0.71 
RF 0.74 0.76 0.74 0.78 
NB 0.54 0.57 0.59 0.65 

Group 
1 + 3 + 4 

SVM 0.65 0.73 0.65 0.73 
RF 0.76 0.74 0.81 0.72 
NB 0.64 0.56 0.64 0.56 

Group 
1 + 2 + 3 + 4 

SVM 0.63 0.74 0.63 0.74 
RF 0.76 0.76 0.77 0.68 
NB 0.64 0.53 0.64 0.56 

 
The results (Table 1) show that the emotions 

(Group 2) do not enable us to obtain significant 
differences with the baselines. In others words, the 
emotions are not sufficient to predict persuasion. In the 
same way, the group of features containing only head 
movements (Group 3) or only acoustic features (Group 
4) lead to performances not significantly different from 
the baselines. However, the facial expressions 
(features of the Group 1) provide good performance 
scores with significant differences with the baselines. 

Considering combinations of groups of features, 
the result reveals than the combination of non-verbal 
and vocal cues improves significantly the accuracy 
score. These results are in line with the research on 
persuasion showing the importance of multimodality 
for perceived persuasion. Finally, the best accuracy 
score is obtained by combining facial expressions 
features, head movements and vocal features. 

4.4. Modelization of the Non-verbal Cues  
       of Persuasion 
 

In the previous section, we have considered both 
verbal and non-verbal features. The results show that 
the set of features with the facial expressions (AUs), 
the head movements and the vocal features ensures 
efficiently the persuasion prediction with the highest 
accuracy score (0.81). However, we obtain similar 
results considering only facial expressions features 
(Group 1) (accuracy score equal to 0.71 and F1 
weighted score equal to 0.74) or the combination of 
facial expressions features and head movement (Group 
1 + 3) (accuracy score equal to 0.74 and F1 weighted 
score equal to 0.82) (Table 1)). 

In this step, we focus on the non-verbal cues that 
can be simulated on the embodied conversational agent 
Greta: AU1, AU2, AU4, AU5, AU6, AU7, AU9, 
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AU10, AU12, AU14, AU15, AU20, AU23, AU25, 
AU26, AU45. Note that we do not consider the AUs 
related to lips movements. We plan to use a specific 
tool to ensure the lips synchronisation on the speech 
because the AUs are not sufficient to synchronize 
speech and lips movements. Moreover, since the POM 
corpus is based on different videos in which the 
speakers give their point of views or feelings about a 
particular subject, we propose to avoid the disgust 
expressions (described in our case by the facial 
expression AU9 and AU10). Consequently, in order to 
ensure the transformation from neutral to persuasive 
non-verbal movements, as a first step, we consider 
only face and head movements by modifying the 
following features AU1, AU2, AU4, AU5, AU6, AU7, 
AU12 (in Group 1) and head movement according to 
(x, y, z)-axis (in Group 3). Note that we have run our 
prediction model presented in Section 4.3 with these 
considered features and we have obtained a good 
performance score with an accuracy score equal to 0.63 
and F1 weighted score equal to 0.73. 

 
 

5. Convolution-based Model 
 

In the steps 4 and 5 (Fig. 1), we define how to 
transform the non-verbal features (considered as 
important for persuasion in the previous steps) to 
increase the persuasiveness of a virtual speaker. These 
steps are based on the data of the POM corpus. Indeed, 
for each important non-verbal selected feature, we 
propose to generate a signal that describes on average 
its dynamic according to all the sequences of POM 
corpus classified as persuasive or neutral. More 
precisely, since each video in POM corpus is annotated 
with respect to thin slice method [25], we consider 
each slice as a sample and the average value of each 
non-verbal behavior dynamic as a reference. After 
considering all the slices, we obtain a signal that 
describes the average values that non-verbal cue takes 
with respect to a persuasive attitude. This makes a 
reference for each non-verbal cue (i.e., feature) to 
follow in order to build a persuasive attitude. These 
references will be noted (Mi)i=1,..,N. We remind that N 
is the number of considered features, i its index and M 
presents the reference of each feature (expression 
facial units (AU1, AU2, ...), head movements). 

Concerning the convolution-based strategy, at this 
step, we have two types of data: (1) the features set of 
the neutral human video noted Ui, (2) the reference of 
each non-verbal cues Mi build in the previous step 
based on the POM corpus. In order to adapt the 
dynamic of the values Ui and make it persuasive, we 
apply a convolution product between Ui and Mi. This 
step can be considered as an average filtering where 
the Ui input follows the specific properties of the Mi 

function. Since the size of each Mi depends on the used 
corpus, an inadequacy with the input size Ui may occur. 

                                                           
 
1 https://github.com/CherniAfef/THRUST-Tool 

To avoid this problem, a re-sampling treatment of each 
Mi according to the size of its corresponding input Ui 

is highly recommended at this step. Moreover, we 
propose to apply the convolution product to the i-th 
variables (Ui and Mi) with respect to windows with size 
w to keep the same level of reference evolution and 
avoid the outliers. The results are noted Wi. We remind 
that our convolution-based strategy proposed in this 
paper is applied only on the non-verbal cues that Greta 
takes into consideration (head movement according  
(x, y, z)-axis, and specific AUs). 

 
 

6. Implementation and Evaluation 
 

The entire process of our proposed tool illustrated 
in Fig. 1 has been implemented. The tool is called 
THRUST: from neuTral Human face to peRsUaSive 
virTual face. The entire code of the tool was provided 
in open source on GitHub1. We present examples of 
outputs of the system in Fig. 2 considering two 
different embodied conversational agents of the Greta 
platform: one female and one male. The resulting 
videos show that the proposed tool can be used on 
virtual characters of various appearances. In the Fig. 2, 
we compare (1) the videos replicating directly the 
features extracted from the human video on an ECA, 
i.e., without any transformation and (2) the videos after 
the transformation of the model to create persuasive 
non-verbal behavior. The videos are available in 
THRUST channel2. 

The resulting videos show a significant difference 
of the face and head movements of the two videos. 
While the movements in the video without 
transformation is quite stable, in the video after the 
transformation, we can notice eyebrow movements 
and smiles. In order to evaluate these results, we first 
propose an objective method based on the persuasion 
classifier. Indeed, since we have built an efficient 
classifier that ensures the persuasion prediction 
(Section 4.2, Table 1), we propose to use it to test if the 
output of the model is correctly classified. We use the 
best identified classifier (Random Forest). To evaluate 
the model objectively, we have generated 50 videos 
(25 recorded human faces, replayed on virtual 
characters of the same gender and transformed to  
25 videos of persuasive virtual faces). These videos 
correspond to 5 different speeches, each speech 
produced by 5 different participants (3 female and  
2 male) and lasts around 10 seconds. In total, we have 
generated 25 videos of neutral virtual faces (replay of 
the recorded human features on a virtual face) and  
25 videos of persuasive virtual faces (output of the 
model). Using the classifier, the results show that all 
the videos transformed by our model are classified as 
persuasive whereas those before the transformation are 
classified as neutral. This first objective evaluation 
constitutes a first validation step of the proposed tool. 

2 https://www.youtube.com/channel/ 
UC87g8UeHbMJync8n8DjLe8g/videos 
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Fig. 2. Screenshots at the same time of two studied cases: (1) and (2) played with the virtual female character “Emma”  
of Greta, (3) and (4) played with the virtual male character “John” of Greta. (1) and (3) present the input data (neutral 

attitude), (2) and (4) present the output of our model (persuasive attitude). 
 
 

The next step is to conduct a subjective evaluation 
of the generated videos. In a perceptive study, we plan 
to ask participants to evaluate the believability and 
naturalness of the generated behavior (as proposed in 
[26]) but also the perceived persuasiveness of the 
virtual characters: both from the video before and after 
transformation. Different questionnaires would be 
considered to evaluate the level of persuasiveness such 
as Godspeed questionnaire [27] with some 
modifications in order to adapt it to persuasiveness 
context. Note that the video will be played without 
sound to avoid the lip synchronization problem and the 
effects of the speech on the perception. 

 
 

7. Conclusion and Perspectives 
 

In this article, we have proposed a new tool, called 
THRUST (from neuTral Human face to peRsUaSive 
virTual face), to automatically transform a video of a 
neutral human face to a video of a virtual character face 
expressing persuasive head and face movements. To 
create such a tool, we have based our work on real 
videos of human with different levels of 
persuasiveness. Combining a machine learning 
approach and a convolution-based model, the proposed 
tool modifies automatically the relevant features of the 
face expressions and head movements to increase the 
persuasiveness of the behavior. The objective 
evaluation of the resulting video shows that the video 
generated by the tool as in fact automatically classified 
as persuasive. 

The presented work presents some limits. We have 
limited the considered features according to the 
available corpus (POM corpus, the only corpus that 
contains persuasion annotations) and given the freely 
accessible toolbox (Greta and OpenFace used in our 
work). In a second step, we aim at extending the study 
to other multimodal features and in particular to vocal 
ones in order to improve the persuasive model and 
build an automatic artificial agent able to speak and 
express itself persuasively. 
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Summary: This paper introduces machine learning (ML)-based identification of data-driven virtual channels to predict vehicle 
dynamics and durability-related quantities that require instrumentation of expensive and/or hard-to-install sensors (e.g., wheel 
force transducers) when performing a proving ground track test to characterize both the ride & handling dynamic behavior of 
a new vehicle and to confirm its conformity with standard metrics. In such a test, replacing expensive and/or hard-to-install 
physical sensors by data-driven virtual channels will certainly reduce the test time on the proving ground track, and hence 
decrease the total cost required. The identification and validation of the obtained data-driven virtual channels are illustrated by 
means of a real-life data set measured from a full vehicle that was undergoing different handling maneuvers (e.g., sine sweep 
maneuver). The obtained results showed that the estimations retrieved from the identified data-driven channels agree well with 
the measured quantities. 
 
Keywords: Machine learning, Neural network, Wheel center loads, Data-driven virtual channel, Vehicle dynamics, Proving 
ground, Automotive. 
 

 
1. Introduction 

 
In automotive proving ground testing, the vehicle 

is traditionally heavily instrumented with different 
types of physical sensors that are needed to 
characterize the dynamical behavior of a newly 
designed variant of a certain vehicle. The physical 
sensors used in such type of tests could include some 
expensive and/or hard-to-install sensors. For instance, 
in vehicle dynamics and endurance tests, wheel force 
transducers are needed to measure the dynamic forces 
acting on the center of the wheel hub of the tested 
vehicle. The wheel center loads (WCL) are important 
inputs when evaluating the ride & handling and/or the 
durability performance of a car. Wheel force 
transducers are known to be costly and cumbersome-
to-install which makes it difficult to conduct test 
campaigns on multiple vehicles. Data-driven virtual 
channels aim at replacing such type of transducers to 
increase the reliability and to reduce the cost of 
measurement campaigns. The basic idea is to utilize 
other quantities that are cheaper and easier to be 
measured in order to estimate the expensive and/or 
cumbersome-to-install physical sensor’s signals. 

A current trend in the automotive industry is that 
autonomous driving and driving assistance functions 
are gaining importance. This trend is accelerating the 
development of virtual channels, not only due to the 
increasing usage of control units to improve the overall 
dynamical behavior of the vehicle and to ensure 
stability, but also due to the continuing increase of the 
number of vehicle variants and the high number of 
conditions to be tested in the design phase. Data-driven 
virtual channels can be constructed using different 
degrees of complexity, namely white, grey, and black 
boxes, as such delivering a different set of values  
[1-4]. Black box models have the advantage of being 
reduced order models (ROM) in comparison with the 

white and grey box models. Being ROM makes them 
(i.e., the black-box models) convenient and compact 
digital twins for the modelled system. This 
contribution will introduce the identification of 
machine learning (ML)-based data-driven black box 
models that aim at estimating the wheel center loads 
(WCL) of a full vehicle as outputs, given other signals 
that can be measured by cheap and easy-to-install 
sensors as inputs. Both linear and nonlinear time series 
regression models are considered in this work. 
 
 
2. Theory: Linear ARX & Nonlinear ANN 
 

In this section, a brief introduction to the adopted 
time series regression machine learning models in this 
study will be given. Two time series regression models 
namely the linear autoregressive with exogenous input 
(ARX) model and the nonlinear artificial neural 
networks (ANN) will be used to identify the targeted 
data-driven virtual channels. The linear ARX model 
describes the observed outputs as the sum of a 
regression on the previous input and output 
observations and of a white noise process that 
describes the equation error [5]. This gives the model 
represented by Eq. (1) (assuming a single input single 
output (SISO) system) with 𝑦 𝑡 , 𝑢 𝑡 , and 𝑒 𝑡  the 
output, the input, and the white noise disturbance (the 
equation error) respectively at time instant 𝑡, where 𝑛  
and 𝑛  are the ARX model orders.  

 
𝑦 𝑡  

∑ 𝑏 𝑢 𝑡 𝑖 ∑ 𝑎 𝑦 𝑡 𝑗 𝑒 𝑡  (1) 

 
 

The adjustable parameters are  
𝜃  𝑎 𝑎 ⋯ 𝑎 𝑏 ⋯ 𝑏 . In a 
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special case of that model where 𝑛   0 the output 
𝑦 𝑡  is modelled as a finite impulse response (FIR). 
For a multi-input multi output (MIMO) case, the 
output 𝑦 𝑡  is a 𝑁 -dimensional vector with 𝑁  the 
number of outputs, the input 𝑢 𝑡  is a 𝑁 -dimensional 
vector with 𝑁  the number of inputs, the coefficients 𝑏  
are 𝑁  𝑁  matrices, and the 𝑎  are 𝑁  𝑁  
matrices. 

Artificial neural network (ANN) is a powerful tool 
that has become a very popular choice of model 
structure in recent years when identifying a nonlinear 
dynamical system from time series input-output data 
[6]. The advantage of the ANN is that it does not rely 
on prior knowledge of the type of the nonlinearity or 
on a preconceived mathematical model for the 
nonlinear system under test. The ANN is composed of 
a set of connected input/output units, where each 
connection has a weight associated with it. These 
connections involve a mapping function that is in 
general a nonlinear function called the activation 
function (e.g., hyperbolic tangent sigmoid function). 
Assuming a neural network with one hidden layer, the 
general multi-inputs single output (MISO) relation of 
a time-regression NN can be written as follows: 
 

𝑦 𝑡   ∑ 𝑏 𝑤 𝜑 𝑏  

∑ ∑ 𝑤 𝑢 𝑡    

∑ ∑ 𝑤 𝑥  , 

(2) 

 

with 𝑁  the number of neurons in the hidden layer, 𝑁  
the number of the inputs to the network, 𝑁  the number 
of input delays, 𝑁  the number of the feedback delays 
(i.e. the delays imposed on the hidden layer outputs and 
sent back as input to the hidden layer), 𝑢 𝑡  the value 
of the 𝑖  input delayed by 𝑑 time samples, 𝑥  the 
output of the neuron 𝑗 at the past time sample 𝑘, 𝜑 the 
used activation function, 𝑤  the weight associated to 
the delayed input 𝑢 𝑡 , 𝑤  the weight associated to 
the delayed hidden layer output 𝑥 , 𝑏  the bias of a 
hidden neuron 𝑗, 𝑤  the weight associated to a neuron 
𝑜 in the output layer and a neuron 𝑗 in the previous 
hidden layer, 𝑏  the bias of a neuron 𝑜 in the output 
layer. From Eq. (2), the 3 basic architectures of the 
time series regression NN can be deduced. The basic 
feed forward NN (FFNN) architecture is deduced by 
setting 𝑁  and 𝑁  equal to zero. Feed Forward NN 
can be used for any kind of input to output mapping. 
However, it is preferred when modelling static  
input-output data meaning that there is no time-
dependency in the data sequence. In the FFNN, the 
information from the input layer to the output layer 
passing through the hidden layers always moves in one 
direction, and it never goes backwards. The time delay 
NN (TDNN) is imposed by setting 𝑁  to a certain 
positive integer value and 𝑁  to zero. In the TDNN, 
the input weight has a tap delay line associated with it. 
This means that both the instantaneous and the past 
input samples will be used to predict the instantaneous 
output sample. The recurrent NN (RNN) is reached by 

setting 𝑁  to zero and 𝑁  to a certain positive integer 
value. In the RNN each hidden layer has a recurrent (or 
a feedback) connection with a tap delay (i.e., 𝑁  in 
Eq. (2)) associated with it. This recurrent connection 
with a tap delay allows the RNN to acquire state 
representation. Having this state representation allows 
the RNN to not only learn from the provided inputs but 
also from the hidden state of the network. The Time 
delay NN (TDNN) and recurrent NN (RNN) are meant 
to model dynamic data where the data sequence has a  
time-dependency. The ANN learns from the provided 
input-output data. In this learning process, the 
parameters of the neural network (cf. biases and 
weights in Eq. (2)) are optimized using a 
backpropagation method (e.g., Levenberg-Marquardt 
(LM) optimization algorithm) over a predefined 
number of iterations (or epochs). When setting up the 
NN architecture, the basic hyperparameters to be set 
are the number of hidden layers and the number of 
neurons per layer. In case of TDNN and RNN the 
number of delays imposed on the inputs and internal 
states respectively also has to be set. 
 
 
3. Proving Ground Test 
 

The data used in this work originate from a vehicle 
dynamic proving ground test of a full electric sport car 
depicted in Fig. 1-top. The proving ground test track is 
located in Aldenhoven, near Aachen in Germany. The 
car was fully instrumented with different physical 
sensors types and was driven over the proving ground 
to perform certain vehicle dynamics-related 
maneuvers. The measured signals were acquired with 
a sampling rate of 1024 Hz for about 100 s. The four 
suspension systems (lower and upper control arms, 
steering knuckle, shock absorber) were instrumented 
with several (+ 50) strain gauges to measure the strains 
at specific locations and in different directions. The 
longitudinal, lateral, and vertical acceleration 
responses of the wheel hub center, the top-mounts 
connection points (connections between suspension 
system and car body), and the center of gravity of the 
car were measured via tri-axial accelerometers. The 
wheel center loads (WCL) acting on the wheel hub 
center were measured at each wheel using wheel force 
transducers (cf. blue circles on each wheel in  
Fig. 1-top). Each wheel force transducer acquires the 3 
forces acting along the 𝑥-axis (the backward 
longitudinal direction), 𝑦-axis (i.e., the lateral 
direction), and the 𝑧-axis (i.e., the vertical direction) 
and their corresponding force moments around those 
3-axes. These force transducers are known to be costly 
and cumbersome-to-install which makes it difficult to 
conduct test campaigns on multiple vehicles. In 
addition to the acquired strain, acceleration, WCL 
signals, some driver action signals (e.g., steering wheel 
angle, steering torque, engine throttle, brake pressure) 
and the displacements of the 4 suspension systems 
were also acquired. 
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Fig. 1. Instrumented vehicle (top) and the time histories  
of the steering angle applied to the steering wheel 

representing the performed lateral maneuvers. 
 

Together with those signals acquired by external 
sensors, +140 CAN bus signals were also acquired 
with a sampling rate of 512 Hz. To assess the ride & 
handling performance of the tested car, five different 
vehicle dynamic-related maneuvers are performed 
where the car was mainly under a lateral excitation. 
Fig.1-bottom shows the time histories of the applied 
steering wheel angle for the five maneuvers performed. 
The performed maneuvers in this test were sine sweep, 
straight driving plus small sine, double lane change, 
step right, and step left maneuvers. The different 
signals measured while performing those maneuvers 
are traditionally used to calculate some key 
performance indicators (KPIs) that are used to assess 
the ride & handling performance of the tested car [7]. 
In the vehicle dynamic context, the measured wheel 
center loads (i.e., 3 forces & 3 force moments) acting 
on the wheel hub center are used to determine 
important handling -related parameters. For instance, 
during cornering, lateral force of the vehicle is exerted 
to the four tires and thus they experience side-slips. 
The angle between the direction of tire's heading and 
travel direction is known as tire slip angle α, and there 
exits  𝐹   𝐶  𝛼, where 𝐹  is the lateral wheel center 
force and where the proportional constant 𝐶  is known 
as the cornering stiffness, defined as the slope of the 
curve for 𝐹  versus α at α = 0. The side slip angle α 
varies under different lateral forces, and therefore 
needs to be estimated in real time for control 
applications [8]. Hence, replacing those costly and 
cumbersome-to-install physical force transducers 
needed to measure the different wheel center loads by 
accurate black-box data-driven virtual channels would 
allow to have cheaper and fast instrumentation which 
however still delivers high value data. Having this 

cheap black-box data-driven virtual channel would 
accelerate the testing campaigns when testing multiple 
vehicles, and also increase the feasibility of the 
application of the control strategies. 
 
 
4. Results and Discussion 
 

This section of the paper deals with the 
identification and validation of linear and nonlinear 
black-box data-driven virtual channels that can be used 
to replace the physical wheel force transducers. The 
different steps performed to set up the linear & 
nonlinear models’ structures will be detailed in the 
Subsection 4.1. In the Subsection 4.2, the prediction 
accuracy and the generalizability of the identified  
data-driven models will be tested using unseen input 
data that have not been seen by the models in the 
training phase. The prediction accuracy in the time-
domain will be quantified by the following  
goodness-of-fit criterion [9]: 

 

 
𝐺𝑜𝐹 100  

1 ,

, ,
 %, 

(3) 

 
with 𝐿 ,  and 𝐿  the measured and estimated 𝑗  
wheel center load channel and where ‖.‖ indicates the 
2-norm of a vector. The 𝐺𝑜𝐹  % can take values  

∞ 𝐺𝑜𝐹 100 with 𝐺𝑜𝐹  = 100 % indicating 
perfect fit and 𝐺𝑜𝐹  = ∞ an extremely poor fit. 
 
 
4.1. Inputs Selection & Model Training 
 
4.1.1. Training Data 
 

As it was mentioned in Section 3, the available data 
consist of five different lateral maneuvers whereby 
each of them has repeated runs (i.e., different 
realizations). Two realizations of the sine sweep 
maneuver are considered for the training of the 
intended data-driven virtual channel while the other 
maneuvers (sine, double lane change, step right, and 
step left) are kept as unseen data to test the 
generalizability of the identified data-driven models. 
The sine sweep maneuver, compared to the sine and 
double lane change maneuvers, has the advantages that 
the excitation frequency increases over time. 
Compared to the step steer maneuver, the sine sweep 
has the advantage of exciting in both the positive and 
negative directions in the same measurement run. 
Considering those advantages of the sine sweep 
maneuver over the other ones, makes it logical to 
consider it for the training of the models. The first 
realization of the sine sweep is used to optimize the 
parameters of the trained model while the second 
realization is used as a validation set to avoid the 
overfitting during the training (i.e., the training process 
will stop in case the validation fit error starts to 
increase with respect to the training fit error). 
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4.1.2. Input Channels Selection 
 

The Data-driven virtual channel approach aims to 
build a time series regression model that estimates a 
quantity that is costly and cumbersome-to-measure. 
The inputs to that model need to be carefully selected 
in order to reach the objective of the intended  
data-driven virtual channel. The inputs to the virtual 
channel are supposed to be measured by means of 
cheap and easy-to-install sensors, and they need to 
show a high correlation with the targeted outputs (i.e., 
WCL in this work) in order to maximize the estimation 
accuracy. Therefore, a main step in building a  
data-driven virtual channel is to decide about which 
measured signals will be used as inputs to estimate the 
intended output quantity. In this work, the input 
channels are selected in such a way that they fulfill the 
abovementioned two criteria. 

As it was previously mentioned in Section 3, 
several strain and acceleration signals were acquired 
during this measurement campaign. From the practical 
point of view, accelerometers are cheaper and  
easier-to-install than the strain gauges. Moreover, the 
12-wheel center accelerations (3 accelerations  4 
wheels) measured at the center of the wheel hub 
showed quite good correlations with the 24-wheel 
center loads (6 WCL  4 wheels). 

 

 
 

Fig. 3. Pearson's linear correlation coefficient calculated 
between the 12-wheel center accelerations (vertical axis)  
and the 24-wheel center loads (horizontal axis). FL: front left 
wheel, FR: front right wheel, RL: rear left wheel, RR: rear 
right wheel. 

 
Fig. 3 shows the cross-correlation matrix that 

represents the values of the Pearson's linear correlation 
coefficients calculated between the 12-wheel center 
accelerations (WCA) and the 24-wheel center loads 
(WCL). From Fig.3, one can see that the WCA show 
quite good correlations with the 24 WCL. Considering 
these good correlations with the WCL, the low cost of 
the accelerometers as physical sensors, and their 
easiness-to-install, the wheel center accelerations 
(WCA) have been selected as input channels to the 
intended black-box data-driven model. 

4.1.3. Model Architecture Selection 
 

In this work and as previously introduced in 
Section 2, the linear ARX model and the non-linear 
artificial neural network (ANN) will be used to 
identify the intended data-driven virtual channel. For 
the linear ARX model, the model orders 𝑛  and 𝑛  (cf. 
Eq. (1)) have to be set. For the ANN model, the 
network architecture has to be set in terms of network 
type (i.e., feedforward (FFNN), time-delay (TDNN), 
or recurrent (RNN), number of hidden layers, number 
of neurons per hidden layer, and the number of input 
or feedback delays in case of TDNN or RNN 
respectively. To achieve that, a grid search 
optimization approach is adopted for both the linear 
ARX and the nonlinear ANN. In case of the linear 
ARX model, a range of model orders 𝑛  and 𝑛  is tried 
while making sure that the number of unknown 
parameters to be estimated does not exceed the number 
of the available data samples. The model order 
combination 𝑛  and 𝑛  that gives the lowest mean 
square validation error is then selected as the best 
model orders. The best validation performance was 
found for the case where 𝑛   0 and 𝑛   55. 

To set the neural network architecture, the number 
of hidden layers and the maximum number of neurons 
are firstly set by considering a feed forward NN in 
which the number of hidden layers is varying from one 
to three. The first hidden layer is allowed to have a 
number of neurons as 1, 5, 12, 24, 30, or 50, the second 
hidden layer is allowed to have a number of neurons as 
1,5, or 10, and the third hidden layer is allowed to have 
a number of neurons as 1 or 5. Based on the best 
validation performance (i.e., the lowest mean square 
validation error), this first hyperparameters 
optimization loop delivers a feed forward NN that has 
one hidden layer with 30 neurons. Then, extra 
complexity is added to the architecture by considering 
TDNN and RNN architectures where in both 
architectures one hidden layer with number of neurons 
as 1, 5, 12, 24, or 30 is considered together with a 
number of inputs (for the TDNN) or feedback (for the 
RNN) delays is allowed to be 1, 2, or 3 delays. The NN 
architecture that gave the best validation performance 
is found to be a recurrent neural network (RNN) with 
1 hidden layer, 30 neurons, and 2 feedback delays (cf. 
Fig. 4). For the training of the ANN, the Bayesian 
regularization backpropagation learning algorithm is 
used with number of epochs set to 50 and number of 
stopping fails set to 6 (i.e., the training process will 
automatically be terminated in case the validation error 
continues to increase for 6 consecutive epochs). 
 
 

 
 

Fig. 4. The optimized neural network architecture. 
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For the training of both the linear ARX model and 
the ANN, the inputs and outputs data are normalized 
such that the minimum and the maximum values of 
each signal are mapped to the interval [-1,1]. 
 
 
4.2. Model Inference & Validation Results 
 

In this section, the performance of the derived 
black box data-driven virtual channel (i.e., linear ARX 
model and the nonlinear RNN model) will be evaluated 
on unseen validation data sets (i.e., data sets that were 
not used in the models’ training phase) regarding to 
four lateral maneuvers (i.e., the sinusoidal, double lane 
change, step-right steer, and step-left steer maneuvers). 
For each maneuver, the identified data-driven models 
will be fed by the 12 measured wheel center 
accelerations (WCA) as inputs, and the models’ 
estimation of the 24-wheel center loads (WCL) will be 
compared to the real measured ones. The value of the 
goodness-of-fit calculated according to Eq. (3) is used 
to quantify the quality of the fit between the measured 
and the estimated quantities in the time-domain. In this 
exercise, a total of 96-wheel center loads (6 per wheel 

4 wheels  4 unseen maneuvers) are estimated. 
Since all the performed maneuvers are lateral ones, the 
lateral wheel center forces (𝐹 ) and their corresponding 
resulting force moments (e.g., 𝑀  that causes the 
vehicle to roll) could be the most important ones 
among the wheel center loads in this context. Due to 
the huge number of the estimated channels (i.e.,  
96 channels) and due to the fact that the performed test 
campaign was focused on the lateral dynamics, the 
estimation results of only four load channels (2 lateral 
force 𝐹  and 2 force moments around the x-axis 𝑀 ) 
are shown in Fig. 5 as an example. The numbers in the 
figures’ legends represent the goodness-of-fit between 
the estimated and the measured quantity calculated  
by Eq. (3). 

From Fig. 5, one can observe that a good 
correspondence between the measurements and the 
estimates is achieved by both the linear ARX model 
and the RNN where both follow the general trend of 
the measured signals. By having a deeper look on the 
time traces (cf., zoom-in shoots in Fig. 5) and by 
examining the goodness-of-fit values, one can clearly 
observe that the RNN model outperforms the linear 
ARX model. The RNN estimation (i.e., the black 
curve) more closely fits the measurements than the 
linear ARX model’s estimation. This can be explained 
by the fact that the nonlinear modelling capability of 
the RNN model enables it to capture the possibly 
nonlinear dynamics that are induced in the system 
under test due to the high excitation levels in the lateral 
directions.  

The same observations can also be made when 
examining the estimation results in the frequency-
domain. In Fig. 6, the power spectral density (PSD) of 
the estimated and the measured quantities are 
compared for the same wheel center load channels 
presented in Fig. 5. From Fig. 6, one can notice the 
superior performance of the RNN-based data-driven 

virtual channel over the linear ARX -based one where 
the PSD of the RNN estimation follows well the 
measured PSD. This can clearly be seen in the 
sinusoidal maneuver’s plot (i.e., Fig. 6 / top plot) 
where the RNN model follows well both the 
fundamental frequency peak (i.e., around 0.47 Hz  
the excitation frequency) and the second peak (i.e., 
around 0.94 Hz) which is basically caused by nonlinear 
dynamics of the system. 

The given results both in time and frequency 
domains show that the obtained RNN-based data-
driven virtual channel generalizes well given the fact 
that the validation data sets (the sinusoidal, double lane 
change, step-right steer, and step-left steer maneuvers) 
have not been seen by the model in the training phase. 
Estimating the WCL for 4 different unseen maneuvers 
with this good accuracy using the RNN-based data-
driven virtual channels which were obtained by 
training on data measured from only one performed 
maneuver indicates that this relatively simple approach 
has the capability to accelerate the testing campaign 
when a fleet of 𝑁  vehicles need to be tested for 𝑁  
various maneuvers, as the testing time can be reduced 
by a factor of 𝑁 . 
 
5. Conclusions 
 

In this paper, an identification approach of machine 
learning-based data-driven virtual channels that can 
accurately estimate the costly and cumbersome-to-
measure wheel center loads (WCL) of a full vehicle is 
demonstrated. Owing to their high correlation with the 
wheel center loads and their easiness to be measured 
via inexpensive sensors, the wheel center accelerations 
(WCA) are selected to be used as the input channels to 
the developed data-driven virtual channel. A linear 
ARX model together with different architectures of 
neural networks are trained using the measured wheel 
center accelerations and wheel center loads data from 
a sine sweep maneuver, while the same type of data of 
4 different maneuvers are kept as unseen data to test 
the generalizability of the trained models. In the 
training phase, the complexity of the linear ARX 
model and the optimal architecture of the neural 
network were set by adopting a grid search 
optimization approach in which the best validation 
performance was used as a model selection criterion. 

It was shown that both the trained linear ARX 
model and the recurrent neural network (RNN) are 
capable of estimating the wheel center loads with a 
reasonable accuracy even for data never seen during 
the training phase. However, the time and frequency-
domains’ results showed that the RNN-based virtual 
channel outperforms the linear ARX-based one owing 
to its nonlinear modelling capability that helped to 
capture the existing nonlinear dynamics of the system 
under test. The presented research delineates the high 
potential of using the time series regression neural 
network to build black-box data-driven virtual 
channels which can be used to replace the costly and 
cumbersome-to-install sensors in order to make the 
proving ground test campaigns more efficient. 
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Fig. 5. Time histories: the estimated wheel center load  
by the linear ARX and nonlinear RNN data-driven virtual 

channels compared to the measured ones. 

 

 

 

 
 

Fig. 6. Power spectral density: the estimated wheel center 
load by the linear ARX and nonlinear RNN data- driven 

virtual channels compared to the measured ones. 
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Abstract: In this paper, we propose a novel strategy for minimizing energy consumption in a Wireless Sensor Network using 
embedded machine learning techniques. Our approach uses a Convolutional Neural Network model embedded in a cluster 
head node to predict nodes' data to minimize communication instead of transmission of real one. Thanks to this method, the 
sensor nodes can remain in idle mode and save 90 % of their energy in comparison to normal transmission. In order to validate 
our algorithm, we have developed a wireless network consisting of electronic boards that can communicate in LoRaWAN, 
which are compatible with The Things Network server. The results of this test bench show that with this method, it becomes 
possible to reduce the number of transmissions in the wireless sensor network and to put the sensor nodes in idle mode much 
longer. This technique allows us to reduce Energy Consumption, and therefore, increases the overall lifetime of the wireless 
sensor network. 
 
Keywords: Embedded artificial neural network, Wireless sensor networks (WSN), Energy efficiency (EE), Data prediction. 
 

 
1. Introduction 

 
Nowadays, there are multiple applications using 

Wireless Sensor Networks (WSN) like smart cities, 
smart farming, health care, manufacturing, and many 
others. Wireless nodes are deployed in remote places 
to collect information from sensors and transmit data 
to base stations. However, the limited amount of 
energy in batteries does not allow for long-term 
operation of these applications. Minimizing the Energy 
Consumption (EC) of a WSN is, therefore, a crucial 
problem.  

The development of Artificial Intelligence (AI) has 
allowed the emergence of many innovative approaches 
to address a wide range of problems [3]. Thanks to the 
evolution of technology, their integration is made 
possible in an embedded system, i.e., as close as 
possible to the data, and therefore to sensors. This 
allows a reduction in the need for communication and 
provides a potential solution to minimize the EC of 
WSN. Some research has been done on power 
consumption models for WSN by predicting sensor 
nodes' data instead of communicating them. For 
example, in [1], the authors worked on a Linear Mean 
Square (LMS) error-based algorithm, implemented on 
every node of the network. The sensor nodes don’t 
transmit their data as long as the difference between 
the prediction and the captured data is less than a 
threshold. But in this method, the LMS algorithm 
makes only one prediction for the next instant and the 
sensor nodes must wake up from the idle mode for 
capturing for every sample period. In [2], the authors 
used an Artificial Neural Network (ANN) approach. 
Their algorithm predicts nodes data. Then, nodes can 
avoid data transmission and stay in idle mode. The 
prediction is performed on a central computer in a star 
topology. 

In this paper, we propose a novel strategy by 
deporting the prediction algorithm in the network 
architecture. The proposed algorithm is deployed at the 
level of the cluster head elected among a set of nodes. 
With this method, it becomes possible to place nodes 
in idle mode more regularly, reduce the number of 
transmissions in the network and thus save energy at 
various levels. The WSN, therefore, gains autonomy. 
 
 
2. Proposed Prediction Algorithm 
 

The field of embedded AI and in particular on very 
limited computing resources such as microcontrollers 
(TinyML) is experiencing significant advances and 
finds its full meaning in our application. The algorithm 
can be deployed to provide predictive intelligence 
based on collected and analyzed data. The principle of 
the strategy is to place the ANN model for node data 
prediction at the cluster head level in a hierarchical star 
topology (Fig. 1). 

 In this proposed network, the node sends the 
collected data to the cluster head. First, the cluster head 
with this data predicts the data for the next sample 
periods. In this step, predicted data for one sample 
period mixed with old ones (previous predictions and 
collected) are used for another prediction. Since the 
next values can be predicted, we won't need to transmit 
them. Thus, the sensor nodes can go into idle mode and 
remain there for more than one sample period. In the 
second step, the data are transmitted to the base station 
for display and visualization. In this way, we reduce 
the number of transmissions and increase the overall 
lifetime of the network.  

Our baseline ANN model is a Convolutional 
Neural Network (CNN). The architecture is detailed in 
Table 1. The CNN uses a 1D kernels. The notation c 
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denotes the use of a convolution layer, p the use of 
maxpooling layer and fc the use of fully-connected 
layer. For example, 20-c2 for the first layer means that 
it is composed of 20 convolution kernels of size 2. The 
activation function in our network is ReLU and we 
have a final fully-connected layer for prediction. 
According to the topology of Fig. 1, we do the training 
for the three nodes with the same CNN. We 
concatenate 15 consecutive values for each sensor in 
an input vector of the CNN, and at the output, we 
recover a vector of the next ones for each of them. 
 
 

 
 

Fig. 1. Network topology. 
 

Table 1. Architecture of the model studied 
 

model Layer1 Layer2 Layer3 Layer4 Layer5 

CNN 20-c2 p2 15-c6 p2 60-fc 
 
 
3. Experiment and Results 
 

In our project, the Mean Squared Error (MSE) is 
used as a prediction quality metric. Thus, the weaker it 
is, the more we can potentially turn off the nodes. In 
order to evaluate the quality of our method, we 
designed a network consisting of three sensor nodes, 
one cluster head node, and a base station (Fig. 1). The 
nodes are electronic boards that can communicate in 
LoRaWAN. These boards have been developed at the 
Laboratoire d'Electronique Antennes et de 
Télécommunications (LEAT) in partnership with 
RFThings. The station is a The Things Network server. 
In the following experiment, the data used to represent 
the sensors are Ozone concentrations, measured by the 
Laboratoire Central de Surveillance de la Qualité de 
l'Air (LCSQA) in France with their stations in Nice 
Arson, Cannes and Antibes [4].  

Fig. 2 represents the comparison between the real 
data (in blue) and the predicted one (in orange) of node 
2. In this figure, the curves of the predicted and the real 
data are very close.  
In Fig. 3, we can see the evolution of average MSE. 
The CNN model converges with an average MSE of 
177.6205 giving 116.85, 191.49, and 224.52 
respectively for each node. That means that the data 
prediction algorithm performed well. The Fig. 4 
presents the evolution of the current consumption 
while sending a message (on LoRaWAN) for a node. 
By keeping a node in idle mode for a sample period, 
we can save 90% of the energy in comparison to 
normal transmission. 

 
 

Fig. 2. Evolution of real and predicted data for node 2. 
 

 
 

Fig. 3. Evolution of model’s MSE.  
 

 
 

Fig. 4. Current consumption of a sensor node 
 
 
4. Conclusion 
 
In this work, a new strategy to reduce power 
consumption in a WSN by making data predictions to 
minimize communication with an embedded CNN on 
a cluster head node has been proposed. We checked the 
performance of the developed prediction model, and 
the results show that the prediction data is very close 
to the real one. In this first experiment, our method 
allowed a reduction of the energy consumption by a 
factor 2. As a future scope of work, our algorithm will 
be fully deployed with a suitable routing protocol and 
multi-sensors to evaluate more realistic values of the 
number of transmissions that can be avoided and the 
power saving. 
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Summary: For tasks, like milling, welding, water-jet cutting or deburring, industrial 6-joint manipulators are redundant, as 
they have more mobilities than required by the task. The extra mobility can be exploited to avoid the joint limits. Exploring 
the self-motion of the manipulator at each end-effector position requires moving onto the null-space of the instantaneous 
Jacobian matrix, a very time-consuming procedure. However, this exploration can be precomputed, and saved as the bounds 
of the self-motion for a grid of workspace end-point positions. The ANFIS fuzzy logic system is used to predict these bounds 
of the feasible region of joint trajectories. Therefore, the complexity of solving redundancy is taken off-line in the training 
dataset, including its knowledge of redundancy. Once the self-motion bounds are known for a specific joint, the user or a 
decision-making system can select the most appropriate solution within the feasible region. By using an ANFIS system of 8 
fuzzy sets on the x and y inputs, good numerical results are obtained on the prediction of self-motion bounds. 
 
Keywords: Inverse kinematic, Redundant manipulator, Self-motion, Fuzzy logic, ANFIS. 
 
 
 
1. Introduction 

 

Most of the robotic tasks, like milling, welding, 
water-jet cutting or deburring, require less than  
6 degree-of-freedom (DOF). When perform with an 
industrial 6-joint manipulator, the latter is said 
redundant, and the extra mobility can be used to avoid 
joint limits. This is obviously an issue of major 
relevance for motion planning and control purposes 
[1]. The geometrical methods solve the inverse 
kinematics at the displacement level with the nonlinear 
equations with possibly multiple solutions. They 
usually set arbitrarily one joint and verify if the limits 
are satisfied on the other joints. Analytical methods 
solve the same problem at the velocity level by 
projecting a joint motion onto the null-space of the 
instantaneous Jacobian matrix. They both suffer from 
the lack of continuity, the possible bad conditioning of 
the Jacobian, and a heavy computational load [2, 3]. 

Artificial intelligence methods rely on forward 
kinematics to compute a training dataset and use an 
interpolating tool, like fuzzy logic, to predict solutions 
with smaller computational load [4]. For example, a 
fuzzy neural network is used to compute a joint hint as 
the minimum-norm solution of the instantaneous 
Jacobian matrix and used in an iterative procedure to 
converge to an accurate solution [5]. However, they 
suffer from a lack of knowledge of redundancy [6]. 
 
 
1.1. Self-motion Behavior 
 
A planar 3-DOF redundant manipulation is shown in 
Fig. 1, while performing a straight-line trajectory from 
P1 to P2. At the mid-point, configuration B is the one 
selected by the user. Configurations A and C are both 
at the limit of its joint displacement. 

 

 
 

             (a) Manipulator geometry                      (b) Straight line from P1 to P2              (c) Self-motion at mid-point of P1–P2 

 
Fig. 1. The planar 3-DOF redundant serial manipulator. 
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The null-space manifold of trajectory P1-P2 is 
shown in Fig. 2. The joint limits are represented by the 
six planes of the feasible box. Each black curve is the 
self-motion of the manipulator, i.e., maintaining the 
EE position while moving the manipulator joint. The 
minimum-norm solution is shown in green, while any 
solution curve on the surface of the manifold from the 
self-motion P1 to the self-motion P2 is a feasible 
solution. For this trajectory, the upper bounds of  
self-motions initially come from θ1

max, then from θ2
max, 

and finally, from θ3
max, while the lower bounds come 

from θ2
max. Since the null-space manifold is only 

composed of feasible self-motions, it is bounded by the 
first joint which reaches its limit. 
 

 
 

Fig. 2. Null-space manifold from P1 to P2. 
 
Fig. 3 shows the projection of the null-space 

manifold onto each individual joint. Apparently, all the 
curves that cross the self-motion from P1 to P2 are 
feasible solutions. For θ1, we obtain the bounds as 
described previously. For θ2, both bounds are equal to 
θ2

max between steps 6 to 18. However, the  
minimum-norm solution is a curve that intersects the 
self-motions, but not always between the bounds. 
Selecting solution curves between bounds is too 
restrictive for path planning. Clearly, the  
minimum-norm solution should also to be considered. 

 
 

1.2. Self-motion-bounds Prediction 
 
We propose to compute off-line the minimum-

norm solution together with the upper and lower 
bounds of each manipulator self-motion for a grid of 
positions [7]. A fuzzy logic system will be trained  
off-line in order to predict on-line the bounds of the 
self-motions. Then a user or a decision-making system 
will be able to selection a feasible trajectory on the 
surface of the manifold that satisfies the required 
trajectory and other criteria. 

 
 
2. Workspace Discretization 
 

The manipulator workspace is divided into three 
zones of different density, as shown in Fig. 4. An 

analytical method is used off-line at each point to 
compute the upper and lower bounds of the self-
motion together with the minimum-norm solution. The 
dataset contains 3356 points for training and 100 
undisclosed points for testing purposes with the 
manipulator geometry and trajectory shown in Fig. 1. 

 
 

 

 

 
 

Fig. 3. Projection of the self-motion of Fig. 2 on each 
individual joint: the minimum-norm solution is in green, 
while the bounds limited by θ1 in blue, limited by θ2 in red 
and limited by θ3 in purple. 

 
 

 
 

Fig. 4. Discretization of the workspace. 
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3. Bounds Prediction with ANFIS 
 

The Adaptive Neuro-Fuzzy Inference System 
(ANFIS) is an artificial neural network with hybrid 
learning procedure that combines the principle of 
fuzzy set theory and fuzzy inference systems with the 
learning ability of the neural networks. ANFIS from 
the MATLAB’s Fuzzy Logic Toolkit is used in  
this work. 

Three different ANFIS systems, such as the one 
shown in Fig. 5, are trained for the prediction of  
θ1-upper-bound, θ1-lower-bound and θ1-minimum-

norm-solution. The input layer consists of x and y 
variables with 8 Gaussian membership functions. 
Therefore, a maximum of 64 rules using AND operator 
(minimum and product) and OR operator (maximum 
and probor) is used on the fuzzification layer with 
consequent as Sugeno-type linear relationship on the 
output. The centroid is used for defuzzification 
method. 

After 150 training epochs, we compare the upper 
and lower bounds of self-motion as predicted by 
ANFIS with the test dataset. As shown in Fig. 6, the 
bounds prediction is very close to the test dataset. 

 
 

 
 

Fig. 5. ANFIS bounds prediction structure. 

 
4. Numerical Example 
 

The prediction of bounds with fuzzy logic is 
validated on a triangular trajectory C from P0 = [-1 3]T 
to P1 = [1 3]T to P2 = [0 4]T and back to P0. Along the 
trajectory, we use ANFIS to predict the bounds of the 
self-motion, such as shown in Fig. 7. 

 

 
 

Fig. 6. Bounds prediction and testing dataset. 
 

The computation is performed by ANFIS in just a 
few milliseconds rather than minutes by analytical 
methods based on the projection of a gradient vector 
onto the null-space of the instantaneous Jacobian 
matrix. Once a solution of a joint position is selected, 
we use a deterministic geometrical method to compute 
the other joint positions. Obviously, multiple joint 
solutions still exist, but their number is greatly reduced 
as well as the complexity of the equations to be solved. 

For trajectory C, if we plot the self-motion bounds 
along θ2 (instead of θ1 as in Fig. 6), we obtain bounds 

that cross each other for which the minimum-norm 
solution becomes useful to the user. 
 
 

 
 

Fig. 7. Self-motion-bounds along trajectory C. 
 
 
5. Conclusions 
 
ANFIS has been successfully used to predict the  
self-motion bounds of a planar 3-DOF redundant serial 
manipulator. The resolution of the x and y input grid 
must to be adapted in order to achieve the desired 
prediction accuracy on the self-motion bounds. Their 
prediction by ANFIS takes only a few milliseconds 
with the computation of other joint positions. The 
methodology should to be extended to manipulators 
with more joints and having both positioning and 
orientation mobility. This ANFIS bounds prediction 
tool facilitates users’ trajectory planning. 
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Summary: Most of the saliency methods are evaluated on their ability to generate saliency maps, and not on their functionality 
in a complete vision pipeline, like for instance, image classification or salient object subitizing. 

In this paper, we study the problem of salient object subitizing, i.e., predicting the number of salient objects in a synthetic 
image (SID4VAM and Toronto). This task is inspired by the ability of people to quickly and accurately identify the number 
of items within the subitizing range (1-4). This means that the subitized information will tell us the number of featured objects 
in a given image, and will thus subsequently obtain the location or appearance information of the featured objects, and 
everything will be done within a weakly supervised configuration. 
 
Keywords: Saliency prediction, Subitizing, Object recognition, Deep learning and convolutional neural network. 
 

 
1. Introduction 

 
For humans, object recognition is a nearly 

instantaneous, precise, and extremely adaptable 
process. Furthermore, we have the innate ability to 
learn new classes of objects from a few examples  
[1, 2]. The human brain reduces the complexity of 
incoming data by filtering out some of the information 
and processes only those things that grab our attention. 
This, combined with our biological predisposition to 
respond to certain shapes or colors, allows us to 
recognize at a glance the most important or outstanding 
regions of an image. This mechanism can be observed 
by analyzing which parts of the image’s humans pay 
more attention to; for example, where they fix their 
eyes when they are shown an image [3]. The most 
accurate way to record this behavior is by tracking eye 
movements while the subject in question is presented 
with a set of images to evaluate. 

Computational estimation of salience (or salient or 
salient regions) aims to identify to what extent regions 
or objects stand out from their surroundings or 
background to human observers. Saliency maps can be 
used in a wide range of applications, including object 
detection, image and video understanding, and lastly 
eye tracking. On the other hand, we know that the 
human visual system can effortlessly identify the 
number of objects in the range 1 to 4 by doing just one 
glance [4]. Since then, this phenomenon, coined later 
by [5] as Subitization, has been studied and tested in 
various experimental settings [6]. 

Therefore, inspired by subitization and the results 
obtained in [7, 8], the main objective of this project is 
to incorporate the subitization of salient objects (SOS), 
in order to improve the results obtained in the thesis. 
This means that the subitized information will tell us 
the number of outgoing objects in a given image, and 
thus subsequently provide us with the location or 
appearance information of the outgoing objects 
explicitly, and everything will be done within a weakly 
supervised configuration. It should be noted that when 

we train our network with the subitization 
supervisions, the network will learn to focus on the 
regions related to the outgoing objects. Therefore, we 
will design a saliency subitization process (SSP) 
architecture that is responsible for extracting attention 
regions as salience map. 

Finally, in this work we propose to design and build 
a convolutional neural network (CNN), which will 
basically consist of a process that will be in charge of 
SSP. The general model of our proposal is shown  
in Fig. 1. 

 

 
 

Fig. 1. Overview of our method. 
 
 

2. Related Work 
 

Saliency is generally known as local contrast [9], 
which generally originates from contrasts between 
objects and their surroundings, such as differences in 
color, texture, shape, etc. This mechanism measures 
intrinsically salient stimuli to the vision system that 
primarily attract the attention of humans, in the initial 
stage of visual exposure to an input image [10]. 

To quickly extract the most relevant information 
from a scene, the human visual system pays more 
attention to highlighted regions, as seen in Fig. 1. 
Research on computational saliency focuses on the 
design of algorithms that, like human vision, predict 
which regions of a scene stand out [11, 12]. 

Initial efforts to model saliency involved  
multi-scale representations of color, orientation, and 
intensity contrast. These were often biologically 
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inspired, such as the well-known work of [9, 13]. From 
that model, a large number of models were based on 
the manual elaboration of these features to obtain an 
accurate saliency map [14, 15], either maximizing [16] 
or learning statistics from natural images [10, 17]. 
Relevancy research was further driven by the 
availability of large datasets that enabled the use of 
machine learning algorithms, primarily pre-trained on 
existing human fixation data. 

The question of whether saliency is important for 
object recognition and tracking has been raised in [18]. 
More recent methods take advantage of end-to-end 
convolutional architectures by fine-graining on 
fixation prediction [19, 20]. But the main goal of these 
works was to estimate a saliency map, not how 
saliency might contribute to object recognition. 

Several works have shown that having the saliency 
map of an image can be useful for object recognition. 
For example, in [21, 7]. Since the saliency map can 
help focus attention on the relevant parts of the image 
to improve recognition. Additionally, it can help guide 
training by focusing backpropagation on relevant 
image regions. In previous work, we have shown that 
saliency modulated image classification (SMIC) is 
especially efficient for training on datasets with few 
labeled data [7]. The main drawback of these methods 
is that they require a trained saliency method. Also, in 
[8] we show that this restriction can be removed and 
that we can hallucinate the saliency image from the 
RGB image. By training the network for image 
classification on the ImageNet dataset [22], we can 
obtain the saliency branch without using human 
reference images. 

Recently, the progress in the detection of salient 
objects has grown substantially, mainly benefiting 
from the development of Deep Neural Networks 
(CNN). In this work [23] a CNN based on the use of 
super pixels for saliency detection was proposed. 
Instead [24] used multi-scale features extracted from a 
deep CNN. In [25] proposed a multi-context deep 
learning framework to detect salient objects with two 
different CNNs, which were useful for learning local 
and global information. In [26], they proposed a 
saliency detection framework, which extracted the 
correlations between object contours and RGB features 
of the image. On the other hand, [27] defined a 
pyramid-shaped structure to expand the receptive field 
in visual attention. In [28], they introduced short 
connections for edge or contour detection. Zhu, on the 
other hand, in [29] proposed a visual attention 
architecture called DenseASPP, to extract information. 

Chen in [30] proposed a spatial attenuation context 
network, which recursively translated and aggregated 
the context features in different layers. 

Tu En [31] introduced an edge-guided block to 
embed boundary information in saliency maps. Zhou 
in [32] proposed a multi-type self-attention network to 
learn more semantic details from degraded images. 
However, these methods rely heavily on pixel-based 
monitoring. Overcoming the scarcity of pixel-based 
data, we focus on the saliency detection task. 

Weakly supervised saliency detection. There are 
many works using weak supervisions for the saliency 
detection task. 

For example, Li in [33] used the image-level labels 
to train the classification network and applied coarse 
activation maps as saliency maps. Wang in [34] 
proposed a weakly supervised two-stage method by 
designing an inference network to predict foreground 
regions and Global Smooth Pooling (GSP) to 
aggregate responses from those predicted objects. On 
the other hand, Zeng in [35] designed a unified 
network, which is capable of weak monitoring of 
multiple sources, including image labels, captions, and 
pseudo-labels. Furthermore, they designed a loss of 
attention transfer to transmit signals between 
subnetworks with different supervisions. 

Different from the previous methods, we propose 
to use subitization information as weak supervision in 
the saliency detection task. Where we will first study 
the problem of subitization of the outgoing object and 
the relationships between subitization and saliency 
detection. 
 
 
3. Proposed Method 
 
3.1. Subitization of Salience Process (SSP) 
 

It should be noted that the information provided by 
the subitization process will indicate the number of 
outgoing objects in a given image [36]. Therefore, it 
will not explicitly provide the location or information 
related to the appearance of the output objects. 
However, when the network is being trained with 
subtizing (simulating supervised learning), the 
network will learn to focus on the regions related to the 
most salient (or salient) objects. For the same reason, 
we will design the SSP to extract these regions as if it 
were a salience mask. 

In addition, we apply the Grad-CAM technique to 
extract salient regions such as initial salience maps, 
containing the gradient information flowing into the 
last convolutional layers during the recoil phase. 
Gradient information represents the importance of 
each neuron during inference of the network. We 
assume that the features produced from the last 
convolutional layer has a channel size of K. And, 
finally we add an activation map with ReLU function 
layer, that this function filters negative gradient values, 
since only the positive ones contribute to the class 
decision, while the negative values contribute to other 
categories. The size of the saliency map is the same as 
the size of the last convolutional feature maps (1/8 of 
the original resolution). 

 
 

3.2. Experimental Setup 
 

Datasets. We have computed the saliency maps for 
images from distinct eye-tracking dataset, 
corresponding to 120 real scenes (Toronto), and  
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230 synthetic images with specific feature contrast 
(SID4VAM) see Table 1. We have computed these 
images class dataset with our approach, supervised 
artificial model that specifically compute high-level 
features (DeepGazeII, ML-Net, SAM, salGAN), and 
models biological inspiration (IKN, AIM, SDLF  
and GBVS). 

 
 

Table 1. Characteristics of eye-tracking dataset. 
 

Dataset Type # Images Resolution 

TORONTO 
Indoors & 
Outdoors 

120 681×511 

SID4VAM 
Synthetic 
pop-out 

230 1280×1024 

 
 

Networks architectures. We evaluate our 
approach using two network architectures: Alexnet 
[44] and Resnet-152 [43] and modify it to meet our 
requirement. In both cases, the weights were pretrained 
on Imagenet and then finetuned on each of the datasets 
mentioned above. The networks were trained for  
70 epochs with a learning rate of 0.0001 and a weight 
decay of 0.005. The top classification layer was 
initialized from scratch using Xavier method. The SSP 
consists of four convolutional layers for Alexnet and 
four residual blocks for Resnet-152. 

Comparison. In this work, we are going to 
compare our proposal with other models, for instance, 
DeepGazeII summed the center baseline whereas  
ML-Net and SAM the learned priors are used for 
modulating the result of the network. 
 
 

4. Conclusions 
 

In this paper, we proposed a method for the 
saliency estimation with subitizing supervision. We 
design a model with the Saliency Subitizing process 
SSP. Our method could outperform other weakly 
supervised methods and even perform comparable to 
some fully supervised methods. 
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Summary: Optical quality inspection plays a major role in the manufacturing industry, and elaborate manual visual inspection 
processes are increasingly being replaced and automated by means of ML-based visual inspection systems. The visualization 
of product-specific defect types at sufficient contrasts can usually only be realized with customized optical modalities, further 
building the data basis for defect detection algorithms. This extended abstract presents a novel inspection approach for 
visualizing production-related defect types of decorated foil plates, enabling automated in-line full-surface defect detection. 
The inspection approach consists of three different optical modalities embedded in a dynamic sequential defect detection 
procedure, applicable for the integration into the production line. The developed optical modalities enable the visualization of 
the demanded production-related defect classes with sufficient contrast, and can thus be applied for automated defect detection. 
 
Keywords: Optical quality control, Automated defect detection, Defect visualization, ML-based visual inspection system, 
Decorated foil plates. 
 

 
 
1. Introduction 

 
In the manufacturing industry, optical quality 

inspection is of great importance, as even the smallest 
defects in high-quality components lead to customer 
complaints. In order to meet the quality demands of 
premium manufacturers, every single part produced is 
visually inspected over its entire surface. Manual 
inspections require an enormous number of human 
resources and result in quality fluctuations and 
unnecessary rejects due to the monotonous work and 
the subjective assessment of the operator [1]. In order 
to improve competitiveness, it is necessary to automate 
these processes with the help of ML-based visual 
inspection systems [2, 3], increasing the efficiency of 
production lines and subsequently reducing 
expenditures for quality control and preserving 
production resources. 

Particularly in the production of decorative foil 
plates, optical quality control is an enormous challenge 
due to the diverse product portfolio. The variety of 
product designs as well as the sequence of production 
steps lead to a wide range of different defect causes and 
defect classes. In order to visualize the variety of 
different defect classes with optimal contrast, 
customized optical modalities are required [4]. An 
inspection system for automated full-surface defect 
detection of decorated foil plates, under consideration 
of the allowed design and product variability and 
adaptability to new designs, is not available so far. In 
the following, an inspection approach consisting of 
three different optical modalities is presented, which 
allows automated full-surface defect detection under 
the demanded criteria, like applicability in the 
production line and visualization ability of production-
related defect classes. 

1.1. Abbreviations and Acronyms 
 

LSM-1...Line Scan Modality 1, LSM-2...Line Scan 
Modality 2, ASM...Area Scan Modality. 

 
 

2. Methods 
 

2.1. Decorated Foil Plate and Defect Classes 
 
Decorated foil plates consist of multiple printed 

layers, deposited on plastic-carrier foils that assemble 
to complex designs. Due to different production steps, 
a variety of defect classes emerge, as briefly listed 
below: print errors, inclusions, mechanical 
deformations, scratches, smears, pinholes, dust and 
other product-specific defects. Generally, the defects 
appear small in relation to the product dimensions, 
which presents a major challenge for the design of 
inspection modalities and data processing. 
 
 
2.2. Inspection Approach 
 

As shown in Fig. 1, the inspection approach 
consists of three different optical modalities: line scan 
camera in dark field illumination (LSM-1), line scan 
camera in backlight illumination for transmission 
measurements (LSM-2) and area scan camera in bright 
field illumination (ASM). Line scan cameras in 
combination with high intensity line bars are generally 
the appropriate choice for the dynamic inspection of 
flat surfaces, as they are capable of capturing high 
resolution images at high measurement speeds, 
regardless of the sample size in the transport direction. 
However, the experiments conducted with the line 
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scan camera revealed that the detection of defects on 
the transparent top layer was not satisfactory. 
Therefore, an optical modality, consisting of an area 
scan camera and a light bar aligned in direct reflection, 
was designed. A complete inspection is performed by 
a sequential run of the sample through all three optical 
modalities via a transport system, considering the 
demanded measurement cycle. The lower limit of the 
measurement cycle is thereby determined by the 
required exposure times, which ensure the highest 
possible contrast of relevant defect classes. A trigger 
signal (Acquisition Control Block) is mandatory to 
enable undistorted image acquisition, especially in line 
scan applications. Subsequent to triggered image 
acquisition, overlapping image patches of size  
256×256 px are extracted and processed by means of a 
CNN (trained in a supervised manner), enabling  
patch-wise defect detection (Inference / Evaluation 
Block). Finally, the inference results are merged to full 
image size for enhanced defect evaluation 
interpretability, and shared with the production line 
(Production Line Interface Block). The subimages in 
Fig. 2 were captured with commercial 16 K line,  
2.2 MP area scan cameras (RGB, monochrome) and 
high intensity LED light bars (white, 5624 K) at 
contrast optimized exposure times (100 μs to 500 μs) 
using above-described modalities. 

 

 
 

Fig. 1. Procedure of the inspection approach. 
 

 
 

Fig. 2. Selected defect classes of optical modalities: LSM-1, 
LSM-2, ASM. 

 
 

3. Results 
 
3.1. Defect Visibility 
 

Fig. 2 shows patches of preprocessed (256×256 px) 
images of selected defects. Subimage “OK” displays a 
defect-free patch of the sample and, like subimage 
“Pattern”, was acquired with LSM-1. The production-
related misalignment of one or more layers leads to a 
large-area displacement of the original pattern. Bright 
field images of the ASM differ significantly from dark 
field images (OK, Pattern) and reveal defects in the 
transparent top layer, such as the depicted punctual 

mechanical deformations in subimage “Deformation”. 
The majority of defects in the transparent top layer 
only appear in the ASM. An example of pinhole 
defects captured with LSM-2 is shown in the subimage 
“Pinholes”. In addition, with the help of this setup, it is 
possible to detect inhomogeneities in semitransparent 
layers. Utilizing all 3 modalities it was feasible to 
visualize the required production-related defect classes 
with sufficient contrast within the range of a few pixels 
in extension and an object pixel size ranging from 
approx. 70 μm to 150 μm. 
 
 
4. Conclusions 
 

The developed inspection modalities enable the 
visualization of the demanded production-related 
defect classes with sufficient contrast, and can thus be 
applied for automated defect detection. The possible 
integration of the inspection approach into the 
production line and the assignment of detected defect 
classes to individual production steps also provides the 
ability to identify production deviations at an early 
stage and to intervene in a corrective manner. 
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Summary: For the first time, this paper coins the concept of data-driven municipal solid waste decision making (DDMSWD). 
We aim to achieve goals such as reduction, reuse, recycling, recovery, and disposal of waste for the preservation of natural 
and built environments, including energy, climate, and water and soil resources. Our original concept draws the line between 
DDMSWD and traditional sustainable materials management. The latter term refers to matters that are destined for landfill or 
municipal combustors. 

The municipal solid waste (MSW) industry (MSWI) collects massive amounts of complex and unpredictable waste-related 
data to analyze and, accordingly, make management and operational decisions. This paper debates some strategic issues of the 
MSWI's data-related practices, such as the following: 

1. The modern world is rapidly changing, with an unpredictable trajectory. Who could have imagined the recent 
international waste-related new policies, epidemics, conflicts, and the state of the economy, just to name some examples? At 
the national [1], state [2], and county [3] levels, the US Centers for Disease Control and Prevention (CDC) collected the 
COVID-19 data and aggregated it on a weekly basis because of the unpredictability issue. The logical question is thus: can the 
massive amounts of seasonably collected MSW data from the modern world be relied upon for making long-term strategies? 
Evidently, the approach of the MSWI to data mining needs to be insightfully revisited starting from its roots, i.e., data, to 
where it is nowadays. 

2. The previously mentioned collected MSW data and generated quantitative judgments suggest the MSWI is paying 
attention to "understanding" various facets of waste such as composition, characterization, rates, generation, and differences. 
On the one hand, the invaluable treasure of outcomes obtained from the MSW collected data [4, 7 to 13] clearly shows the 
extraordinarily complex and diverse inherited characteristics of the MSW data. On the other hand, the same treasure shows 
the use of simple numerical conventional tools to analyze that kind of data. The logical question is: by putting the two hands 
together, what is the significance of the statistics disseminated for the industrial SMW practices? In addition, in today's 
economically stressed MSWI [4] and a world that runs on live streaming technologies, can the MSWI afford to continue doing 
business-as-usual? 

3. The same treasure also suggests the MSWI is paying attention to trends in waste-related goals, e.g., zero waste, efficient 
waste collection, waste reduction, recycling, and resource recovery. The logical question is: how can the goals of the US's 
Federal Resource Conservation Act (RCRA) [5] and New York State Municipal Solid Waste (MSW) [6, 7, 8] frameworks, 
plans, acts, and other schemes be achieved using simple conventional numerical data manipulation? 

There are other relevant questions than the above to ask and observations to note. However, Albert Einstein once said, "In 
the middle of difficulty lies an opportunity." The MSW can not predict the unpredictable, but it must always be prepared. 
Whether the collected data and generated statistics indicate a favorable trend [7 to 12] or not, the MSWI must adapt its analytic 
system to today's world and technologies rather than a world that no longer exists. This vision ensures that viable decisions 
are made in response to the unprecedented challenges as they occur. 

A key objective of this paper is to introduce an overall review of the futuristic concept of data-analytics-driven robust 
DDMSWD to the MSWI, in general, to benefit from the corporations that have been on the data-driven technologies path and 
to revamp its practices. It is worth noting that this paper interchangeably used terms such as management and operation; MSW 
industry and MSW organizations; waste and municipal waste; and strategy, plan, and framework. Also, this paper refers to the 
State of New York's MSWI as just an illustrative example, though it has every right to be proud of its leadership. 
 
Keywords: Data analytics, Data science, Municipal waste, Waste management, Resource recovery, Recycling, STEM. 
 

 
1. Introduction 

 
The New York State Department of Environmental 

Conservation's (NYSDEC) "Beyond Waste" plan [8] 
instituted seventeen strategic goals for "sustainable 
materials management." The Onondaga County 
Resource Recovery Agent (OCRRA) recently 
disseminated a treasure of valuable statistics based on 
the collected data but apparently using basic 
conventional analytic tools [9 to 13]. Because at the 
time of developing those statistics, no one could even 
imagine the state of modern data analytics (DA). One 

may wonder about the undetected facts in those 
meritorious reports. This observation calls for urgent 
corrective actions to be taken to adjoin data-related 
waste practices to almost 60% of the top corporations 
in the USA that run on DA for viability and 
sustainability. The list of names is long and includes 
[14, 15]. Google, IBM, Facebook, Instagram, Apple, 
Amazon, Starbucks, Tesla, Nintendo, Netflix, Bristol 
Myers-Squibb, McDonald, just to name a few selected 
examples. Because municipalities strive to optimize 
extracting values from waste, identifying areas for 
improvement in current frameworks will help the 
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MSWI achieve its goals. The MSWI wouldn't have 
lagged other corporations if it weren't for its use of 
simple conventional analytic methods. Hasn't the time 
come for the MSWI to revamp its data-related tools? 

The MSWI presumably recognizes the benefits of 
data-driven decision procedures but seemingly does 
not currently have a known strategy, or framework, or 
plan to implement the most recognized modern 
technologies, i.e., DA. The available literature [9 to 13] 
suggests sufficiently waste-related large data sets in 
quantity, variety, and complexity, yet their 
quantification methods are detached from modern 
practices. The MSW authority needs to focus on the 
first step any organization takes, i.e., analysis of data, 
before considering further steps such as minimization 
or maximization, increasing or decreasing, creating or 
advancing, engaging, or fostering the identified 
outcomes. As previously stated, this paper brings a 
fresh set of eyes to the MSWI in general. The following 
sections explore various facets of DA, challenges, and 
opportunities for implementing the technologies in the 
MSWI, which has a long way to catch up. 
 
 
2. What is Data Analytics? 
 

Data analytics encompasses the qualitative and 
quantitative process of analyzing complex data sets for 
the extraction of insights. DA is an all-in-one tool 
rather than a one-size-fits-all tool. Without doubt, it 
has revolutionized almost all other industrial fields as 
well. Volume, variety, and velocity are the key features 
that distinguish data sets. Data with a high velocity 
indicates near real-time collection and integration of 
information, and data with a high variety implies 
heterogeneity in the structure and type of data stored. 
So, it is no surprise that these features render basic 
conventional data analysis techniques inappropriate 
for modern challenges. As previously mentioned, the 
viability of the top corporations evidently depends on 
DA's wading through the data tsunamis. To this end, 
the following two common models are convincingly 
adequate for DDMSWD: 

1). Predictive analytics to identify trends and 
predictions about waste generation. 

2). Performance analytics to assess detailed 
performance metrics. 

The DA techniques rest on mathematics and 
statistics, computer and information science, machine 
learning, and other areas. It is worth noting that the 
applications of DA go much further and deeper than 
just DDMSWD. 
 
 
3. Innovative Data Analytics Driven 

Integrated Framework for MSWI 
 

All the available MSW data-related statistics 
suggest using the massive amounts of collected data 
and basic conventional methods for analysis of the 
overly complex pervasive data. Now that the world has 

explored and validated DA's powerful capabilities, the 
time has come to deviate from the business-as-usual 
approach to modernize, if not revolutionize, industrial 
data-related practices. Our revamping vision is simple: 
don't reinvent the wheel, but reforge it. Today's world 
and challenges are different from those that existed 
even a few years ago. For example, data analytics 
technologies were not as common in everyday 
industrial applications as they are nowadays. Via his 
demonstrated national and international academic and 
industrial research and development, including 
advanced computer development [16 to 22], this 
author suggests reforging the existing MSWI starting 
with capacity building, including the following  

1). The development and dissemination of 
guidelines on how the MSWI can benefit from DA. 

2). Training sessions for those already in the 
workforce to revamp their skills, such as coding. 

3). Encourage and assist the schoolers who are the 
seeds of the next generation of industrial leaders to 
consider DA for acquiring life-long industrial 
credentials. The New York Times, the Washington 
Post, the Guardian, and other sources attested to the 
importance of data science and analytics for tackling 
modern challenges. In this regard, data science has 
massive data in common with DA. Data analytics is 
essentially a special application of data science in 
which the datasets are massive and require overcoming 
logistical challenges to deal with them. STEM stands 
for Science, Technology, Engineering, and 
Mathematics, which constitute the data analytics 
foundation. We envisioned [22] a trifold DA-STEM-
MSW incubator for developing workforce capable of 
converting massive MSW data into practical benefits. 
Because of its widespread application in DA, Python 
is an appropriate coding language for the trifold 
approach. Python has many advantages, including 
being open-source and free, being easy to intuitively 
learn, having an excellent online community, 
integrating well with other packages, and being faster 
than similar tools such as R and Matlab. In addition, 
other initiatives should consider internships, tuition 
reimbursement, and collaborative efforts with schools 
on hands-on learning. 

4). Outreach to the forward-thinking stakeholders 
who are concerned about the impact of waste on the 
future of the MSWI. 
 
 

4. Conclusions 
 

Humans live in a material world, and there will be 
waste as long as they live. How humans use materials 
is vital to the sustainability of our planet. Thus, 
sustainable use of materials and municipal waste are 
inseparable. Data and waste are two faces of the same 
coin. We need waste to generate data and need data to 
manage the waste. In a world that is rapidly changing 
with an unpredictable trajectory, it is evidently clear 
that the MSWI needs modern data-driven decision 
systems. This paper argued the case of why modern 
data analytics technologies for the MSWI are the 
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central pole for any DDMSWD future framework. The 
paper innovatively conceptualized a viable 
modernization agenda for DDMSWD in the context of 
MSWI. Whether or not the massive amounts of 
collected and analyzed waste data indicate 
improvement, the methods used in today' MSWI for 
data analysis are basic and need to be revamped. As 
Albert Einstein once said, you cannot keep doing the 
same thing and expect a different result. Data analytics 
provides guaranteed success in revamping the MSWI, 
as it did for the most successful corporations in the 
world. To this end, this paper presented an innovative 
framework to explore uncharted terrain in the MSWI. 
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Summary: The recursive long short-term memory (LSTM) network is utilized as a powerful deep learning algorithm to predict 
the displacement time histories of reinforced concrete bridge piers using real-time hybrid simulation. The proposed stacked 
LSTM network includes multiple uncertain input variables, horizontal and vertical ground motions, horizontal and vertical 
actuator loads, the effective height of the bridge pier, the moment of inertia, and the mass assumed for hybrid simulation. The 
functional application programming interface in the Keras Python library is used to develop a complex model with the above 
multiple inputs. Bidirectional LSTM and attention layers are also hired in the proposed model to accurately obtain the peak 
displacement of the piers. The database includes 12 experimental hybrid simulation tests for training, validation, and test 
dataset. The results reveal that there is a reasonable correlation coefficient, more than 80 %, between the predicted and the 
reference values of the displacement time series for all the datasets. 
 
Keywords: Stacked long short-term memory network, Bidirectional layer, Attention layer, Reinforced concrete bridge piers, 
Experimental real-time hybrid simulation, Estimated displacement time histories. 
 

 
1. Introduction 

 
Real-time hybrid simulation (RTHS) is an effective 

economic method to experimentally evaluate the 
seismic responses of the critical load-rate-dependent 
components of complex structures subjected to 
earthquake excitations. One of the most important pros 
of the RTHS is that the physical test setup is required 
only for the critical substructure and the rests are 
developed numerically, which enables to achieve a 
significant cost reduction compared to full-scale 
experiments. Finally, the experimental result, the 
restoring force, is combined with the computer 
simulation in real-time to solve the equation of motion 
and obtain the global seismic response of the original 
complex structure [1-5]. 

To get much more insight into the substructure’s 
behavior through RTHS under earthquake excitations, 
a lot of experimental specimens should be conducted 
and tested considering various uncertain parameters. 
This results in an expensive task in both the 
experimental setups and time. An effective solution to 
mitigate this issue can be the accurate prediction of the 
time history responses using surrogate models. 

Numerous investigations have been assigned on the 
dynamic response prediction of civil infrastructures 
subjected to ground motions using autoregressive 
integrated moving average (ARIMA) with or without 
exogenous (X) input [6], symbolic and Bayesian 
regressions [7], multi-layer perceptron (MLP) network 
as the most famous artificial neural network (ANN) 
[8], and 1D convolutional neural network (CNN) [9]. 
The drawbacks addressed to ARIMA are its linearity 
and stationary dynamics. In addition, MLP, due to 
simple architecture, and CNN result in poor accuracy, 

especially for the structures with high nonlinearity and 
large plastic deformations. 

A recurrent neural network (RNN) solves the 
problem associated with large input features and has 
been verified using numerous applications. 
Nevertheless, a major shortcoming still remains 
regarding future forecasting in a very deep network, 
such that after a few hidden layers, the information 
disappears through the network due to a vanishing 
gradient. Therefore, this loss results in low accuracy 
when predicting time series data [10-12]. Long-short 
term memory network (LSTM) is a new development 
of RNN that saves the information of each hidden layer 
for future purposes. It is done by adding a cell state to 
store the information of the inputs [13]. 

LSTM network can be addressed as a reliable and 
robust deep learning algorithm to predict time histories 
in both the linear and nonlinear regions. Recently, 
Zhang et al. [14] exploited the LSTM network through 
a sequential application programming interface (API) 
to predict the buildings’ story-based displacement time 
history subjected to various ground motions. They 
introduced a stacked scheme that reduces the length of 
ground motion time history to estimate the 
displacement time history. The advantage of the 
proposed approach is to save running time and more 
accurate prediction as well. More recently, Kundu et 
al. [15] implemented a stacked LSTM network using 
the functional API to predict the displacement and drift 
time histories of a bridge column and a 6-story 
building frame considering more uncertain input 
variables. 

The objective of this paper is to hire a stacked 
LSTM network to accurately predict the displacement 
time history, especially the peak value, of bridge piers 
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tested physically using RTHS. Fig. 1 presents a 
flowchart of the step-by-step process of the proposed 
approach. 

 
 

 
 

Fig. 1. Flowchart of the proposed approach used  
in this study. 

 
 

2. Experimental Setup 
 

The experimental database includes a total of  
12 reinforced concrete (RC) bridge piers conducted in 
detail, one test in 2017, six tests in 2018, and five tests 
in 2022 for RTHS. The tests include different 
horizontal and vertical ground motions with different 
seismic intensities, different horizontal and vertical 
actuator forces, different cross-sections, and mass 
assumed for RTHS. These characteristics are outlined 
in Table 1. 

Fig. 2 shows a sketch of the experimental test setup 
of the RC pier test specimen of a 2‐span bridge 
structure for RTHS. It is worth mentioning that the 
bridge deck and girders are analytically modeled. 

 
(a) A two‐span bridge structure for RTHS; 

 

 
 

(b) Square section with vertical load (unit: mm); 
 

 
 

(c) Experimental test setup for RTHS with vertical  
load (2022). 

 
Fig. 2. Test setups constructed at the Hybrid Structural 

Testing Center (Hystec), Myongji University. 
 
 

3. Long Short-term Memory (LSTM)  
    Network 

 
LSTM is a really big step for RNNs that makes the 

possibility of solving the struggles associated with 
long-term dependency. Therefore, it performs very 
well for time series data such as nonlinear 
displacement time history prediction under seismic 
excitations. A detailed description of how LSTM 
works can be found in [13] and [16]. 
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Table 1. The characteristics of the test setups. 
 

Specimen # Test Method 
Horizontal Ground 

Acc. 
(m/s2) 

Vertical Load
(N) 

Vertical 
Ground Acc.

(m/s2) 

Effective
Height

(m) 

Moment of 
Inertia 

(m4) 

Mass 
(kg) 

Year

1 RTHS GAh1 (0.1) 14.3104 GAv (0.1) 2 1.91710-4 1019.7 2018

2 RTHS GA h1 (0.35) 14.3104 GAv (0.35) 2 1.91710-4 1019.7 2018

3 RTHS GA h1 (0.5) 14.3104 GAv (0.5) 2 1.91710-4 1019.7 2018

4 RTHS GA h1 (0.1) 0 0 2 1.91710-4 1019.7 2018

5 RTHS GA h1 (0.35) 0 0 2 1.91710-4 1019.7 2018

6 RTHS GA h1 (0.5) 0 0 2 1.91710-4 1019.7 2018

7 RTHS GAh2 (1.0) 0 0 1.55 6.7510-4 6614 2017

8 RTHS GAh1 (0.30) 39.2104 0 1.50 1.2510-3 8104 2022

9 RTHS GAh1 (0.30) 39.2104 GAv (1.0) 1.50 1.2510-3 8104 2022

10 RTHS GAh1 (0.30) 0 0 1.50 1.2510-3 8104 2022

11 RTHS GAh1 (0.30) 39.2104 GAv (0.3) 1.50 1.2510-3 8104 2022

12 RTHS GAh1 (0.30) 39.2104 0 1.50 1.2510-3 8104 2022

 
 

3.1. Bidirectional LSTM 
 

Despite remarkable results reported for LSTM, it 
may face an overfitting problem in some tasks. To 
avoid this shortcoming, there are some solutions. One 
of them is to go through bidirectional LSTM, training 
the input sequence in both forward and backward 
directions and concatenating both interpretations  
[17-19]. 

 
 

3.2. Attention Layer 
 

The model can ignore a part of important data 
during the training process, particularly, when the 

dataset is huge and has long sequences, in sequence-
to-sequence modeling. In such a case, adding an 
attention layer can improve the model performance 
and pay attention more to the momentous data [20-22]. 

The proposed stacked LSTM network presented in 
Fig. 3 includes two LSTM layers, a concatenation 
layer, a bidirectional LSTM layer, an attention layer, 
and two fully-connected dense layers, where GA, Fa, 
Fv1, Fv2, He, I, and M denote ground motion, horizontal 
actuator force, the right and left vertical actuators 
forces presented in Fig. 2(c), effective height  
(Fig. 2(b)), the moment of inertia, and the mass 
assumed for RTHS, respectively. 

 
 

 
 

Fig. 3. The architecture of the proposed stacked LSTM with multiple inputs. 
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4. Results and Discussions 
 

As can be observed in Fig. 4, both the training and 
validation losses are monotonically decreased and after 
5000 epochs they reach zero approximately. It is worth 
mentioning that the datasets for the training and 
validation process are shuffled randomly with a 
percent of 30 for validation. Such that, the quota for 
the training is seven tests and three tests are considered 
for validation. All hyperparameter tuning with the 
LSTM network is based on GridSearchCV [23] 
implemented in Python package. Therefore, the 
following settings should be applied to the default 
parameters implemented in Python Keras LSTM 
library [24] as: units = 100, dropout = 0.2. The window 
size, in the stacked method, and batch size are set to be 
40 and 10, respectively. Adam (Adaptive Momentum 
Estimation) is selected as the optimizer with 
learning_rate = 0.001, and decay = 0.005. Unites for 
Dense layers are set to be 100, and 50, respectively. 
Other parameters are assumed to be set as default. It is 
noteworthy that sklearn.preprocessing.MinMaxScaler 
of Python library is hired here to scale all the data in 
the range of [-1, 1] [25]. 

Performance comparison of the predicted and 
experimental displacement time histories is presented 

in Fig. 5 for all the training (5(a)-5(g)), validation 
(5(h)-5(j)), and test (5(k)-5(l)) datasets. The results 
show that there is good compatibility between the 
predicted and referenced displacement time histories. 
In addition, the correlation coefficients outlined in 
Table 2 confirmed this result.  

Figs. 5(k) and 5(l) demonstrate that the error 
between the peak observed and predicted 
displacements extracted from the test dataset (unseen 
data) is less than 6 %. 

 
 

 
 

Fig. 4. Variation of training and validation losses. 

 
 

(a) Displacement time histories (Specimen 1) 

 

(b) Displacement time histories (Specimen 2) 

 

 

(c) Displacement time histories (Specimen 3) (d) Displacement time histories (Specimen 4) 
 

Fig. 5 (a-d). Performance comparison of the predicted and experimental displacement time histories. 
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(e) Displacement time histories (Specimen 5) 

 

(f) Displacement time histories (Specimen 6) 

 

(g) Displacement time histories (Specimen 7) 

 

(h) Displacement time histories (Specimen 8) 

 

 

(i) Displacement time histories (Specimen 9) 

 

(j) Displacement time histories (Specimen 10) 

 

(k) Displacement time histories (Specimen 11) (l) Displacement time histories (Specimen 12) 
 

Fig. 5 (e-l). Performance comparison of the predicted and experimental displacement time histories. 
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5. Conclusions 
 

The linear, nonlinear, and also peak values of 
displacement time histories of different bridge piers 
tested using RTHS are accurately predicted through a 
deep LSTM recurrent neural network considering 
multiple uncertain parameters. The proposed approach 
exploits a stacked LSTM network together with a 
bidirectional LSTM and two fully-connected dense 
layers. Keras functional API is used to model multiple 
inputs. 12 RTHS tests conducted in 2017, 2018, and 
2022 are collected here to make a database for training, 
validation, and testing. The results confirm that the 
proposed approach is accurate, reliable, and 
straightforward and can be used in different 
engineering fields. It can be used to reduce the 
experimental cost due to manufacturing new 
specimens and test setups and saving time as well. 
 
 

Table 2. Correlation coefficient for training, validation,  
and test datasets. 

 
Specimen #  

1 0.975 
2 0.987 
3 0.987 
4 0.984 
5 0.990 
6 0.989 
7 0.804 
8 0.982 
9 0.985 

10 0.987 
11 0.932 
12 0.922 
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Summary: This work addresses the problem of estimating gene expression using the unscented particle filter. The response 
of Gene Regulatory Networks (GRN) to functional requirements in the cell and environmental conditions evolve over time. 
Dynamic biological processes such as cancer progression and treatment recovery depend on the collected genetic profiles. 
These processes are behind genetic interactions that rewire over the course of time. The GRN is formulated as a nonlinear/ 
non-Gaussian state-space model. The particle filters (PF) represent the state-of-the-art in the optimal estimation for 
nonlinear/non-Gaussian dynamical systems. However, the PF is ineffective for high dimensional state-space systems. The 
unscented particle filters (PF-UKF) able to overcome the problem known as the ‘curse of dimensionality’. Therefore, this work 
presents the PF-UKF to estimate the evolution of gene expression over time from series data considering that the GRN has a 
high dimensional space. Simulation results on real-world gene expression datasets, shows that the PF-UKF offers effective 
results compared to three other algorithms. 
 
Keywords: Unscented Kalman filter, Particle filter, Gene regulatory network, Prediction, Bayesian estimation. 
 

 
1. Introduction 
 

The biological mechanisms that govern our 
development are complex and crucial to understand the 
cellular system. The gene regulatory network (GRN) 
controls the expression of thousands of proteins and 
genes in any specific cellular function. However, the 
biological processes are dynamic and evolve over time 
in response to extrinsic factors and various intrinsic, 
such as cellular development, targeted therapy disease 
progression and environmental conditions [1]. 
Understanding these gene regulatory networks can 
help us significantly enrich our knowledge of health 
and disease. In GRN, the state estimation is based on 
time series data representing by genome expressions 
[2], and it can be represented in multiple methods 
varying in their degree of sophistication [2]. In 
addition, the prediction of the evolution of gene 
expression is defined by a dynamic nonlinear state 
transition where it has a high dimensional state space 
model. Different approaches have been proposed to 
estimate the gene expression time series including, 
extended Kalman filter [1] and particle filtering [2]. 

Particle filters (PF) provides powerful estimation 
for nonlinear and non-Gaussian state-space scenario 
[3]. The main idea of PF is to estimate the state 
optimally by employing a group of random weighted 
particles. However, it is ineffective in high 
dimensional spaces where the number of particles 
needed increases super-exponentially with the 
dimension of the state [3]. 

Recently, various approaches have been emerged 
to ameliorate the performance of PF, where unscented 
Kalman filter (UKF) or extended Kalman filter (EKF) 
are used to draw the importance distribution [4]. These 

approaches called respectively, the Extended Particle 
Filter (PF-EKF) and Unscented Particle Filter  
(PF-UKF). It is having been confirmed in many 
applications that PF-UKF provide robust estimation 
comparing with PF-EKF [4]. Therefore, the main 
purpose of this work is to use the unscented particle 
filter to estimate the evolution of gene expression. 

 
 

2. Unscented Kalman Filter 
 

Consider a discrete state-space model given by: 
 

  1 ,k k kx f x w   (1) 
 

  1 ,k k ky h x v   (2) 

 
where xk is the state vector and yk is the measurement 
vector. fk and hk are nonlinear state and measurement 
functions, respectively. wk and vk are respectively the 
system and measurement noises. From the Bayesian 
framework, the posterior distribution can be computed 
using the following prediction and update steps: 
 

1: 1 1 1 1: 1 1( | ) ( | ) ( | ) ,k k k k k k kP x y P x x P x y dx       (3) 

 

 1: 1
1:

1: 1

( | ) ( | )
( | )

( | )
k k k k

k k
k k

P y x P x y
P x y

P y y




  (4) 

 
For the nonlinear case, it is impossible to use  

Eqs. (3)-(4) because the introduced integrals are 
intractable. PF estimate the state using an ensemble of 
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weighted particles ( ) ( )
1{ , }i i N

k k ix w   [3]. The approximation of 

the posterior distribution defined as: 
 

  ( ) ( )
1: 1

( | ) ,
N i i

k k k k ki
P x y w x x


   (5) 

 

where   is the Dirac delta function. 
Ideally, the particles need to be sampled from the 

true posterior, which is not available. Therefore, 
another distribution, referred to as the proposal 
distribution, 1( / , )k k kq x x y  is used. The importance 

weights are given by: 
 

 
( ) ( ) ( )

( ) ( ) 1
1 ( ) ( )

1 1:

( | ) ( | )

( | , )

i i i
i i k k k k

k k i i
k k k

p y x p x x
w w

q x x y





  (6) 

 
Given the discrete approximation to the posterior 

distribution in Eq. (5), the mean of the state at time  
k is: 
 

 ( ) ( )

1

ˆ
N

i i
k k k

i

x w x


   (7) 

 
After few iterations, the weights of particles in PF 

may are zero or close to zero. This phenomenon is 
known as ‘degeneracy problem’. To address this 
problem, many approaches have been emerged to 
overcome this problem such as PF-EKF, PF-UKF and 
Markov Chain Monte Carlo particle filter (PMCMC). 
All these approaches based mainly on generating the 
particle from proposal distribution using Metropolis 
hasting (MH) or gips sampling (GS) in PMCMC, EKF 
in PF-EKF, and UKF in PF-UKF. It has been shown 
that the UKF provides a better proposal distribution 
than the prior transition in that it contains the most 
recent measurements, that often contain a lot of worthy 
information for estimating the states spaces [4]. 
Therefore, we used in this work the PF-UKF to 
estimate the evolution of gene series data. 
 
 
3. Problem Formulation 
 

The tracking of genes expressions using a 
measurement data is represented as: 

 
 𝑥   𝐴 𝑔 𝑤 , (8) 

 
where xk represents the evolution of gene expression at 
time k. f represents a non-linear function that 
represents the regulatory relationship between several 
genes. h represents a nonlinear measurement function. 
yk represents the microarray data. A represents the 
matrix coefficient values of the regulatory relationship 
between various genes. gk-1 represents a sigmoid 
squash function of the latent state estimate. 

The main idea is to track the evolution of the gene 
expressions x1:T given an observations data y1:T over 
time. In this context, we proposed to use each PF-UKF 
to estimate the evolution of every gene over time. 
Furthermore, we have reduced the dimensions of the 

state space model and overcome the problem of ‘curse 
of dimensionality’. 
 
 
4. Simulation on Real Biological Data 
 

We applied the unscented particle filter to predict 
the evolution of gene expression from real data. In this 
work, we used the real data for worm time series, 
which was presented in [5]. We considered also eight 
genes for this section. We tracked the eight genes 
expression using 1000 particles for PF, PMCMC,  
PF-UKF, and we implemented 100 Monte Carlo Runs. 
The coefficients of regulatory relationship that is 
matrix A are computed using normal distribution. 

We computed the root mean square error (RMSE) 
between the real and estimated state of eight worm 
time series data. Then, we averaged the RMSE for 
eight genes: UKF = 0.0189, PF = 0.4521,  
PMCMC = 0.4799 and PF-UKF = 0.0019. 
Furthermore, PF-UKF offers the best results in terms 
RMSE while PF, and PMCMC result in large 
estimation error. 
 
 
5. Conclusions 
 
This work introduced the unscented particle filter for 
estimation of gene expression. The gene regulatory 
networks are modelled as a high dimensional problem. 
Simulation results on real-world data showed that the 
PF-UKF provided a robust estimation for the evolution 
of gene expression with less RMSE compared to other 
filters, i.e., UKF, PF and PMCMC. Furthermore,  
PF-UKF provides an alternative solution to the 
problem of estimation of gene expression time  
series data. 
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Summary: The context of factory 4.0 leads more and more to decentralised solutions, as centralisation shows its limits. One 
of the research areas of Industry 4.0 is the use of autonomous guided vehicles (AGVs), autonomous industrial vehicles (AIVs). 
We want to show that cooperation is useful and necessary to increase their autonomy. We propose in this paper an agent model 
to test scenarios in Industry 4.0 environments with a fleet of AIVs. In addition, we are interested in the resolution of global 
obstacle avoidance by AIVs with a collective strategy. The results of the simulation will be evaluated by performance indicators 
such as distance and time in order to compare the different proposed approaches. 

 
Keywords: Agent modelling, Cooperative strategy, Simulation, Industry 4.0, Autonomous industrial vehicles, Obstacle 
avoidance. 
 

 
1. Introduction 

 
One of the fundamental axes of Industry 4.0 is the 

search for decentralised solutions in the  
decision-making process because centralisation 
quickly shows its limits [1]. Indeed, if an industry is 
centrally controlled, then if a technical failure, e.g., a 
network failure occurs, everything will come to a 
standstill. Decentralised solutions allow for more 
flexible control, which is preferable. 

The use of autonomous guided vehicles (AGVs) or 
autonomous industrial vehicles (AIVs) is a strategic 
research area in the context of Factory 4.0 and Logistic 
4.0. Currently, vehicles have autonomy over their 
navigation linked to rails, physical or virtual markers 
that allow them to get to their goal. They follow 
predetermined trajectories and they are autonomous in 
their navigation after having received an order from a 
central, a supervisor. If they detect a problem, or an 
obstacle they can report the information to the central, 
but it is the control centre that will decide for the other 
vehicles. 

Our point of view to improve the autonomy of AIVs 
is to move towards decentralised solutions with 
collective strategies taken by the fleet of vehicles. To 
increase their intelligence and their individual and 
collective decision-making, they need to become more 
cooperative [2-4]. Thus, the AIVs will be more 
efficient in performing the five core tasks they have to 
control (task allocation, localisation, path planning, 
motion planning and vehicle management) [5]. 

Thus, they could carry out their missions with a 
collective strategy. This translates for example into a 
fleet of AIVs that communicate and share information. 
In the first level of strategy, there is the shared 
perception of their vision of the environment. A higher 
level that would achieve a collective global strategy for 
the realisation of missions would be the allocation, 

scheduling and distribution of tasks between them in 
real-time. The aim is for robots to be more efficient, 
waste less time and use less energy to accomplish all 
their tasks. 

Our objective is to improve the AIV autonomy 
integrated into a fleet based on collective intelligent 
strategies. Among the problems to be solved to make 
AIVs more autonomous, we can particularly identify 1) 
the avoidance of collisions between vehicles or with 
static or dynamic obstacles [6, 7], and 2) the path 
planning or path finding when an obstacle hinders the 
passage of AIVs or obstructs a predefined path [8-10]. 

The problem of avoidance is an individual problem 
that is addressed in a more global and collective way. 
There are three phases: perception of the obstacle 
(detection), rerouting or trajectory planification 
(avoidance) and the overall strategy. In the following, 
we will deal with avoidance through the choice of the 
route, the path but not the trajectory. This chosen path 
can be costly when an aisle is completely obstructed. 
This can be solved by enhanced cooperation [11, 12], 
i.e., the ability of autonomous industrial vehicles 
(AIVs) to exchange relevant information with each 
other on their traffic conditions. 

This is how we augmented the Bahnes’ algorithm 
[11], in a previous work [13], to take into account 
obstacle avoidance, in addition to communication for 
avoidance at intersections. 

Solutions are needed for the second problem, 
especially in the case where an obstacle completely 
obstructs a lane. This prevents a mission from not 
being completed because the main route defined by an 
AIV is compromised by an obstruction. Path planning 
or path-finding algorithms [9, 14] make it possible to 
re-plan their route, depending on whether the target of 
the mission has been reached or not. 

In this paper, we will propose a global obstacle 
avoidance with shared perception. Indeed, we will not 
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use a local avoidance solution to improve autonomy. 
But rather a collaboration between the different 
vehicles of the fleet to move towards the basis of a 
global collective strategy in our future work. The 
proposed approach is adaptable and flexible for 
centralised or decentralised solutions. In other words, 
we are dealing with a distributed system where each 
robot decides by itself, augmented with 
communication between vehicles to share information 
about the environment. The communication may also 
go through a central supervisor before being 
redistributed. 

The paper is organised as follows: Section 2 
describes the implementation of a collective strategy 
consequent to the detection with agent modelling, the 
exchange of messages to cooperate and the different 
approaches we will compare. The description of the 
simulation environment, the implementation of the 
experiments and the results are analysed in Section 3. 
A discussion on the cooperative infrastructure and how 

fuzzy logic can help to qualify the obstacles are also 
made in Section 3. Finally, conclusions and future 
work are presented in Section 8. 

 
 

2. Collective Strategy Consequent  
    to the Detection 

 

2.1. Modelling Agent 
 

In order to validate the use of collective strategy 
algorithms to increase the autonomy of AIVs, we rely 
on a methodological framework consisting of 3 phases: 
(1) agent modelling, (2) verify in simulations the 
correct performance of the algorithm, and  
(3) experiment with TurtleBot3 Burger robots in 
perspective. 

We propose an agent model in Fig. 1 that adapts to 
different situations and scenarios that are tested in the 
context of Industry 4.0. 

 

 
 

Fig. 1. Modelling agents adaptable to different scenarios for Industry 4.0. 
 
 

Infrastructure is deployed in the environment and 
is composed of a traffic plan, and active elements such 
as beacons, tags and stations. Since they are active, 
these elements of infrastructure are modelled as 
software agents. These agents are defined as fuzzy 
agents because they can take fuzzy decisions from 
uncertain knowledge or perception, but these 
possibilities are not illustrated in this paper. 

Industrial vehicles, which are also modelled as 
autonomous agents, carry out missions defined by 
routes and sent by a supervisor of the environment. 
They are equipped with radar and thanks to their 
knowledge of the environment they can avoid 
collisions with static obstacles (goods in the aisles), or 
dynamic obstacles (other vehicles or operators). AIVs 
can also cooperate by communicating together. We 
choose to use different types of standardised messages 
transposed from ETSI for ITS. 

 

2.2. Exchanging Messages to Cooperate 
 

The solutions proposed in the literature make it 
possible to solve an avoidance problem locally. In 

order to be able to carry out all the missions assigned 
to the vehicles, it is necessary that they cooperate and 
share information on their perception of the 
environment. Indeed, if an obstacle is perceived by a 
vehicle, the sending of a Cooperation Perception 
Message (CPM) (ETSI TR 103 562 standard [15]) 
makes it possible to warn and help the other vehicles 
to make decisions about their route. This means that if 
an unavoidable obstacle is perceived on its route, it can 
recalculate and plan a new route to be able to complete 
its task. 
 
 
2.3. Obstacle Avoidance Approaches 
 

We propose to study three approaches to obstacle 
avoidance by AIVs that will be tested in the simulation. 
Each robot has knowledge of the environment, i.e., the 
position of aisles, intersections, AIVs stations, and 
mission points. These various important traffic points 
of the circuit will be called nodes in the following, and 
are identified by respective numbers shown in Fig. 3. 
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In the first approach, agents do not have the ability 
to re-plan a route and change their route when faced 
with an obstacle. 

In the second approach, vehicles are able to change 
routes and plan a new route when an obstacle is 
detected, but they do not cooperate with other vehicles. 
This means that vehicles will enter routes where 
obstacles are present and will have to change their 
route, even though another vehicle has already 
perceived this. They are able to calculate the path to 
their destination. 

The path planning algorithm chosen for these 
experiments is Dijkstra. The objective is not to 
optimise a path planning algorithm (each AIV agent 
having to execute this algorithm), but to use an 
efficient algorithm to measure the performance of a 
collective strategy compared to an individual approach 
in carrying out missions in an industrial environment. 

The last approach will be a collective strategy upon 
detection of an obstacle. This strategy is established 
according to two points of view: 

- The vehicle detects an obstacle, which 
determines the level of obstruction. Then, it 
communicates the description (position, level of 
obstruction, type – static or dynamic) of the 
obstacle to the other vehicles. It can react 
according to its static or dynamic type to avoid it 
if possible, or it can replan another path to reach 
its objective and accomplish its mission. This 
algorithm is described in Fig. 2: Algorithm 1. 

- The vehicle receives information about an 
obstacle in the environment. It first tries to 
determine whether the obstacle is on its path to 
accomplishing its mission. If this is the case and 
the obstacle is obstructing its planned path, it can 
replan its route. If the obstacle can be avoided, it 
can act and anticipate this static or dynamic 
obstacle by arriving in the vicinity of the received 
position of the obstacle. This improves the safety 
of the area and prevents accidents. This algorithm 
is described in Fig. 3: Algorithm 2. 

 
 

 
 

Fig. 2. Collective intelligent strategy algorithm. 
 
 

 
 

Fig. 3. Warehouse environment [16] with a) adapted direction of traffic, and b) it’s oriented graph with costs. 



4rd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2022),  
19-21 October 2022, Corfu, Greece 

102 

3. Simulation Results and Discussion 
 
3.1. Environment Simulation 
 

The environment chosen to test the different 
approaches is the warehouse presented by Bechtsis et 
al. [16]. The directions of circulation have been 
adapted for our experiments and are identified in  
Fig. 3. We work with five AIVs corresponding to the 
five parking spaces available in the environment. 

AIVs must perform missions in the environment 
shown in Fig. 3. A mission consists of travelling from 
its car park to a storage point and back to its car park. 
Thus, the AIVs applying the collective intelligent 
strategy have two route calculations to perform with 
the Dijkstra algorithm. The first one is to calculate the 
shortest path to the storage point. The second one is to 
calculate the shortest route back to their assigned 
parking space. 

The costs in distance between the different nodes 
of the circuit have been chosen and applied to favour 
certain directions of traffic. For example, vehicles 
should go from node 14 to node 6, which has a cost of 
10, rather than to node 5, which has a cost of 40. These 
costs between the different nodes are shown in the 
directed graph in Fig. 3. These costs are used by 
Dijkstra's algorithm to find the path that costs the least 
distance, and therefore the fastest. 

To simulate these different experiments, we 
implemented a graphical application with different 
functionalities. The different classes presented in  
Fig. 1 have been implemented in Python from scratch. 
We use and develop this simulator for various 
experiments in the laboratory, and for teaching to 
engineering students. Its interface is shown in Fig. 4. 
In the central part, we have the representation of the 
warehouse presented by Bechtsis et al. [16], which we 
have adapted in Fig. 3. The different nodes present in 
Figs. 3 and 4 are represented by white squares in the 
interface. The vehicles are visualised by small 
coloured circles, and the obstacles are coloured black 
with different sizes corresponding to the obstruction 
levels in the aisle. 

In the following, we will denominate the scenarios 
sc1, sc2 and sc3. The missions will be named mi and 
the nodes ni. 

The functionalities proposed by our application 
(Fig. 4) are to: 

- Stop the simulation; 
- Place obstacles randomly in terms of size T1 to 

T4 (T4 corresponding to a size that obstructs an 
entire aisle – see Fig. 4) and position at the six 
possible nodes shown in yellow in Fig. 3; 

- Launch a scenario: the agents must then carry out 
missions given by the supervisor. That is, go from 
their parking place to one of the three green nodes 
in Fig. 3, before returning to their parking place. 
On the other hand, pressing the scenario 1, 2 or 3 
button allows them to choose which strategy (sc1, 
sc2 or sc3) they can perform. 

For instance, in Fig. 4, an avoidable obstacle with 
a size T2 in n6 is present, and an obstacle obstructs the 

whole passage with a size t4 in n8. The size of the 
obstacle in the interface corresponds to its obstruction 
level. 

These different approaches were detailed in 
Subsection 3.3. Sc1, therefore, does not allow the 
agents to use Dijkstra's algorithm. Sc2 does, and sc3 
allows agents to communicate with each other about 
the description of a perceived obstacle. 

 
 

 
 

Fig. 4. Application interface to simulate missions  
in the warehouse environment. 

 
 

3.2. Setting up the Experiments 
 

The three approaches were tested in six different 
experiments. Each experiment corresponded to an 
obstacle completely obstructing an aisle on one of the 
six nodes: n4, n5, n6, n7, n8 and n9 shown in orange 
in Fig. 3. During these six experiments, the agents had 
to perform 1 of 3 missions consisting in going from the 
car park to one of the nodes n13, n14 and n15 randomly 
chosen by the supervisor, and then returning to their 
parking place. They were equipped with one of the 
three approach capabilities described in  
Subsection 3.3. That is, three experiments were 
performed with sc1, sc2 and sc3 with an obstruction at 
the same node ni to compare the approaches. 

The performance indicators that were used to 
define the efficiency and performance of these 
approaches are: 

- The validity of the set of missions performed by 
the five agents; 

- The distance travelled to carry out the different 
missions; 

- The overall time is taken to complete the  
various tasks. 

Distance and time are performance indicators that 
were chosen because they are strongly related to the 
energy used by a robot, an AIV. Thus, this indicates the 
energy impact of the different approaches. 
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3.3. Experiments: Comparisons with Performance  
       Indicators 

 
Table 1 summarises the different results of the 

agents in the six experiments according to sc1, sc2 or 
sc3. Sc1 does not allow the agents to complete all the 
missions, which is explained by the fact that they are 
not able to recalculate their routes. Thus, if any agent 
was blocked by an obstruction on a node, it remained 
without the ability to react and the agents' overall 
mission failed. 

Conversely, sc2 and sc3 applied by the agents 
allowed in both cases to fulfil all the missions thanks 
to their ability to adapt and to plan a new route (with 
the Dijkstra algorithm) when encountering an obstacle 
obstructing a path. 

The distance and overall execution time to 
complete all the missions have therefore been 
quantified in Table 2 and Table 3 respectively. 

 
 

Table 1. Completed missions in relation to the strategy 
number of agents. 

 

 
 
 
Table 2. Total distance travelled by agents in relation  

to the strategy number. 
 

 
 
 

Table 3. Total execution time to carry out the missions  
in relation to the strategy number. 

 

 
 
 
The analysis that emerges is that sc3 allows the 

agents to travel less distance in 4 out of 6 experiments 
and allows them to complete the missions more 
quickly in all six experiments. 

The cooperative perception allows the agents to not 
go directly to the obstacle if it is on their way, but to 
redefine with the help of Dijkstra another path to reach 

their goal. Thus, logically, this collaboration takes 
precedence over the individual strategy, and 
communication in a fleet of AIVs thus increases their 
autonomy and their ability to adapt to new situations. 
Over the six experiments, there is a 3 % gain in overall 
distance and a 9 % gain in time for the whole fleet of 
AIVs. This cooperative perception is an essential basis 
for a future collective global strategy for the sharing 
and organisation of distributed missions within a fleet. 

 
 

3.4. Cooperative Infrastructure 
 
After, the different results mentioned in the 

previous section, we will discuss the possible 
cooperation of the infrastructure. Indeed, it could help 
the collective AIVs strategy with local information. 
This knowledge of the environment could be shared by 
active elements of the infrastructure such as cameras. 
This could help to qualify an obstacle or even detect an 
obstacle before a vehicle enters an area with an 
unavoidable obstacle. 

 
 

3.5. Fuzzy Logic to Qualify Obstacles 
 

In perspective, the AIV agents of our model 
presented in Fig. 1 may become fuzzy. Indeed, the 
agents will have incomplete, fragmented, fuzzy and 
uncertain knowledge in certain situations. The fuzzy 
logic could allow the agents to be able to recalculate or 
not their itinerary according to whether an obstacle 
seems avoidable or not, depending on the qualification 
of the disturbance caused by the obstacle. 
 
 

4. Conclusions and Perspectives 
 

In the context of Industry 4.0, mobile robots must 
become increasingly autonomous in order to avoid 
obstacles in an intelligent way. We are interested in  
the possible impact of cooperative perception between 
the vehicles of a fleet during a mission. Our aim is to 
move to a higher level of collaboration with the 
possibility of mission sharing and reorganisation in a 
distributed way. 

The comparison of the three approaches evaluated 
using distance, execution time and whether or not a 
mission has been successfully achieved, showed that it 
is essential that vehicles have the ability to re-plan their 
routes while necessary. In addition, the last approach, 
which allowed agents to communicate the description 
of perceived obstacles, allowed for gains in distance 
and execution time of overall missions. Indeed, it 
allows AIVs to avoid traffic around an area where a 
static or dynamic obstacle (human operator, for 
instance) is present in an aisle. It also allows operators 
or other robots to be safe in that area: for example, to 
remove a static obstacle. 

This very preliminary study already shows the 
interest of collaboration to increase the collective and 
individual efficiency of the vehicles in a fleet. It opens 
the door to more advanced global collective strategies 
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with the possibility of the allocation, scheduling and 
distribution of tasks between them in real-time after the 
perception of an obstacle. Furthermore, the tracking of 
obstacles by the robots, or assisted by the 
infrastructure, i.e., a cooperative perception, would 
also optimise the efficiency of the fleet in carrying out 
these missions. 

The perspectives that emerge from this work are to 
increase the work of the analysis with other 
performance indicators, but especially more 
experiments. Indeed, we can define several missions in 
a row by robots with several obstacles obstructing the 
lanes at different places. Another strong perspective to 
our work is to experiment the collective strategy with 
the TurtleBot3 Burger robots. 

In addition, the notions of cooperative 
infrastructure and the use of fuzzy logic to qualify 
obstacles are also planned to be further developed in 
future work. 
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Summary: The use of robots in Material Recovery Facilities (MRFs) can significantly facilitate the treatment of recyclables. 
Such robots need sophisticated visual and manipulation skills to be able to undertake the extremely heterogeneous, complex 
and unpredictable waste sorting task in industrial environments. We examine the industrial application of an autonomous 
robotic system for the categorization and physical sorting of recyclables, according to their material type. In particular, we 
focus on the development of (i) a low-cost computer vision module that exploits the deep learning technology to identify and 
categorize recyclables and (ii) a robotic controller for fast and accurate pick-and-place of the recovered materials. The 
composite system is deployed in a waste processing plant, where it is successfully assessed in recyclable separation in difficult 
and demanding industrial conditions. 
 
Keywords: Machine learning, Robotics, Recyclable material recovery application. 
 

 
1. Introduction 

 
The current trend of environment-friendly ‘circular 

economy’ changes the way products are made and 
consumed. Circular economy is based on the 
assumption that materials will not end up at landfills 
but they will be recovered and reused. Traditionally, 
the recovery of materials from waste streams has been 
made by human’s workers, a solution that suffers from 
low productivity and increased health risks. The last 
two decades, the solution of optical sorters has been 
made popular in Material Recovery Facilities (MRFs). 
It uses a combination of lights and sensors to illuminate 
and capture images of the objects. This technology 
faces difficulties in dealing with heavy items such as 
semi-full container packages, which are not rare in 
waste streams [1]. 

As a means to overcome the limitations of optical 
sorters, a new trend has appeared the last years, which 
considers the use of robotic technology for waste 
recovery and sorting [2]. This approach assumes low 
integration cost and easy installation to existing MRFs. 
Robotic waste sorting systems rely on high-cost 
imaging technology that exploits recent AI 
advancements to identify and categorize waste [3]. The 
present work supports the development of low-cost 
computer vision-based waste categorization modules 
that can be directly applied in the industry. To this end, 
we exploit the industrial research setup implemented 
in the MRF unit of the island of Crete, Greece, to 
collect images of different waste types. The images are 
further processed in the lab, to develop a rich and well 
documented recyclable waste dataset that is used to 
train an AI-powered module for recyclable detection 
and categorization, applied in the industry. 

The computer vision modules provide a robust 
solution to a three-fold problem that of object 
identification (bounding box specification), 
localization (masking) and material type attribution 
(classification). The simultaneous accomplishment of 

this triplet makes our solution applicable in industrial 
conditions where several and potentially overlapping 
recyclables shown in the very same image, need to be 
identified, localized and classified. The computer 
vision module is integrated with a delta robot which 
perform the picking of recovered materials and their 
placement into bins dedicated to specific materials. 
The composite system is tested in demanding 
industrial conditions with very promising results in 
material sorting (average success rate 91:8 %). 
 
 
2. Industrial Research Setup 
 

We have implemented an industrial research setup 
to facilitate data collection, experimentation and 
system assessment in realistic conditions. The key 
components deployed to facilitate investigation and 
experimentation are presented in the following. 

Conveyor Belt. We developed an industrial 
installation of 22:5 m long, 1:0 m wide (usable width: 
8 m) belt, that moves with speed up to  
0:25 m = sec and an encoder system that reports its 
speed in real-time. 

Waste Feeder. A dual waste feeder is used to shed 
waste in a controlled rate onto the conveyor belt; one 
with uncontrolled urban waste, and another with a 
controlled waste-mix, for experimentation purposes. 

Camera. A standard stereo full HD ZED camera is 
used to enable the automated categorization of the 
recyclable materials. The camera is placed 148 cm 
before the robot (in the conveyor’s movement 
direction), at a height of 75 cm above the conveyor 
belt, looking downwards. 

Robot. An ABB IRB360 delta robot has been 
installed above the conveyor belt, to enable the pick 
and transfer of the waste to the bins. The robot 
employed in the present work has a payload of 6 Kg 
being highly appropriate for applications assuming 
repetitive and fast-executed manipulation tasks. 
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Vacuum Gripper. To enable the automated  
pick-n-place of recyclables, a vacuum gripping system 
is attached to the endeffector of the robot, which 
consists of a vacuum blower that provides high volume 
suction to pick and hold the materials. Vacuum 
technology provides a robust and low-cost solution for 
material transfer [4]. 
 
 
3. Material Detection and Manipulation 
 

We have implemented an integrated robotic system 
for recyclable sorting that is composed of two parts, a 
robotic manipulator for the physical separation of 
waste to different bins, depending on their material 
type and a vision-based material detection and 
categorization module. 

Pick-n-Place of Recyclables. An essential part of 
the autonomous sorting process regards the physical 
separation of recyclables. We follow a typical  
pick-n-place approach consisting of the following 
steps: (i) horizontal translation from the current 
position to the target-waste position, (ii) vertical 
translation towards the waste with the pathetic 
involvement of the shock absorber which ensures good 
contact of the suction cup with the material surface, 
and activation of the vacuum to implement gripping, 
(iii) follow the material transferred on the conveyor 
belt for a short period of time to improve sealing,  
(iv) vertical translation upwards, moving away from 
the conveyor belt, with the requested material grasped 
by the suction cup, (v) horizontal translation towards 
the bin that corresponds to the waste material, where 
vacuum is deactivated for the disposal of the waste. 

Vision-based Material Categorization. For the 
material classification, we adapt the well-known Mask 
R-CNN to the current classification task, by 
developing and testing four customized Mask R-CNN 
implementations that differ in (i) the dataset size,  
(ii) the number of the learning steps per epoch, (iii) the 
use or not of additional data augmentation strategies to 
improve generalization. The synthetic training datasets 
consists of aluminum cans in flat, crumpled and 
cylindrical shape, papers and nylons in flat, crumpled 
and ball shape, PET bottles in flat, arbitrarily crumpled 
and cylindrical shape with various contents (i.e., with 
or without liquids). After extensive experimentation 
we show that: (i) vision-based approaches can handle 
the demanding task of waste-material separation with 
overlapping, and (ii) the performance of the network 
Mask-RCNN is sufficiently effective even in  
multiple-object images that include difficult cases with 
partially overlapping recyclables, reaching an overall 
91.8 % accuracy. 
 
 
4. Industrial Application 
 

The implemented system has been gradually 
integrated into the operation of the MRF unit to support 
the treatment of the increased volume of waste that is 
processed on a daily basis. The performance of the 

robotic waste sorter is demonstrated in the following 
link: https://youtu.be/6dV4vg3EeqU. 

To further ensure the robustness of the system, the 
robot treats only the objects that have been recognized 
with a very high level of confidence (i.e., more than  
98 %). Moreover, the pump-based vacuum has been 
very effective in grabbing and transporting objects 
with a weight of up to 500 g. Overall, the operation of 
the robot can effectively complement the manual 
sorting of recyclables, thus having a clearly positive 
impact on the productivity of the MRF. This is 
because, the fast, precise and tireless operation of the 
robot reduces the amount of waste to be treated by 
workers, thus facilitating the processing of the large 
volume of waste that arrives daily at the plant. 
 
 
4. Conclusions 
 

Current solid waste management practices are no 
longer sustainable. With the exploitation of  
state-of-the-art computer vision and robotics 
technology, the promise of finding new innovative 
ways to attaining sustainable waste management 
becomes more achievable and realistic. The proposed 
industrial research setup has crucially supported 
experimentation towards the development of a robotic 
waste sorter that is applicable in the real world. 
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Summary: With rapidly growing demand for various security and surveillance applications, the number of advanced sensors, 
especially smart cameras, capable of automated scene analysis is constantly increasing. To fulfill this demand, the researchers 
continuously utilize numerous computer vision, machine learning, and deep learning approaches to achieve as precise and 
efficient scene analysis as possible. Here, a comprehensive evaluation of various types of YOLO architecture, together with 
ASP U-Net, are tested for use in a one-class detection problem. Specifically, seven models are applied to detect people heads 
in several scenes with different difficulties. These difficulties include low light, crowded scene, overlap of heads, etc. As a 
result, an overall evaluation of each architecture in terms of accuracy for one-class detection, as well in terms of computational 
costs for edge-computing, is presented. 
 
Keywords: Object detection, Surveillance, YOLO, ASP U-Net, Head detection. 
 

 
1. Introduction 
 

With rapidly growing demand for various security 
and surveillance applications, the number of advanced 
sensors, especially smart cameras, capable of 
automated scene analysis is constantly increasing. In 
order to fulfill this demand, the researchers and 
developers continuously utilize numerous computer 
vision, machine learning and deep learning approaches 
to achieve as precise and efficient scene analysis as 
possible. 

Nevertheless, the approaches, which provide the 
best accuracy in scene analysis, also require high 
resolution input data and are computationally 
intensive. Moreover, the training stages of these 
approaches are often demanding in terms of memory 
and computation time, since millions of parameters, or 
even more, are required to be optimized. These 
features naturally increase the price of smart sensors 
based on mentioned approaches. Therefore, the 
development of edge-computing is highly encouraging 
in scene analysis tasks, since it efficiently reduces the 
hardware requirements for data processing. 

Edge-computing serves as a middle layer between 
the sensor and the central processing device or cloud 
computing. It efficiently provides real-time small-scale 
computing and storage capabilities to ensure low 
latency and initial preprocessing of the data acquired 
from the sensor. Evidently, more advanced  
edge-computing solutions reduce the demands on the 
performance of the central processing device or cloud 
computing. 

Edge-computing is a very important phenomenon 
in surveillance applications, since it directly (without 
subsequent processing in cloud) enables person 

detection, person counting, pose estimation, fall 
detection, face recognition, and other essential image 
processing tasks. In addition, it provides other benefits 
connected to privacy, i.e., no personal or sensitive data 
needs to be sent to the cloud. 

One-class object detection is the simplest type of 
object detection task, but it is one of the most 
commonly applied detectors in surveillance systems. 
As a successful example of such detector, 
Sivachandiran et al. presented automated person 
detection model on surveillance videos [1], Skrabanek 
et al. proposed a head detector for orthogonally placed 
monocular cameras [2], Akter et al. offered deep 
learning-based surveillance system for unmanned 
aerial vehicle detection [3], etc. 

Currently, methods for object detection generally 
fall into deep learning-based approaches [4]. Already 
classic neural network-based approaches include Fast 
R-CNN [5], Faster R-CNN [6], SSD [7], or SPPNet 
[8]. Detectors based on the YOLO family of 
architectures [9] are particularly successful and 
computationally efficient. 

Unlike other object detection methods,  
YOLO-based architectures do not divide the object 
detection task into more processes, e.g., object region 
prediction and class prediction. The YOLO algorithm 
integrates both tasks into a single neural network 
model to achieve fast detection with high accuracy. 

The authors of YOLO progressively published 
several generations of architectures – YOLOv2, 
YOLO9000, YOLOv3. In addition, the YOLO models 
were scaled for different ratios of accuracy to 
computational costs, which led to architectures such as 
tinyYOLO [10]. The original YOLO was further 
developed by other authors, leading to YOLOv4 [11], 
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YOLOv5 [12], YOLOv6 [13], YOLOv7 [14] and other 
successors. Although there exist several survey articles 
that compare the performance of different types of 
YOLO architectures, these articles generally use  
multi-class datasets, such as MS COCO or PASCAL 
VOC [15]. In this study, we aim at surveillance 
applications, where the goal is often to detect only one 
type of object or phenomenon in the monitored area. 
On the other hand, a given object is expected to be 
detected with high accuracy regardless of lighting 
conditions, scene clarity, background type, etc. 
Therefore, we decide to test and compare selected 
types of YOLO architectures for a one-class detection 
problem. We compose a robust dataset with various 
representations of one type of object taken under a 
variety of conditions – see Fig. 1. Using this dataset, 
we train and compare selected YOLO architectures 
and additionally evaluate them in terms of 
computational costs. In order to get closer to  
edge-computing applications, we use NVIDIA Jetson 
NANO for evaluation of experiments. 

 
 

   

   
 

Fig. 1. Example of images in dataset. 
 
 

2. Methodology 
 

Here, the aim of this study is properly defined. 
Subsequently, the resources and algorithms used to 
retrieve the results are described. 
 
 
2.1. Problem Formulation 
 

The objective of our work is to design a one-class 
detector suitable for surveillance applications. 
Moreover, the detector should meet the requirements 
of edge-computing applications. Therefore, the 
detector is expected to fulfill several specific features. 
First of all, high accuracy of object centroid detection 
is required. On the contrary, there is no particular 
reason to specify whole bounding boxes or object 
shapes, as this information would be useless for 
surveillance applications. Furthermore, the detector 
operation shall require low memory consumption and 
be as computationally inexpensive as possible. 

The spatial arrangement of the detector for human 
head detection, and the required detector output are 
shown in Fig. 2. 
 

 

 
 

Fig. 2. The spatial arrangement of the detector for human 
heads detection (upper image), and the required detector 

output (red crosses represent centroids of the human heads). 
 
 
2.2. Selected Architectures 
 

As discussed above, many deep learning 
architectures, suitable for object detection, were 
introduced in the last decade. YOLO-based 
architectures are particularly suitable for  
edge-computing due to their single-step character. 
Based on some pilot studies and literature survey, we 
select 6 specific implementations of YOLO for testing. 
Moreover, we add a custom architecture ASP U-Net 
developed by the authors [16] for comparison. This 
architecture was originally used for grasping point 
detection, but it can be redesigned to detect any type of 
significant point in visual data. While YOLO 
architectures provide bounding boxes of detected 
objects, ASP U-Net directly delivers centroid 
coordinates in the form required in this study. The 
complete list of the selected architectures is 
summarized in Table 1. 
 
 

Table 1. Selected architectures for evaluation. 
 

Architecture Source Memory size 

YOLOv5s [12] 14 MB 

YOLOv5n [12] 4 MB 

YOLOv5l [12] 90 MB 

YOLOv7tiny [14] 11 MB 

YOLOv7 [14] 73 MB 

YOLOv7x [14] 138 MB 

ASP U-Net [16] 39 MB 
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2.3. Dataset 
 

The quality of a dataset predetermines performance 
of the detector. To guarantee robustness of the head 
detector, we collect data in diverse environments 
which include staircases, corridors, and entries into 
means of transport. We capture video streams above 
walking persons at eight different locations. The 
lighting conditions differ among the experiments. 
Additionally, we merge the captured video streams 
with publicly available datasets [17-19]. 

We extract frames from the captured videos to 
create a set of 25 301 8-bit RGB images. We resize 
images to 288×288 px. Finally, we randomly split the 
images into training set, testing set, and validation set 
in the ratio 74:13:13. 
 
 
2.4. Evaluation Measures 
 

Since the detector is expected to detect the 
positions of the centroids of the heads in the image, we 
select Total Localization Error as the primary metric 
for our tests. In simple words, Total Localization Error 
is a sum of the smallest relative distances between 
ground truth centroid coordinates and their closest 
predictions. Each such prediction is associated exactly 
with one ground truth label, and simultaneously, each 
ground truth label is associated exactly with one 
prediction. The lower the metric value provided, the 
better is the detector. This metric was originally 
introduced in [20]. 

Relative Inference Time is selected as the 
secondary metric. This metric expressed the ratio 
between the inference time of the actual detector and 
the inference time of the baseline detector. The 
inference times are statistically evaluated using the 
NVIDIA Jetson NANO. 
 
 

2.5. Detector Training 
 
We train the detectors using the Adam algorithm based 
on its generally acceptable performance with binary 
cross entropy as the cost function. Initial weights are 
set randomly with normal distribution (mean = 0, 
standard deviation = 0.05). The experiments are 
performed twenty times due to a stochastic character 
of training. Moreover, we use data augmentation to 
avoid overfitting by the training of the map generators. 
Specifically, we use random rotation ± 20 degrees, 
random horizontal and vertical flipping with 
probability 0.5, random horizontal and vertical 
translation (up to ± 20 % of image height and width), 
random rescaling (zoom range 0.2) and random 
horizontal and vertical shear (shear intensity 0.2). We 
set 200 as the maximal number of the epochs and we 
use the best performance over the validation set as the 
selection criterium for the detector model. 

Some of the selected YOLO variants use various 
other parameters for training. In such cases, we keep 
these parameters as the default, as recommended in the 
respective sources. 

3. Results and Discussion 
 

We train the selected detectors with the dataset 
described in Section 2.3 according to the procedure 
addressed in Section 2.5. In order to show the 
performance capabilities of the trained detectors, we 
summarize the best resulting values of the evaluation 
measures described in Section 2.4 to Table 2. 

Additionally, we demonstrate absolute frequencies 
of differences between numbers of ground truth labels 
and numbers of predictions of the detectors for the test 
dataset (Table 3). 
 
 

Table 2. Measures of the selected detectors  
for the testing set. 

 

Architecture 
Total 

Localization 
Error 

Relative Inference 
Time 

YOLOv5s 0.5684 1.2267 
YOLOv5n 0.5893 1.2301 
YOLOv5l 0.5510 1.9847 
YOLOv7tiny 0.5731 1.0000 
YOLOv7 0.6871 1.5082 
YOLOv7x 0.6481 1.8017 
ASP U-Net 0.5572 2.9917 

 
 

Table 3. Absolute frequencies of differences between 
numbers of ground truth labels and numbers of predictions 

for the testing set. 
 

Architecture <-2 -2 -1 0 1 2 >2 

YOLOv5s 69 42 176 2656 243 22 0 

YOLOv5n 55 38 159 2610 315 31 0 

YOLOv5l 72 54 184 2705 184 9 0 

YOLOv7tiny 10 32 145 2557 373 78 13 

YOLOv7 76 72 237 2517 286 20 0 

YOLOv7x 74 63 236 2566 253 16 0 

ASP U-Net 4 21 237 2547 301 72 24 

 
 

The best overall values of Total Localization Error 
are provided by the detector based on the YOLOv5l 
architecture. Moreover, this detector provides the least 
error in differences between numbers of ground truth 
labels and numbers of predictions (see Table 3). If 
memory consumption and inference time are critical 
for the intended application, it is possible to consider 
the YOLOv7tiny architecture with its outstanding 
relative inference time, and it is only 11 MB in size. 
ASP U-Net, which was selected because it directly 
provides centroids of detected objects, provides above 
average results in terms of accuracy. However, its 
inference time is by far the worst of all the selected 
architectures. 
 
 
4. Conclusions 
 

In this study, various types of YOLO architecture, 
together with ASP U-Net, were compared for use in a 
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one-class detection problem with a special attention to 
edge-computing surveillance applications. Head 
detection problem in various types of crowded scene 
was specifically addressed. In general, detectors based 
on the YOLO architecture are accurate and efficient. 
When choosing a particular architecture, a trade-off 
between overall accuracy and inference time should 
always be sought. Conveniently, within the YOLO 
family of architectures one can find both tiny models 
suitable for single-chip applications, and large models 
characterized by high accuracy and generalization 
capability. 
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Summary: Social media has become part of our daily lives and is a source of information as well as a media channel for 
following and disseminating the latest news around the world. Users can in an anonym way express their opinions on social 
networks by sharing or commenting news. Today, social media and online communication play a crucial role in the influencing 
a society, which has its advantages and disadvantages. In this article, we will look at the issue of the trustworthiness of the 
social web. The paper presents a web application helpful in recognition of a credibility of the conversational content. The parts 
of this application are at first a model for recognition of hoaxes based on a dictionary approach, but also an interactive game. 
The task of the game is to point out what is important to notice and what to watch out for when drawing information from the 
Internet. Among other things, the web application also includes the possibility to verify the website and static parts containing 
videos about harmful asocial behaviour, explanations of terms etc. 
 
Keywords: Social media, Incredible web content, Web application, Dictionary approach to text processing, Interactive game. 
 

 
1. Introduction 
 

Social media has seen increased use as a source of 
information and is mainly used to search for 
information on serious topics. There has also been 
great use by those who seek health information. People 
use social "tools" to gather information, share stories, 
but also discuss issues. Similarly, healthcare 
organizations see benefits of social media because they 
give them access to healthcare information. 

As Sutton, Palen and Shklovski [1] suggest, social 
media comes to the fore as a source of information in 
times of disaster and risk situations, although the 
accuracy of the information that is shared through 
these channels is unclear. Therefore, it is essential to 
learn more about how people evaluate the information 
they receive on social media websites, especially in 
terms of their credibility. 

 
 

1.1. WISDOM System 
 

The credibility of information on the Internet is 
becoming increasingly important, and therefore the 
web analytical system WISDOM (Web Information 
Sensibly and Discreetly Ordered and Marshaled) has 
been developed, which is based on the criteria of 
sender, content, and appearance (page layout, number 
of advertisements, providing of contact address) 
analyses the website, thus promoting the credibility of 
the information. With this information, one assesses 
the credibility of a website without understanding its 
content. For example, if a user finds a contact address 
on a website, they will find that the site is more 
trustworthy than if it is not there. Also, if he finds more 
than one advertisement on a website, he thinks the site 
is less trustworthy [2]. The use of appearance of 
information in the web information analysis system is 
illustrates in Fig. 1. 

 
 

Fig. 1. Use of appearance information in Web information 
analysis system [1]. 

 
 
The evaluation of existing games showed that bad 

news improves the ability to resist misinformation 
after it is played [3]. 
 
 

2. The Model Based on a Dictionary Approach 
 

We created a model that is based on a dictionary 
approach for hoaxes recognition [4] in the Python 
programming language. First, to be able to apply the 
given model, we need a dictionary for applying to the 
selected text. The model is illustrated in Fig. 2. 

 
 

2.1. Dictionary Creation 
 

Creating a dictionary was time consuming because 
the dictionary was created manually in the Slovak 
language, so it was necessary to translate English 
words and determine the value – weight of the words. 
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The weight of the words ranges from 1 to 5, where the 
higher the number, the more toxic the word. The 
dictionary is composed of combinations of different 
dictionaries, which contain negative and vulgar words, 
their various forms and their synonyms. In addition, 
commonly used abbreviations that have a negative 
meaning have been added to the dictionary. 
Furthermore, this dictionary was enriched with phrases 
such as: "it's just my opinion", "I was just thinking" and 
others. The final dictionary consists of 1240 words  
and phrases. 

 

 
 

Fig. 2. A model based on a dictionary approach (Google 
Cloud Platform). 

 
 
2.2. Text Pre-processing 
 

Pre-processing is very important in a dictionary-
based method, as overall pre-processing plays an 
important role in achieving the expected results. The 
following points describe the steps we needed to take 
to have the resulting text divided into words and 
phrases as we needed to: convert text to lowercase, 
remove punctuation, replace numbers with an empty 
string, remove diacritics of phrases, assign value to 
phrases, split text into words, delete word traces, 
remove word accents, assign value to words. 

 
 

2.3. Evaluation of the Model Based  
       on the Dictionary 
 

When evaluating the model, we first needed to 
obtain toxic and non-toxic reviews for a testing set. 
Toxic reviews, the number of which was 35, were 
obtained from the Facebook page Hoaxes and Frauds 
– Police of Slovak Republic. Non-toxic reports, the 
number of which was also 35, were obtained from 
various websites and newspapers, such as 
https://www.aktuality.sk/, https://www.sme.sk/ and 
others. 

If we have already assigned values of toxicity to 
phrases and words, then we summed the given values 
and calculated the arithmetic mean of toxicity. If the 
resulting value was greater than 3, the text was 
considered toxic. If the resulting value was less than 3 
but also greater than 0, the text was considered  
non-toxic. If the resulting value was 0, we considered 
the text to be probably non-toxic, but if the resulting 
value is equal to 3, we considered the text to be  
likely toxic. 

Based on these results, we therefore decided to 
consider a text with a value of 3 as "likely to be toxic", 
because if we consider it directly as "toxic", messages 
that are non-toxic (with a value of 3) would be directly 
labelled ‘toxic’. Thus, when we mark a text with a 
value of 3 as "probably toxic", we let the user know 
that the text can also be "non-toxic", so it still needs to 
be verified. The Table 1 represents results of our 
dictionary-based model in values of Precision, Recall 
and Accuracy. 

 
 

Table 1. Results of testing the dictionary-based model. 
 

 
Value 3 as 
nontoxic 

Value 3 as 
toxic 

Precision 0.800 1.000 
Recall 0.933 0.814 

Accuracy 0.871 0.886 
 
 

3. Application to a Web Portal 
 

We proceeded in two ways to apply the model to 
the web portal. The first way was to apply the model 
to the Google Cloud Platform. This method was more 
complicated because we had to download and install 
the Google Cloud SDK for our operating system, 
create a project on the Google Cloud Platform, where 
we then uploaded our model based on dictionary 
approach. The second way was to create an EXE file 
and apply it to a web portal where it is available for 
download. 

The dictionary-based model was applied to the 
Google Cloud Platform, and it is available on our web 
portal: https://oversi.onrender.com/index.html. 

 
 

3.1. Creating a Game for Application 
 

Application obtained also an interactive game. We 
used the free development tool Twine to create the 
interactive game. In the process of the game 
development the following tools were used – 
JavaScript, CSS and so-called "Blocks" that follow 
each other, or even branch out. We also created a 
GitHub account, which we used to store the music and 
images applied in the game. 

When creating the game, we focused on the school 
environment and tried to make this interactive game 
interesting not only with the story, but also with its 
educational content. The content is mainly focused on 
the credibility of information on the Internet. The story 
of this game lies in the high school life of 17-year-old 
Oliver. The main task is to help Oliver, who is not one 
of the best students, to manage the day at school as best 
he can. 

The game begins with entering your name and its 
ratification. Then, you are in the room at the beginning 
of the game. The story goes in the direction you decide, 
by choosing from the offered answers. The game 
includes a test that contains 5 questions. There are two 
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answering options for each question, of which only one 
is always correct. An example of the game test is 
illustrated in Fig. 3, particularly Question 1 with two 
answers in green colour. 

After confirming the correct or incorrect answer, a 
window appears, which will evaluate user’s answer 
and explain why the answer is correct or incorrect  
(Fig. 4). 

 
 

 
 

Fig. 3. An example of the game test (Question no.1). 
 
 

 
 

Fig. 4. Evaluation and explaining the correct answer on the 
question no.1. 

 
 
Another part of the game is the selection (in green 

colour) of an untrustworthy article (Fig. 5) from a pair 
of provided articles A and B. 

 
 

 
 

Fig. 5. A pair of two articles A and B, from which only one 
is trustworthy. 

 
 
Game also includes a part where the player gets the 

opportunity to decide based on advertisement and thus 
the game will continue based on this decision. Once 
created, the game was also applied to our web portal 
(Fig. 6). 

 
 

Fig. 6. An application of the interactive game  
on our web portal. 

 
 

3.2. Evaluation of the Interactive Game 
 

To evaluate our game, we decided to address the  
48 students of the second and third year of high school 
in Košice. After the game, the students answered four 
questions: 

1. Do you verify the information you find on the 
Internet? 

2. After playing the game, did you gain new 
insights into the credibility of information on 
the Internet? 

3. After playing the game, will you pay more 
attention to the sources of the news / posts you 
will find on the Internet? 

4. Did the given web portal / presentation help you 
orient yourself in the issue of disinformation? 

There were five possible answers on each question: 
Yes, Rather yes, I do not know, Rather no and No. 

The results of the evaluation showed that the game 
was successful, and thus 69 % of students after playing 
the interactive game pay more attention to the sources 
of news / posts they find on the Internet, as only 23 % 
of students used to check information on the Internet 
before. Also, most students stated that they gained new 
knowledge after the game. As for the overall 
evaluation of the web portal, it was also a success, as 
up to 71 % of students stated that the web portal helped 
them to orientate themselves in the issue of 
misinformation what is illustrated in the Fig. 7. 

The students also were familiar with our web portal 
applying three ways of learning: 

1. Presentation from the content of the web portal; 
2. Web portal searching; 
3. Hybrid form – viewing some parts of the web 

portal enriched with a presentation “How not to 
get lost at the time of information”. 

During all these ways of learning, students had to fulfil 
the same questionary at the beginning and at the end of 
the learning activity. Then, the change in accuracy of 
an ability to detect a toxicity in online space was 
measured in all three cases. 
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Fig. 7. An application of the interactive game on our web 
portal. The frequency of five possible answers  
on the question “Did the given web portal / presentation help 
you orient in the issue of disinformation?”. 

 
 
During the first learning activity “Presentation 

from the content of the web portal”, after completing 
the first questionnaire, the students became acquainted 
with the interactive game. Subsequently, the 
presentation of individual terms and advices what 
needs to be noted when verifying the information on 
the Internet and presentation from the content of the 
web portal were provided. Students had an opportunity 
to ask questions about the whole issue of 
misinformation through the “sli.do” platform or 
directly by the lifting hand. The answers to students’ 
question were given continuously, but mainly at the 
end of the meeting. Before the end, they were provided 
with the second questionnaire with the same questions 
as at the beginning. On the basis of a comparison of 
results of these two questionnaires it was possible to 
evaluate the success of learning of the necessary 
information on this topic. 

During the second learning activity “Web portal 
searching” after acquaintance with the interactive 
game, there was no presentation, but self-study and 
viewing the web portal separately. The meeting was 
terminated by a questionnaire with the same questions 
as at the beginning and the comparison was provided. 

At the beginning of the third learning activity 
“Hybrid form”, the students received a questionnaire 
from chosen terms and tips on how to do a critical 
analysis of the text on internet. Filling the 
questionnaire was followed by viewing the section 
“Theory” of our web portal along with trying out 
individual applications, namely interactive game, 
verification whether the site is or is not in the list of 
disinformation websites and verification of text, 
whether it has signs of toxicity. Later, the presentation 
was followed by the “How not to lose ourselves in the 
era of information”, where the tips and tricks to 
properly verify the information on the Internet were 
presented. 

At the end of each lesson of each learning activity, 
we had a questionnaire fulfilled by students, where 
more than 2 thirds answered that our web portal and its 
presentation helped them to orientate themselves in the 
issue of misinformation, what is also illustrated by  

Fig. 7. The results of students testing in all three 
learning activities are presented in the Table 2. 

 
 

Table 2. Accuracy of an ability to detect toxicity  
in online space. 

 
Number of 

learning activity 
Test before 
activity [%] 

Test after 
activity [%] 

1 54.5 77.5 
2 64.5 82.5 
3 60.6 86.3 

 
 
4. Conclusions 
 

The results of the web application evaluation show 
that it was successful, and thus the desired goal of the 
work was met, as both – the model based on the 
dictionary approach and the interactive game achieved 
positive results. The Accuracy of our model for the 
toxic texts (hoaxes) recognition based on the 
dictionary approach was highest when we considered 
the text with a value of “3” to be toxic. On the other 
hand, we achieved a higher Recall when we considered 
the text to be non-toxic with a value of toxicity “3”. 
The disadvantage of the dictionary approach is that the 
used dictionary may not contains all the necessary 
words, and therefore, even if the text is toxic, but none 
of the words in text is not in the dictionary, the 
approach cannot evaluate the text correctly. Also, the 
text can often contain a sarcasm, which is difficult to 
detect automatically and can skew the results of the 
model. Therefore, if training data are available, it is 
possible to use a machine-based approach. 
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Summary: Estimating the effect of an intervention (causal effect) from mere observational data is known as causal 
identification problem which appears in different applications. Existing a valid adjustment set for a causal effect makes that 
effect identifiable from observational data. In many real-world scenarios, there exist several adjustments sets for a causal 
effect. In this work, we study the problem of selecting an adjustment set for a causal effect that has the minimum mean 
estimation error. We introduce joint information-theoretic and graphical selection criteria that allows us to choose the best 
adjustment set. Such criteria are not limited to selection of the best valid adjustment set but could also be extended to selecting 
the best equivalent observational expression obtained by Pearl’s do-calculus.  
 
Keywords: Causal effect identification, do-calculus, Adjustment set, Sample complexity. 
 

 
1. Introduction 

 
The canonical inference problem in causal 

reasoning is to estimate the effect of so-called cause 
variables on a set of outcome variables. Performing 
interventions is the gold standard of causal reasoning. 
An intervention on a variable varies its conditional 
distribution given its direct causes. The information 
obtained from an intervention depends on the type of 
the intervention, as well as the size of the intervention, 
and the location of the targets of the intervention in the 
underlying causal graph. For instance, the changes in a 
causal model as the result of hard interventions can be 
modeled by procedures that Pearl called graph surgery 
[1]. This result in a new graph, the “interventional 
graph” in which the causal modules involving 
variables that have been intervened on are changed. 
While conditional distributions are based on the 
original causal graph, interventional predictions are 
based on the new manipulated graph. Fig. 1 depicts the 
process of graph surgery in a simple causal graph.  

 
 

    

 
 

Fig. 1. The process of graph surgery in a simple 3 
variable graph. 

 
 

More precisely, in causal effect identification 
problem, we are given two disjoint subsets of 
variables, say X and Y and faced with inferring the 
causal effect of X on Y. Several measures have been 
developed in the literature to capture such effects. The 

most commonly accepted such measure is the post-
interventional distribution 𝑃 𝑌 𝑑𝑜 𝑋 . In many real-
world applications, direct intervention is not possible. 
This might be due to the nature of the system that 
makes it impossible to intervene on X and observe its 
effect on Y or might be due to legal or ethical issues. 
For instance, it is both illegal and unethical to force a 
group of people to smoke in order to measure the effect 
of smoking on lung cancer. In such scenarios, the 
causal effects 𝑃 𝑌 𝑑𝑜 𝑋  should be estimated using 
only observational data. If this is possible, we say the 
causal effect is identifiable. For instance, when valid 
adjustment sets or instrumental variables exist, they 
allow us to find an equivalent expression for 
𝑃 𝑌 𝑑𝑜 𝑋  from only observational joint distribution 
[1]. Proving that such equivalent expression exists is 
based on a set of rules known as do-calculus [1]. It is 
shown in [2], that the set of rules in do-calculus are 
complete meaning that if it is not possible to find an 
equivalent expression for 𝑃 𝑌 𝑑𝑜 𝑋  in a causal 
structure using the do-calculus, then it is impossible to 
identify the effect. The problem of finding equivalent 
observational expression (i.e., selecting the valid 
adjustment sets) for a given post-interventional 
distributions is profusely studied [2, 4].  

 
 

1.1. Problem Setting 
 
Valid adjustment sets are not necessarily unique. 

That is, several valid adjustment sets might exist that 
lead to different equivalent observational expression 
for a given post-interventional distribution. Different 
expressions lead to different estimation errors.  

Formally, consider a set of variables V with the its 
corresponding causal directed acyclic graph (DAG) 𝐺. 
Let 𝑋, 𝑌 denotes two disjoint subsets of V. We are 
interested in estimating 𝑃 𝑌 𝑑𝑜 𝑋  from observational 
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data. Valid adjustment sets are one way to do so. Let 
𝑍 ⊂ 𝑉 that contains no descendant of X and blocks  
(d-separates) all paths from X to Y with arrows pointing 
into X, then Z satisfies the so-called backdoor criteria 
[1] and hence it is an adjustment set, i.e., 

 
𝑃 𝑌 𝑑𝑜 𝑋 ∑ 𝑃 𝑌|𝑋, 𝑍 𝑃 𝑍 . (1) 

 
The right-hand side of the above expression is an 

expression that can be estimated using observational 
data. Different choices of Z will lead to different 
estimators for the left-hand side with different 
estimation errors. We consider the following choice of 
estimation error metric:  

 

𝔼  𝑃 𝑌 𝑑𝑜 𝑋 𝑃 , 𝑌 𝑑𝑜 𝑋  , 
 
where 𝑃 , 𝑌 𝑑𝑜 𝑋  denotes the estimator obtained 
from selecting Z as the adjustment set with sample size 
N and ||. || is the 𝑙 -norm. Estimators with lower 
sample complexities are more desirable. Hence, the 
selection inference problem can be formalized as 
 

arg min 𝔼   𝑃 𝑌 𝑑𝑜 𝑋 𝑃 , 𝑌 𝑑𝑜 𝑋   . 

 
Note that the optimization problem fixes the 

sample size and asks for the best Z for a given sample 
size. Authors in [3] study this problem for a special 
setting in which all relations between variables are 
linear. We generalize this result to non-linear systems. 
Next, we study this problem in two special DAGs.  

 
 

2. Special DAGs 
 
Consider the causal DAG in Fig. 2. Suppose, we 

are interested in estimating the causal effect of X on Y. 
Using the back-door criterion, it is easy to see that 
{𝑍 }, {𝑍 }, and {𝑍 , 𝑍 } are all possible adjustment 
sets for 𝑃 𝑌 𝑑𝑜 𝑋 . 

 
 

 
 

Fig. 2. A causal DAG. 
 
 

We are interested in selecting an adjustment set that 
results in the smallest mean estimation error for a fixed 
number of observations.  

As we show next the choice of the adjustment set 
is not only dependent on the causal graph but also on 
the marginal distributions of the variables. To do this 
end, from the structure of the DAG in Fig. 2, we obtain 
 

𝐻 𝑌|𝑋, 𝑍 𝐻 𝑌|𝑋, 𝑍 ,   (2) 

where 𝐻 .  denotes the entropy function. This implies 
that the first term on the right side of Equation (1) can 
be estimated with lower sample complexity for 𝑍  
compared to 𝑍 . On the other hand, if 𝑍  and 𝑍  are 
related such that 𝐻 𝑍 𝐻 𝑍 , then 𝑍  will be a 
better adjustment set compared to 𝑍  in terms of mean 
estimation error. As an example, consider the next 
model for the causal DAG in Fig. 2 in which all 
variables are binary. 
 
Model I: 𝑃 𝑍 0|𝑍 0,1 0.4,0.6 , 

𝑃 𝑍 0 1/7, 𝑃 𝑋 0|𝑍 0,1 0.4,0.6 , 
𝑃 𝑌 0| 𝑋, 𝑍 00,01,10,11 0.5,0.501,0.02,0.01 . 

 
Fig. 3 depicts the mean estimation error with 

respect to the sample size N . As it is depicted in Fig. 
3. (left), 𝑍  is always a better choice than 𝑍 . 

 
 

  
 

Fig. 3. Mean estimation error as a function of sample size 
for model I (left) and model II (right), respectively. 

 
 

If 𝐻 𝑍 𝐻 𝑍 , the above statement does not 
always hold. To see this, consider the following model 
for the same causal DAG in Fig. 2.  
 
Model II:  𝑃 𝑍 0|𝑍 0,1 0.998,0.99 , 

𝑃 𝑍 0 0.5, 𝑃 𝑋 0|𝑍 0,1 0.99,0.02 , 
𝑃 𝑌 0| 𝑋, 𝑍 00,01,10,11 0.5,0.501,0.02,0.01 . 

 
In this case, as it is depicted in Fig. 3 (right) for 

small N, 𝑍  is a better adjustment set than 𝑍 . Now, 
consider a slightly different DAG illustrated in Fig. 4. 

 
 

 
 

Fig. 4. A causal DAG.  
 

 
It is easy to see that similar to the previous DAG 

both 𝑍  and 𝑍  are adjustment sets for 𝑃 𝑌 𝑑𝑜 𝑋  and  
𝑃 𝑌, 𝑋, 𝑍 , 𝑍 𝑃 𝑍 𝑃 𝑍 |𝑍 𝑃 𝑋|𝑍 𝑃 𝑌|𝑋, 𝑍 . 
This implies inequality (2). Hence, the relationship 
between the marginal distributions of  𝑍  and 𝑍  will 
determine which one is a better adjustment set.  
 
 
3. General DAGs 
 

Consider a general DAG in which there exists two 
disjoint valid adjustment sets 𝑍  and 𝑍  for 
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𝑃 𝑌 𝑑𝑜 𝑋  such that both satisfy the back-door 
criterio. Moreover, assume that the directed path from 
𝑍  to Y contains 𝑍 . Thus, 𝑍  d-separates Y from X 
and 𝑍  or equivalently, inequality (2) holds. Therefore, 
deciding on which adjustment sets has lower mean 
estimation error comes down to the relationship 
between marginal distributions of 𝑍  and 𝑍 . 

 
 

4. Conclusions 
 

We studied the problem of selecting an adjustment 
set with the minimum mean estimation error for 
identifying the effect of an intervention. We showed 
that this selection is based on joint information-
theoretic and graphical criteria. 
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Summary: Monitoring the behavior of adhesives using dielectric analysis is challenging due to additives and fast curing 
reactions. Based on previous work, using multi-sine signals, partial signal components are introduced to increase the number 
of monitored frequencies while at the same time reducing the crest factor. A small crest factor indicates a high-quality  
multi-sine signal, which stands for high information density. Previous problems include that many similar frequencies increase 
the crest factor. Integrating partial frequency components counteracts this. Further, the error resulting from DFT analysis 
decreases when using this modulation method. The construction of multi-sine waves designed for dielectric analysis usually 
leads to a significant error in DFT, which is why this result is particularly beneficial. Thus, more information can be obtained 
at the same time with higher accuracy. Due to the specific signal composition and the DFT algorithm, an upper limit in 
frequencies is observed. 
 
Keywords: Dielectric analysis, Crest factor optimization, Multi-sine signal, FFT, DFT. 
 

 
1. Introduction 

 
The production monitoring of adhesives, fiber 

reinforced or neat plastics becomes more challenging 
as additives or new compounds are used to increase the 
performance and the reaction rates as well as reduce 
the process times. [1-5]. 

Dielectric Analysis (DEA) is a measurement 
principle suitable for online monitoring of curing or 
phase shift processes of materials, derived from the 
more general electrical impedance spectroscopy (EIS) 
[6]. Besides monitoring material behavior, EIS is 
becoming increasingly popular in bioimpedance 
monitoring [6-8]. 

However, with increasing reaction rates and 
complex material compositions, the classic DEA 
systems based on a single frequency have limited 
applicability. This paper addresses the issue using a 
multi-sine signal approach that provides high-density 
frequency information over high bandwidth. Based 
upon previous works [9, 10] an improved method 
using partial sinus signals within a multi-sine signal is 
provided, achieving much higher frequency density 
with at the same time low crest factor numbers. 

A quasi-spectroscopic monitoring system is 
provided by monitoring as many frequencies parallel 
to the base frequency. Thus, instead of using few 
frequencies as supporting points for models to predict 
the material behavior resulting in inaccuracies due to 
the model assumptions [11], the reaction kinetics that 
occur can be directly observed. 

 
 

2. State of the Art 
 

In the following a short introduction to the signal 
optimization criteria, the Crest-Factor, and also a brief 

overview of the optimization of multi-sine signals is 
given. 
 
 
2.1. Introducing the Crest-Factor 
 

A common metric used to evaluate and compare 
multi-sine signals in the time domain is the  
Crest-Factor (CF). The metric shows how much 
amplitude is consumed by a signal to introduce a 
certain amount of energy into a system [12, 16]. Higher 
values indicate harmonics, while low values for  
multi-sine signals imply no or little interferences 
between the specific frequencies. For our application, 
it is desirable to set up a multi-sine signal with the 
smallest possible CF. The CF is calculated as the ratio 
between the peak value of a signal and its effective 
(root mean square) value: 

 

 𝐶𝐹
𝑈
𝑈

 (1) 

 
For a signal in the time domain 𝑠 𝑡  measured over 

a time interval 0; 𝑇 , the 𝐶𝐹 𝑠  is calculated 
according to the following formula: 

 

 𝐶𝐹 𝑠
max

,
|𝑠 𝑡 |

1
𝑇 |𝑠 𝑡 | 𝑑𝑡

 (2) 

 
 

2.2. Current Optimization of Multi-Sine Signals 
 

So far, the optimization of multi-sine signals has 
only been looked at from one perspective. By fitting 
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the phase angles of the signals, one can considerably 
minimize the CF of the multi-sine signal. Ojarand et al. 
have been developing several optimization algorithms 
for this topic yielding good results. Their approach to 
minimizing the CF is both analytical and iterative. 
They give various formulas for good starting phases 
that are adapted to the frequency density. Based on 
these formulas, he presented, among other things, an 
iterative algorithm for further optimization of the 
initially calculated phases [13, 14]. Recent work from 
Shibasaki [15] compares several algorithms for  
multi-tone signal generation, resulting in close 
outcomes for different approaches to manipulating the 
phase angles. Yang et al. [16] obtained very low CF 
using their improved algorithm combining Schroeder's 
formula with Van der Ouderaa's (VDO) numerical 
algorithm using an optimized clip function. The focus 
is on reducing the calculation time for arbitrary signals 
but is limited to small bandwidths. Alternative 
approaches are the use of CIRP or binary signals. An 
interesting idea is proposed by Yang et al. [17] with the 
use of tri-level excitation signals (normalized 
amplitude with +1,0,-1) and a Nuttal window function. 

Nevertheless, the results are limited for large 
frequency ranges (starting from 5 decades). 
Frequencies in a similar range can compensate for each 
other's peaks by conveniently choosing their phase 
angles. This works within a smaller or bigger time 
interval dependent on the frequencies. When 
considering a multi-sine signal with frequencies 
spanning over a wide range, the higher frequencies 
won't be able to compensate for peaks of the lower 
frequency components. Instead of reducing the 
maximum amplitude value of the multi-sine signal, the 
higher frequency components will only increase it, 
resulting in a higher CF. 
 
 
2.3. Advantages of Time-varying Frequencies 
 

To overcome the drawback of many higher 
frequency components, time-varying frequencies 
could be an approach. The best-known representatives 
of this type of signals are chirp signals. The idea behind 
chirp signals is to start at a specific frequency and then 
in- or decrease it over time. Therefore, these kinds of 
signals could replace for example 5 or more  
high-frequency components. So far, much research 
regarding chirp signals has been done, and many ways 
of analyzing them with Short-Time-Fourier-Transform 
(STFT) or similar methods have been presented over 
the last years. [18-20] 

 
 
3. Approach for Modulation of Multi-sine  
    Signals with Partial Frequencies 
 

The goal was to construct a multi-sine signal with 
a high-frequency bandwidth and a small CF. 
Regarding the difficulties explained in the previous 
section, the higher frequency components have to be 

handled differently. Replacing these components with 
chirp signals would be a good approach, but keeping 
all frequencies fixed is desired for the considered 
application in DEA with the primary goal of increasing 
the overall information within a single period of the 
lowest frequency segment. Using only modulated 
signal composition would lead to blurred results at 
higher frequencies limiting the ability to visualize fast 
chemical reactions and respective phase changes. 
Hence, the main idea was only to add these signals 
within a shorter time interval and separate from each 
other to the final multi-sine signal. This would solve 
the problem described above of having the high 
frequencies only increasing the overall amplitude of 
the multi-sine signal. The remaining issue to check is 
how this technique of assembling an arbitrary signal 
affects the CF. This technique would only be 
reasonable if it positively affects the CF, i.e.,  
reduces it. 

Given a certain number of signals with fixed 
frequencies, amplitude values and phase angles, the 
procedure of modulating a multi-sine signal with 
partially added signals is as follows: 

The first thing to do is to choose how many 
frequencies should be added partially to the multi-sine 
signal. Here, each of these partial signals should be 
added for at least 30 periods. The reason behind this is 
that this causes a lower error in discrete FFT analysis 
in a later course due to less spectral leakage. Therefore, 
one can calculate the maximum number of signals that 
could be added without overlap in a given time interval 
by calculating how much time it would need to 
represent a certain frequency for 30 periods and adding 
those times up. 

Once the number is fixed, choose as many of the 
signals with the highest frequency among all. This 
means if the given frequencies are 𝑓 , … , 𝑓  and 𝑚 𝑛 
of them are chosen to be added partially, then this 
applies to the frequencies 𝑓 , … , 𝑓 . 

After that the lower frequencies 𝑓 , … , 𝑓  have to 
be modulated, therefore the meantime signal is then 
𝑆 𝑥   ∑ 𝑎 ∙ sin 2𝜋𝑓 𝑥 𝑝  , with 𝑎  the 
amplitude values and 𝑝  the phase angles. The 
corresponding discrete signal is 𝑠 with a length of 
𝑙𝑒𝑛 𝑠   𝑛𝑢𝑚𝑏𝑒𝑟_𝑜𝑓_𝑠𝑎𝑚𝑝𝑙𝑒𝑠. 

To make it possible that the final multi-sine signal 
can be run multiple times in a row, apply a window 
function to 𝑠 to reduce spectral leakage further. This 
results in a continuous transition to zero at the 
beginning and end of the signal. For maintaining the 
signal in large part, we use a specially constructed 
window function here. The idea is to adjust the first 
and last 5 % of the signal. This means to leave the inner 
90 % of the signal as it is and to only modify the ends 
of it. The procedure for this is as follows: 

1. 𝑛𝑢𝑚  𝑖𝑛𝑡 0.05 ∙ 𝑛𝑢𝑚_𝑜𝑓_𝑠𝑎𝑚𝑝𝑙𝑒𝑠  
2. 𝑥  𝑙𝑖𝑛𝑠𝑝𝑎𝑐𝑒 0, 1, 𝑛𝑢𝑚  
3. 𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑟𝑎𝑛𝑔𝑒 𝑛𝑢𝑚 : 

a. 𝑠 𝑖 ∗  0.5 sin 𝜋 ∙ 𝑥 𝑖 0.5 

4. 𝑥  𝑙𝑖𝑛𝑠𝑝𝑎𝑐𝑒 1, 2, 𝑛𝑢𝑚  
5. 𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑟𝑎𝑛𝑔𝑒 𝑛𝑢𝑚 : 
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a. 𝑠 19 ∙ 𝑠𝑡𝑎𝑟𝑡_𝑒𝑛𝑑_𝑛𝑢𝑚 𝑖 ∗  0.5 ∙

sin 𝜋 ∙ 𝑥 𝑖 0.5 

After this assembling part, the remaining signals 
with higher frequencies can be added partially. Again, 
it is recommended to add those to the inner 90 % of the 
multi-sine signal. Otherwise, the part of applying the 
window function above would have no effect. So, if the 
time-interval is 𝑇  0, 𝑡 , consider  
𝑇   0.05 ∙ 𝑡 , 0.95 ∙ 𝑡  as the time-interval in 
which the remaining frequencies can be added. First, 
compute the time-intervals 𝑇 , 𝑖  1, … . , 𝑚, in which 
the partial signals should be added. As already 
described above, the length of these intervals should be 
at least the time frequency 𝑖 needed for 30 full periods 
and they should not overlap. Then compute for each of 
these intervals 𝑇  the corresponding partial signal 𝑆  
(respectively 𝑠  for the discrete case) with frequency  
𝑓 , 𝑖  𝑛 𝑚 1, … , 𝑛. Then apply the window 
function described above to each of the signals  
𝑠 , 𝑖  𝑛 𝑚 1, … , 𝑛. Finally, modulate the partial 
signals 𝑠 , 𝑖  𝑛 𝑚 1, … , 𝑛, onto the multi-sine 
signal 𝑠. Within this process, the partial signals have to 
be added at their associated time-interval. 
 
 
4. Results and Discussion 
 

With the signals created as described in Section 3, 
we tested the effect of the partial signals on the quality 
via calculation of the CF and the relative error in DFT. 
 
 
4.1. Improvement of the Crest-Factor 
 

It had to be tested to what extent this method of 
modulating a multi-sine signal improves its quality. 
The comparison was made here with Newman's 
analytical optimization method. He set up a formula 
for a good choice of phase angles of a multi-sine signal. 
For this test, the phase angles were calculated like in 
Newman's formula, the frequencies were chosen 
logarithmically distributed and the amplitude values 
descending from 1 to 0.2. Depending on the number of 
signals used in total, the frequency range has to be 
adapted. For less than 30 signals, we used 10 , 10  
and 10 , 10  otherwise. This choice is because the 
error in FFT analysis increases when there are too 
many similar frequencies in a multi-sine signal. The 
fundamental frequency was set to 125 MHz due to the 
measurement platform the signal generation is 
developed for. It can be seen in Fig. 1 that partially 
added signals have a respectable impact on the CF. The 
CF of every tested signal decreased considerably. 

This test confirmed the assumption made in  
Section 2.2. There we assumed that the high 
frequencies can no longer compensate for the peaks of 
the lower frequencies due to the wide frequency range. 
Ultimately, the high-frequency components only 
increase the overall amplitude of the multi-sine signal 
and thus also increase the CF. Due to the partial 
modulation, these high frequencies are only modulated 

for smaller time intervals, ensuring that they do not 
overlap in time. This leads to precisely the desired 
result, a smaller CF. 

 
 

 
 

Fig. 1. CF minimization results. 
 
 
4.2. Applying FFT to These Signals 
 

In addition to improving the CF, we were interested 
to what extend this signal modulation affects the 
quality of the discrete FFT. To test this, the DFT results 
for a typically modulated multi-sine signal were 
compared to those of a partially modulated  
multi-sine signal. 

For this test, multi-sine signals were first 
modulated without partial frequencies, and a DFT 
algorithm was applied. The amplitude values of the 
individual signals can be read off from the result of the 
DFT. Then, these were compared to the original 
amplitude values, which were used for the modulation 
of the multi-sine. The relative error between the  
read-off and original amplitude values was calculated 
for an optimal comparison independent of the quantity. 
As can be seen in Fig. 2, the relative error in such 
signals is very high. This is for two reasons. The first 
is that the DFT algorithm works suboptimally when 
there are many similar frequencies in the signal under 
consideration. It can be seen very clearly in Fig. 2 that 
the error increases as more frequencies are being used. 
The other reason is that the DFT algorithm only returns 
good results when there are enough data points for 
each frequency. This means that each frequency has to 
be modulated for a certain number of periods. In the 
best case, this should correspond to at least  
100 periods. By design of our signals, the lower 
frequencies, in particular, are only modulated for  
1-10 periods. Fig. 2 shows that the error is significantly 
higher at the lower frequencies. 

For the second test, multi-sine signals with partially 
modulated frequencies were considered. After the 
higher frequency components have been added during 
a shorter time interval, the standard DFT can no longer 
be applied to the multi-sine signal to determine the 
correct amplitude values of those partial signals. Since 
the time interval in which those signals appear in the 
multi-sine signal is way shorter than 𝑇, the by DFT 
estimated values of their amplitude are accordingly 
smaller than initially. 
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To solve this problem, apply the standard DFT to 
the whole multi-sine signal to calculate the amplitude 
values of the lower frequency components. To estimate 
the amplitude values of the partially added higher 
frequency components, cut the discrete signal 𝑠 into 
the parts where those signals have been added. Then 
apply the standard DFT algorithm to those shorter 
signals and filter the significant part. Filtering means 
going through the frequency array returned by the DFT 
algorithm and searching for the frequency that has 
been partially added to the cut signal. The 
corresponding amplitude value in the return of the DFT 
is the estimated amplitude value of this partial signal. 

The second test could then be performed with this 
procedure. For this test, the multi-sine signals had the 
same configuration as described above. The same 
configuration means that the frequencies,  
amplitude- and phase- values have been chosen to be 
the same. We performed DFT on the signal as 
described above to calculate the relative error that 
appears in the amplitude values. From the result of the 
DFT, the calculated amplitude values can be read off 
and compared to the original value of the amplitude 
values. Again, this comparison was made based on the 
relative error. 

A clear trend can be seen in Fig. 2 as to how the 
relative error behaves for typically modulated signals 
compared to signals with partial frequencies. In the 
lower frequency range, the modulation of both signals 
is the same. As a result, the errors in this area are also 
almost identical. Differences can only be seen in the 
higher frequency range. This is precisely the area in 
which frequencies were modulated partially. As a 
result, the relative error decreases by up to 75 % from 
normal to partially modulated multi-sine. When 
calculating an average value of the relative error in the 
DFT for the partially modulated signals, you get the 
same error values or even improvements compared to 
normally modulated multi-sine signals. The reason for 
the improved error values for multi-sine signals with 
partially modulated frequencies has already been 
explained in Section 4.2. In short, it is due to the way 
the DFT algorithm works. The more similar the 
frequencies in the signal to be examined, the more 
difficult it is for the DFT algorithm to correctly 
separate them within the multi-sine signal. If similar 
frequencies are modulated onto the multi-sine signal at 
different times, as tested here, the relative error in the 
result of the DFT is reduced. 

Another trend that can be seen in Fig. 2 is that the 
relative error of the DFT in the low-frequency range 
increases the more frequencies are used in total for the 
multi-sine signal. The error in these tests rises to 60 %. 
For more than 60 signals, even higher errors can be 
expected. As a result, it can be taken that, for technical 
reasons, the DFT has an upper limit on the number of 
signals that can or should be modulated into a  
multi-sine signal. Of course, the larger the frequency 
range, the more signals can be modulated. However, 
from a practical point of view, a certain maximum 
frequency is specified. 

 
 

Fig. 2. Error for normally and partially modulated signals. 
 
 
In addition, it was tested if the in Section 3 

introduced window function works better than 
conventional windowing methods such as in [17]. 
These tests revealed significant improvements in the 
relative errors in DFT. This can be explained by the 
fact that the window function presented in Section 3 
leaves a large part of the signal untouched. The signal 
is only adjusted in small areas at the beginning and end 
of the signal. This leads to smaller errors in the DFT 
since the frequencies in the signal are more clearly 
discernible than in signals on which a conventional 
window function has been applied. 
 
 
5. Conclusion and Outlook 
 

We could show that with the introduction of 
partially modulated signals our goals could be 
achieved. On the one hand it was possible to introduce 
more frequency blocks increasing the amount of 
information for time varying signals. On the other 
hand, the overall signal quality could be improved 
resulting in a much lower CF compared to non-
partially modulated signals. 

Our plans for future research are to analyze if other 
distributions of the partial signals have a big impact on 
the quality of the resulting multi-sine signal. 
Furthermore, it could be interesting to test how much 
more signal can be included in the multi-sine signal. 
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That means it could be tested to what extent the higher 
frequency components can be added multiple times to 
the final multi-sine signal without causing 
deterioration of the signal's quality. For this project, 
several constraints have to be specified and an 
algorithm to optimize the amount and distribution of 
the time intervals developed. Further improvements to 
reduce the relative error will focus on different 
analytical approaches using wavelet transformation. 
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Summary: Wireless localization is an essential component in Internet of Things applications. In this paper, we address the 
generalization problem of RSS map reconstruction for each city (usually, over gateways), relying on location-dependent radio 
measurements and taking advantage of side knowledge about the local region; like, city plan, terrain height, gateway position. 
We employ Neural Architecture Search to find an optimized Neural Network model with the best architecture for each of the 
supposed settings, depending on the amount of such prior side information. We show that using additional side information 
improves the final accuracy of the Received Signal Strength map reconstruction, especially in sub-areas close to the gateways 
where larger variations of the average received signal power are usually observed (ultimately, with a prominent beneficial 
impact onto positioning performance accordingly). 
 
Keywords: Learning with weakly labeled data, Neural networks with optimized architecture, Radio map reconstruction. 
 

 
1. Introduction 

 
Retrieving the exact position of the connected 

objects has become an important feature of the Internet 
of Things (IoT). Such connected objects have indeed 
been widespread over the last few years thanks to the 
low cost of the radio integrated chips and sensors and 
their possibility of being embedded in plurality of the 
devices. For the location-dependent application and 
services these abilities to associate accurate location 
with physical data gives huge opportunities. One of the 
localization techniques is Global Positioning System 
(GPS) which has been widely used over the past 
decades, but it suffers from high energy consumption 
which is not suitable for IoT applications. 

As an alternative, one can opportunistically 
measure location-dependent radio metrics, like 
Received Signal Strength (Indicator) (RSSI), Time 
(Difference) of Arrival (TDoA), Angle of Arrival 
(AoA), etc. Based on these metrics, there exist several 
methods to determine the node position: trilateration, 
triangulation, proximity detection, or fingerprinting. 
We will focus on fingerprinting [1] which requires 
(ideally) full map of mentioned above radio metrics, 
covering the zone of interest. However, collecting 
metrics in each point of the zone of interest is 
impractical and time costly in real-world scenarios, 
therefore most approaches rely on sparse and  
non-uniformly distributed measurements. 

In this sense, classical map interpolation techniques 
such as Radial Basis Function (RBF) [2] or kriging [3] 
are used. Although these methods are relatively fast, 
they are quite weak in retrieving and predicting the 
complex and heterogeneous spatial patterns that are 
usually observed in real life signals. Another approach 
consists on deterministic simulation such as  
Ray-Tracing (RT) tools [4]. Given some real field 
measurements and then calibrated over them, these 
models predict the radio propagation while simulating 

electromagnetic interactions with the environment. 
These technologies, however, need a complete 
description of the environment (properties of the 
materials of the obstacles, shape, etc.); moreover, they 
are complex computationally. Recently, studies have 
employed machine learning for this task by 
considering radio maps as images and adapting neural 
network (NN) models that have been proposed for 
image completion. These models are based on the fully 
generated dataset by RT tools for predicting the signal 
propagation given the buildings mask and position of 
the transmitter [5]; or predicting the received power 
value for the LTE (Long Term Evolution) signal with 
use of additional information and NNs [6] with 
handcrafted structures. 

In this work we will focus on the RSS map 
reconstruction, where only small amount of ground 
truth GPS-tagged measurements is available 
preventing to use existing NN models with handcrafted 
architectures and for which RT models could not be 
applied (due to the lack of information or high 
computational complexity). Our approach is based on 
Neural Architecture Search (NAS) [7] which aims to 
find an optimized NN model for this task – it is feasible 
to learn model parameters while exploring the 
architecture. In this paper, we provide: 

A unified framework with the use of side 
information, for which we study the generalization 
ability of a neural network model which architecture is 
optimized over labeled and unlabeled data. This is an 
extension of the work of [8], where a NN was 
developed to exclusively find the RSSI measurements 
for a given unlabeled set without the use of  
side-information. 

Empirical evaluation over two large-scale RSSI 
collections showing that the proposed approach is 
highly competitive compared to the SotA models in 
terms of quality metrics. 
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2. NAS with Genetic Algorithm for RSSI Map  
    Reconstruction Using Side Information 
 

Additional information could be represented in 
different manners, and they could be included into the 
algorithm in a variety of ways, such as independent 
channels, parallel channels inputs, directly in the 
learning goal, or in the ranking metric during model 
selection. We adapted the proposed algorithm 
presented in [8] for multi-channel input by combining 
additional context information with the data in the 
model's input; and we assessed the model's 
performance on unseen base stations that were not 
utilized in the learning process. 

 
 

 
 
Fig. 1. An example of constituting the training sets for one 
base station. X1 corresponds to 2D node locations, buildings 
are shown in white. Y1

m is RSSI map (true measurements);  
the base station is shown by a black circle, and Ỹ1 
corresponds to interpolated points found by RBF. Colors 
depict the strength of the signal from dark red (highest) to 

deep blue (lowest) RSSI values. 𝑆 ,   𝑆 ,  ∪ 𝑆 ,  ∪ 

𝑆 , is one sub-matrix of partially labeled training data found  
from Y1

m ∪ Ỹ1. 
 
 

Here, we supposed to have a small set of n available 
base stations (Xj)1 ≤j≤ n. For each given matrix of base 
station Xj; j ∈ {1,…,n}, let Yj ∈ ℝH×W be its 
corresponding 2D matrix of signal strength values 
measurements, where H×W is the size (in number of 
elements in a grid) of the zone of interest. In practice, 
we have access only to some ground truth 
measurements Yj

m, meaning that Yj
m = Yj ⊙ Mj, with  

Mj ∈ {0, 1}H×W a binary mask of available 
measurements, and ⊙ is the Hadamard’s product. 
Here we suppose sparsity meaning that the number of  
non-null elements in Yj

m is much lower than the overall 
size H×W. For each base station Xj we estimate 
unknown measurements Ỹ1

u in Yj with an RBF 
interpolation given (Xj

m, Yj
m), so that we have a new 

subset (Xj
u Ỹu

j), where Xj
m = Xj ⊙ Mj is the associated 

2D node locations of Yj
m in Xj, and the values in Ỹj

u are 
initially given by RBF predictions on Xj

u corresponding 
to the associated 2D node locations (or equivalently, 
the cell/pixel coordinates) with respect to the base 
station Xj which do not have measurements. In our 
semi-supervised setting, the values for unknown 
measurements in Ỹj

u will evolve by using the 

predictions of the current NN model during the 
learning process. 

We further decompose the measurements set Yj
m 

into two parts: Yj
l (for training), Yj

v (for validation), 
such that Yj

l ⊕ Yj
v = Yj

m, where ⊕ is the matrix addition 
operation. Let Xj

l, Xj
v be the associated 2D node 

locations of Yj
l and Yj

v in Xj. 
In our experiments the number of base stations n is 

small, so in order to increase the size of labeled and 
pseudo-labeled training samples, we cut the initial 
measurements maps (Yj

m ⊕ Ỹj
u)1 ≤j≤ n into smaller 

matrices which resulted into the sets (Sj,i): 1 ≤ j ≤ n,  
1 ≤  i ≤ mj where the sets Sj,i ⊆ Yj

m ⊕ Ỹj
u; ∀ i ∈ {1,…,mj} 

are shifted with overlapping of the points. Each 
submatrix Sj,i is hence divided into labeled, Sj,i

l ∪ Sj,i
v, 

and pseudo-labeled (first interpolated points using 
RBF and then using the predictions of the current NN 
model) Sj,i

ʉ. To each submatrix Sj,i corresponds a 2D 
location Xj,i ⊂ X. Fig. 1 gives a pictorial representation 
of the notations. 

Our objective is to find the optimal architecture for 
encoder-decoder architecture with skip connections 
using these side-information and study the 
generalization ability of obtained models for RSSI map 
reconstruction. 

Side information. As additional context (or side) 
information, we have considered: (i) information about 
buildings presence, which was taken from the  
open-source OpenStreetMap dataset; (ii) number of 
crossed buildings by signal from base station (BS) to 
each point of the map; (iii) information about distance 
from the BS; (iv) information about the relief 
represented by DSM (digital surface model). This 
information was taken from the open-source dataset 
provided by Japan Aerospace Exploration Agency 
with 30 m accuracy. 

Neural architecture search procedure. NAS is 
performed with a Genetic algorithm is similar to one 
presented in [8] as it gave better performance result in 
terms of obtained accuracy. 

From the sets (𝑆 , ): 1≤j≤n, 1≤i≤mj we use an 
evolutionary algorithm similar to [10] for searching the 
most efficient architecture represented as a Direct 
Acyclic Graph (DAG). Here, the validation sets (𝑆 , ): 
1 ≤ j ≤ n, 1 ≤ i ≤ mj are put aside for hyperparameter 
tuning. The edges of this DAG represent data flow with 
only one input for each node, which is a single 
operation chosen among a set of candidate operations. 
We consider usual operations in the image processing 
field, that are a mixture of convolutional and pooling 
layers. We also consider three variants of 2D 
convolutional layers with kernels of size 3, 5 and 7, 
and two types of pooling layers that compute either the 
average or the maximum on the filter of size 4. 

Candidate architectures are built from randomly 
selected operations and the corresponding NN models 
are trained over the set (𝑆 , ): 1 ≤ j ≤ n, 1 ≤ i ≤ mj and 
its (possible) combinations with side information. The 
resulted architectures are then ranked according to 
pixel-wise error between the interpolated result of the 
outputs over (𝑆 , ): 1 ≤ j ≤ n, 1 ≤ i ≤ mj and interpolated 
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measurements given by RBF interpolation by filtering 
out the buildings. As error functions, we have 
considered the Mean Absolute Error (MAE) or its 
Normalized version (NMAE) where we additionally 
weight the pixel error according to the distance matrix 
value. Best ranked model is then selected for mutation 
and placed in the trained population. The oldest and 
worst in the rank are then removed to keep the 
population size equal to 20 models. 

Once the NN model with the optimized parameters 
are found by NAS, 𝑓 , we consider the following two 
scenarios for learning its corresponding parameters  
by minimizing 

  

+ 

,

 

(1) 

 
where (x, y) is a pair of pixel coordinate and 
corresponding value of this pixel, l() is a Mean 
Absolute Error (MAE). 
We have considered two scenarios which relate to 
obtaining model parameters on labeled and  
pseudo-labeled measurements using just RBF 
interpolated data (scenario 1) or predictions from a first 
model learnt on these data (scenario 2). The overall 
learning process is depicted in Algorithm 1. 
 

Algorithm 1: SLNAS
ind 

Input: A labeled training set with given 
measurements: (Xj

m, Yj
m )1≤j≤ n and an unlabeled set 

(Xj
u )1≤j≤ n 

Init: Using (Xj
m, Yj

m )1≤j≤ n, find interpolated 
measurements (Ỹj

u)1≤j≤ n over (Xj
u )1≤j≤ n using the 

RBF interpolation method; 
Step 1: Cut the initial measurements maps  
(Yj

m ⊕Ỹj
u)1≤j≤ n into smaller matrices: (Sj,i): 1 ≤ j ≤ n, 

1 ≤ I ≤ mj; 
Step 2: Search the optimal NN architecture using 
(Sj,i): 1 ≤ j ≤ n, 1 ≤ I ≤ mj; 
Scenario 1: Find the parameters θ*1 of the NN 
model fθ:θ*1 = argminθ ℒ(fθ, Sl ∪ Sj,i

ʉ)   #(Eq. (1)) 

Scenario 2: Apply fθ*1 on unlabeled data and obtain 
new pseudo-labeled measurements Sj,i

ʉ and find the 
new parameters θ*2 of the NN model fθ: 
θ*2 = argminθ ℒ(fθ, Sl ∪ Sj,i

ʉ)    
Output: 𝑓 ∗  for scenario 1 or 𝑓 ∗  for scenario 2. 

 
 

2. Experimental Results 
 

Datasets. In the area of data-based research and in 
the field of machine learning singularly, it is usually 
hard to find large open-source datasets made of real 
data. In some works, however, alternatively (or as a 
complement) to using real data, synthetic data can be 
generated, for instance through deterministic 

simulations (as already mentioned in Introduction). As 
the two possible testing environments we considered 
two distinct datasets of LoRa signals in urban 
environments: Grenoble (which was collected during 
this work) with 4 BSs and Antwerp [9] with 9 BSs. 

The size of maps is 700×700 pixels for the dataset 
collected in Antwerp and 368×368 for Grenoble. For 
that, we aggregated and averaged the power of 
collected measurements in cells/pixels of size  
10 meters ×10 meters by the measured distance from 
base station location based on local ENU coordinates 
for Grenoble and Antwerp. After the aggregation, for 
Grenoble maps the number of available measurements 
in the zone of interest varies from 2728 to 7266, and 
for the Antwerp base stations the amount is from 2539 
to 8277 (the details are shown in Table 1). As we also 
consider the generalization task, the algorithm should 
learn from all the available base stations data 
simultaneously, but to test its accuracy, we left from 
each city one base station that was not used in the 
training process. 

 
 

Table 1. Summary over the settings for different cities: total 
amount of available measurements that were used during 

the learning process 
 

City Name Number of points

Grenoble BS1 6264 
BS2 2728 
BS3 7266 

BS4 (test) 6836 
Antwerp BS’1 6060 

 BS’2 5606 
 BS’3 7548 
 BS’4 2539 
 BS’5 2957 
 BS’6 4940 
 BS’7 3154 
 BS’8 8277 
 BS’9 (test) 4335 

 
In our settings, we only have access to several base 

stations lacking several orders of magnitude in size 
compared to aforementioned datasets. To artificially 
overcome this drawback, we created submatrices of 
the original images by cutting them into smaller ones 
(we tested over 96 by 96 pixels size because of 
memory issues during learning of the neural network 
for the storing of the model weights). We also added 
the flipped and mirrored images and we also did a shift 
in 20 pixels meaning that in our dataset there were 
overlapping between the images. Moreover, if the 
number of pixels with measurements in the initial 
cutted image was high enough (more than 3 % of the 
presented pixels) then we masked out the randomly 
sampled rectangle of presented measurements similar 
to the cutout regularization ([11]). By doing this we 
force the algorithm to do the reconstructions in the 
zones without measurements (not only locally) and be 
more robust to the amount of input data. 
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Matrices of the side information were used in the 
models as additional channels concatenated with 
measurements map. Before feeding the data into the 
algorithm, all the values have been normalized 
between 0 and 1 in each channel separately before 
cutting them into smaller sizes to feed into the models. 

Evaluation of the results over held out base 
stations. To evaluate the result, we left one base station 
out of the initial set of each city to compare further the 
model’s performances with baselines, namely test 
Antwerp and test Grenoble. To do this, all the points 
were divided into two parts, namely train and test 
points for 90 % and 10 % respectively. Moreover, to 
highlight the importance of the zones close to base 
station (as it was mentioned in the Introduction) we 
compare the performance of the algorithms over 
different considered circles around the base station 
location, namely 200 meters and 400 meters radiuses. 

We considered state-of-the-art interpolation 
approaches which are: Total Variation (TV)  
in-painting by solving the optimization problem, 
Radial basis functions (RBF) with linear kernel that 
was found the most efficient, and the k Nearest 
Neighbours (kNN) regression algorithm. The 
evolutionary algorithm in the model search phase was 
implemented using the NAS-DIP package [12, 13]. All 
experiments were run on NVIDIA GTX 1080 Ti  
11 GB GPU. 

Results. In our experiments, we are primarily 
interested in addressing the following two questions: 
(a) does the use of side contextual information aid in 
the more accurate reconstruction of RSSI maps?; and 
(b) to what extent is the search for an optimum NN 
design effective in the two scenarios considered 
(Algorithm 1)? 

We begin by envisaging scenario 1 of Algorithm 1 
and investigating the impact of side information on the 
performance of the optimized NN model discovered by 
NAS. Fig. 2 shows the evolution of MAE inside a 
circular zone of varied radius for 𝑓 ∗   for different 

settings. The use of distance maps to supplement 
measurements improves predictions. 

When the third component of side-information is 
included, such as height or building counts, we find 
that the elevation yields better signal estimations than 
the latter. This is understandable because signal 
transmission can be severely slowed by building 
heights. 

As a best model obtained by Algorithm 1,  
scenario 1 we consider the case with three input 
channels: measurements, distances and elevations and 
present comparative results with other baselines in 
Table 2. The lowest errors are shown in boldface. The 
symbol ↓ denotes that the error is significantly greater 
than the best result using the Wilcoxon rank sum test 
with a p-value threshold of 0.01. According to these 
findings, 𝑓 ∗  outperforms other state-of-the-art models 
as well as the Deep Image Prior (DIP) [14] model with 
a handcrafted architecture. These results suggest that 
the search of an optimal NN model with side-

information has strong generalization ability for RSSI 
map reconstruction. 
 
 

  
 

 
 

Fig. 2. Cumulative MAE distribution of f* according  
to the distance to the test base station for the city of Antwerp; 
with measurements and measurements with distance maps 
(top) and measurements, distance maps, and building counts 
or elevation (bottom) 
 
 

Fig. 3 depicts the average MAE in dB of all models 
and 𝑓 ∗  with (iii) and (iv) as well as the NN model 𝑓 ∗  
corresponding to additional learning with  
pseudo-labeled examples, with respect to the distance 
to the test BS for the city of Antwerp. For distances 
between 200 and 400 meters, 𝑓 ∗  consistently 
outperforms in terms of MAE. Fig. 4 presents the 
average MAE in dB of all models with respect to the 
distance to the test base station BS4 for the city of 
Grenoble. These results are consistent with those 
obtained over the city of Antwerp. 

As in paper [8], these findings imply that  
self-training constitutes a promising direction for RSSI 
map reconstruction. 
 
 

 
 

Fig. 3. Average MAE [dB] of all models with respect  
to the distance to the test BS for the city of Antwerp. 
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Fig. 4. Average MAE in dB of all models with respect  
to the distance to the test BS for the city of Grenoble. 

 
 

Table 2. Comparisons between baselines in terms of MAE 
with respect to the two distances to Antwerp' test base station 
BS’9 (top), and Grenoble test base station BS4(bottom). Best 
results are shown in bold. 

 
Model MAE, dB, 200 m MAE, dB, 400 m
RBF 8.34↓ 7.04↓ 
kNN 7.98↓ 7.08↓ 
TV 7.50↓ 6.97↓ 
DIP 6.55↓ 6.63↓ 
fθ*1 5.88 6.37 

 
Model MAE, dB, 200 m MAE, dB, 400 m 

RBF 4.03↓ 5.29↓ 

kNN 3.84↓ 4.92↓ 

TV 4.53↓ 5.91↓ 

DIP 4.64↓ 5.50↓ 

fθ*1 3.40 4.32 
 
 

4. Conclusions 
 

In this paper, we proposed to find an optimal 
Neural Network model for RSSI map reconstruction 
using NAS, showing its generalization ability on two 
distinct datasets. 
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Summary: Cattle body temperature is an important source of information in health management, such as predicting estrus and 
calving time, and detecting fevers in calves. Since it has been shown that body temperature in cattle can be measured near the 
tympanic membrane in addition to the rectum, the ear tag type temperature sensors for measuring external auditory canal 
temperature (EACT) are commercially available and used in various studies. In this paper, we develop the ear tag type 
temperature sensor whose communication range can be easily extended to enable real-time temperature data acquisition. To 
confirm the usefulness of the developed temperature sensor, seven cows were actually fitted with the sensor and the calving 
time was predicted using the measured EACT. The results showed that 100 % certainty of notification could be achieved up 
to 12 hours before calving. 
 
Keywords: Cattle, Tympanic temperature, Calving time prediction, Ear Tag, Sensor, IoT. 
 

 
1. Introduction 

 
Cattle body temperature is an important source of 

information in health management, such as predicting 
estrus and calving time, and detecting fevers in calves. 
In particular, parturition is an important event for 
farmers in terms of productivity, and the time of 
parturition is effective information for preventing 
parturition accidents. It is generally known that the 
body temperature of the cattle decreases by 0.2 to  
0.5 degree 24 hours before calving. Burfeind et al. 
measured rectal and vaginal temperatures and reported 
the details of the temperature difference between the 
time of calving and 24 or 48 hours before the time of 
calving [1]. 

Generally, body temperature of cattle is measured 
by inserting a thermometer into the rectum and 
vaginal, however, daily measurement for health 
management is a very labor-intensive task. As for body 
temperatures outside the rectum, Guidry et al. 
investigated the relationship between temperature near 
the tympanic membrane and rectal, and found that 
temperature sensed at the tympanic membrane is more 
suitable than rectal temperature for determining the 
speed of response of cattle to both internal and external 
temperature changes [2]. In other words, a system that 
can easily measure the temperature near the tympanic 
membrane (EACT: External Auditory Canal 
Temperature) would enable health management while 
reducing the burden on farmers. 

Several ear tag type temperature sensors are 
commercially available and studies using them have 
been reported. Mahendran et al. used an ear tag type 
temperature sensor called TempVerified (FeverTag, 
Inc.) to investigate the effects of specific treatments on 
febrile cattle [3]. TempVerified is measured the EACT 

every 10 minutes. If the temperature exceeds the 
threshold value for six hours, an LED inside the device 
blinks to indicate an abnormality. Randi et al. also 
investigated the relationship between the EACT and 
the estrus and ovulation using a commercially 
available ear tag type temperature sensor called 
Boviminder [4]. Boviminder measures the EACT 
every 10 minutes and uploads the data to a base station 
using frequencies in the ISM band. When the 
Boviminder exceeds the communication range of the 
base station, the data is stored in the sensor, and when 
the sensor returns to the communication range, the data 
is uploaded again. 

In order to solve shortcoming of Boviminder about 
the communication range, this paper describes the 
development of an ear tag type temperature sensor that 
can easily extend the communication range and 
maintain real-time performance. By using the 
measured the EACT to predict the calving time, we 
show that the developed sensor is useful and that the 
EACT can also be used to predict the calving time. 
 
 
2. Development of Ear Tag Type Tympanic  
    Temperature Sensor 
 

In this section, we describe an ear tag type 
temperature sensor for measuring the EACT. Since the 
EACT is measured by inserting a thermistor directly 
into the external auditory canal, it is necessary to 
consider that the external auditory canal of cattle is 
generally 0.6 cm in diameter and 10-13 cm in length 
[1]. In addition, the system should have a wireless 
function to transmit temperature data to the server after 
acquiring temperature data by AD conversion of the 
voltage generated in the thermistor. Furthermore, the 
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communication range must be easily extended to 
maintain real-time performance, and the power 
consumption must be low to avoid battery 
replacement, which can be a burden for farmers. To 
satisfy these requirements, we select 
“NXFT15WF104FA2B05” (manufacturer: Murata 
Manufacturing Co., Ltd.) [5] for the thermistor, 
“TWELITE” (manufacturer: Mono Wireless Inc.) [6] 
for the microcontroller, and “CR2032” coin-type 
batteries for the power supply as components for the 
sensor developed in this paper. TWELITE is equipped 
with a 2.4 GHz wireless function and can be used as a 
repeater simply by changing the settings. In practice, 
we used a USB-type repeater with TWELITE built in, 
which can be powered by USB, making it easy to 
extend the communication range as long as a power 
supply is available. TWELITE is also characterized by 
its extremely low power consumption, with a CR2032 
battery life of 10 years when the transmission interval 
is set at 30 seconds. 

Fig. 1 shows the developed ear tag type 
temperature sensor. The lower right circuit board is 
also equipped with an LED, which enables the sensor 
to notify abnormalities by light, as in TempVerified. 
The sensor housing is fixed to a commercially 
available ear tag with screws. The thermistor is 
covered with a silicon tube to reduce the strain on the 
external auditory canal. Fig. 1 shows the ear tag type 
sensor for calves, however, by extending the 
thermistor and tubing, it can be used as a sensor for 
cattle without changing the sensor housing. 
 

 
 

Fig. 1. Ear tag type temperature sensor. 
 

Next, we will discuss the collection system for 
temperature information. Fig. 2 shows an actual data 
collection system installed on a farm. The cattle are 
equipped with the ear tag type temperature sensor 
shown in Fig. 1. The measured temperature data are 
collected by a computer for data collection via a 
repeater. The computer is connected to the Internet, so 
the temperature data can be viewed as needed. 

 
 

3. Calving Time Prediction 
 

To confirm the usefulness of the developed ear tag 
type temperature sensor, the sensor was attached to the 

ear of cattle with the EACT acquisition interval set to 
10 minutes, and the calving time was predicted from 
the obtained EACT. 
 

 
 

Fig. 2. Data acquisition system. 

 
It is generally believed that the body temperature 

of cattle decreases about 0.5 ℃ 24 hours before 
calving. Preliminary experiments have shown that the 
EACT also decreases before calving. Therefore, a 
calving prediction algorithm is defined to predict that 
calving will occur after t hours when the difference 
between the average EACT for the past 3 days and the 
current EACT is less than th degrees. Since the result 
of calving prediction changes when th and t are 
changed, ROC (Receiver Operating Characteristic) 
analysis is performed to clarify the relationship 
between the two. 

For the ROC analysis, we classify the observed 
EACT data as the positive or negative data. First, the 
positive data is the EACT related to parturition, and 
define as the difference between the average EACT for 
the past 3 days and the EACT at t hours before 
parturition. Second, the negative data is the EACT 
unrelated to parturition, and define as the difference 
between the average EACT for 3 days from wearing 
the EACT sensor and the EACT for the next day. 
Finally, the parturition prediction algorithm defined 
above is applied to the positive data and the negative 
data for the prediction of parturition. 

The outcome of the parturition prediction and the 
positive / negative data can be summarized in a 
confusion matrix as shown in Table 1. From the 
confusion matrix, the sensitivity = TP / (TP + FP) and 
the false positive rate = FP / (FP + TN) can be 
calculated. The ROC curve shown in Fig. 3 is a plot of 
the sensitivity and false positive rate calculated for 
different th degrees. From the ROC curve, it can be 
seen that if the th degrees value nearest to the upper 
left of the graph is selected, the probability of 
parturition within t hour is the highest because the ideal 
th degrees is when the sensitivity = 1 and the false 
positive rate = 0. 
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Fig. 3. ROC curve. 
 
 

Table 1. Confusion matrix. 
 

 

Parturition prediction 

Parturition occurs 
after t hours 

Parturition doesn't 
occur after t hours 

Positive 
data 

TP(True Positive) FP(False Positive) 

Negative 
data 

FN(False Negative) TN(True Negative) 

 
 
Table 2 shows the sensitivity (S) and false positive 

rate (FPR) of the EACT of seven pregnant Japanese 
Black cattle for each th when t = -22 h (calving at  
22 hours) and t = -12 h (calving at 12 hours) and  
Fig. 4 explain the ROC curve it. 

 
 

Table 2. Sensitivity and false positive rate when  
t = -12 h or t = -22 h. 

 

th 
(℃) 

t = -12 h t = -22 h 

S (%) FPR (%) S (%) FPR (%)
0.1 100.0 42.9 100.0 14.3 
0.2 100.0 28.6 57.1 0.0 
0.3 100.0 0.0 28.6 0.0 
0.4 85.7 0.0 0.0 0.0 
0.5 71.4 0.0 0.0 0.0 
0.6 57.1 0.0 0.0 0.0 
0.7 42.9 0.0 0.0 0.0 
0.8 14.3 0.0 0.0 0.0 
0.9 14.3 0.0 0.0 0.0 
1.0 0.0 0.0 0.0 0.0 

 
 
Fig. 4 shows the ROC curves at t = -22 h and  

t = -12 h when th is varied from 0.1 to 1.0 in increments 
of 0.1. The figure shows that the upper left corner of 
the graph is closer to the upper left corner for t = -12 h 
than for t = -12 h. 

Table 2 shows that when t = -22, all cattle can be 
notified at least 22 hours before calving without 
missing any cattle if th is set to 0.1, but there is a  
14.3 % false positive rate. When th is set to 0.2, false 

notifications are eliminated, but the sensitivity drops to 
57.1 %, so that about half of the cattle cannot be 
notified at least 22 hours before calving. When  
t = -12 h, setting th to 0.3 allows 100 % accuracy of 
notification up to 12 hours before calving without false 
notifications. This may be due to the fact that the 
EACT decreased further than at t = -22 h, which 
facilitated discrimination by the threshold value. 
 
 

 
 
Fig. 4. ROC curve when "t" = -12 h or "t" = -22 h. 

 
 
4. Conclusions 
 

This paper describes an easy method for 
developing the ear tag type temperature sensor. The 
developed ear tag type temperature sensor was actually 
attached to a cow, and the data collection method was 
described. The collected temperature data were used to 
predict calving, and it was shown that calving can be 
predicted by the EACT. 
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Summary: Nematode worms are one of the most abundant metazoan groups on the earth, occupying diverse ecological 
functions. Accurate recognition or identification of nematodes is of great importance for pest control, soil ecology, 
biogeography, habitat conservation, and climate change. Image processing and computer vision-based methods provided a few 
successes in species recognition of nematodes, however, the lack of a publicly available imaging dataset for diverse 
identification species of nematodes and the lack of a standard benchmark of state-of-the-art deep learning techniques demands 
more research on automatic nematode identification. In this paper, we propose a deep learning-based vision transformer model 
for automatic nematode identification. Further, the post ensemble majority voting technique was used to get the final prediction 
for nematode classification for 19 classes. The test-time augmentation technique and post-max majority voting ensemble 
prediction improve the performance of the proposed transformer model. We set up a species recognition benchmark by 
employing state-of-the-art deep learning networks. We discuss the experimental results, compare the recognition accuracy of 
different networks, and show the performance comparison of various deep learning models. 
 
Keywords: Vision transformer, Nematode identification, CNN models, Post-ensemble, Majority voting, Test time 
augmentation. 
 

 
1. Introduction 

 

Nematode investigation is important due to the 
following reasons: (1) parasitic nematodes threaten the 
health of plants on a global scale, causing at least  
80 billion US dollars loss per year [1]; (2) interstitial 
nematodes pervade sediment and soil ecosystems in 
overwhelming numbers [2], and (3) Caenorhabditis 
Elegans (C. Elegans) is a favorable experimental 
model system [2]. 

Nematodes have millions of different species with 
diverse organisms and are extremely abundant. This 
leads to routine the task of identifying nematodes at the 
species level which is complicated and  
time-consuming. Rapid identification and accurate 
recognition of nematodes have great value for soil 
ecology, pest control, habitat conservation, climate 
maintenance, and biogeography [3]. Due to vague 
diagnostic characteristics [4], high morphological 
variations within a single species, and frequently 
encountered adolescents [5], the identification of 
nematodes is a challenging task. Moreover, manual 
identification of nematodes is labor-intensive and often 
requires solid training and well-established experience. 
In a conclusion, the taxonomy of nematode species 
appears to be a substantial bottleneck for numerous 
relevant fields. Molecular barcoding [6] has been used 
as a powerful tool for biodiversity investigation and 
species identification, however, it heavily depends on 
the availability of molecular biology facilities, 
background knowledge, and sequencing instruments. 
Alternatively, imaging-based nematode identification 
such as nematode classification [7-9], and nematode 

(eggs) counting [10], has been used for nematode 
research. This nematode identification research is 
based on either nematode image stacks [8, 9], or 
mainly designed for the model organism C. elegans 
(Roundworm) [7]. Very few classes involved in the 
image stacks and low diversity coverage, i.e., species 
limited to the laboratory cultured C. elegans are the 
main issues for the identification of nematode task. 
More importantly, very few research groups are open 
publicly to the imaging dataset for nematode research 
and a standard benchmark is still missing. For the 
automatic and real-time identification of nematodes, 
we need to develop state-of-the-art deep  
learning models. 

In this paper, the following contribution are 
addressed: 

i. Various vision-transformer-based models are 
trained for nematode classification. The  
10 different vision transformers have been used 
as a post-ensemble using max-majority 
techniques to get the final prediction. The test 
time-augmentation technique has been used 
after the post-ensemble method to further 
enhance the performance of the proposed 
model. 

ii. Various CNN pre-trained models have been 
trained on the nematode dataset and compared 
the results with proposed vision-based 
transformer models. 

iii. Different performance metrics have been used 
to assess the performance of proposed models 
with state-of-the-art methods. 
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2. Related Work 
 

A few related works have been established for 
nematode classification, an image stacks, with each 
stack (or each species) consisting of multiple focal 
planes of the specimen [8, 9, 11]. Various techniques 
have been used such as the 3D X-Ray Transform based 
method [11], 3D X-Ray Transform based multilinear 
analysis method [12], projection-based methods 8, 
information fusion-based approaches [13], deep 
convolutional neural network (CNN) image fusion 
based multilinear approach [9]. 

Javer et al. [7] proposed a fully convolutional 
neural network to distinguish diverse strains of C. 
elegans using recorded spontaneous activity Zhou et al. 
[14] proposed an identification method for mutant 
types and other types using locomotion patterns. 
Currently, various deep convolutional neural networks 
(CNNs) have been used as powerful tools for  
data-driven research. Various state-of-the-art CNN 
models are trained on the ImageNet dataset and can use 
be used by fine-tuning or transfer learning to other 
imaging-based datasets. These pre-trained models are 
VGG [15], ResNet [16], DensNet [17], and 

EfficienNet [18] and vision transformer [19]. They are 
well established for image classification tasks and can 
learn discriminative features from input images. 
Hence, Recently, the authors used various pre-trained 
convolutional neural networks for nematode 
classification. 
 
 
3. Material and Methods 
 
3.1 Data Pre-processing 
 

The dataset used in this research is publicly 
available and can be downloaded from [20]. The 
dataset has been split into training and validation using 
the 80/20 ratio. We have used the same splitting of 
training and testing datasets for a fair comparison with 
state-of-the-art deep learning models. Data 
normalization and horizontal and vertical flips were 
used as data augmentation to train the deep learning 
models. For training and optimization of the proposed 
model, all images are resized to 224×224. A few 
samples of the dataset are shown in Fig. 1. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e)

 
(f)

 
(g) 

 
(h)

 
(i)

 
Fig. 1. Few examples of nematode images used in this study. (a-c): Aporcelaimus sp.; (d-f): Mylonchulus sp.;  

(g-i): Pristionchus sp.; (a), (b), (e), (f), (g), (h): head region; (c, d): tail region; (i): middle body. 
 
3.2. Proposed Deep Learning-based Vision  
       Transformer Model 
 

Transformer architecture has become the de-facto 
standard for natural language processing tasks, and its 
applications to computer vision remain limited. 
Recently, Dosovitskiy et al. [19] proposed a  
vision-based transformer without any modification in 
convolutional neural networks and completely 
replaced convolutional layers with a transformer. A 
pure transformer was used directly to sequences of 

image patches and performed very well on image 
classification tasks. Due to the Self-attention-based 
mechanism, the transformers [19] have gained 
popularity in natural language processing (NLP). The 
transformer produced better performance in NLP and 
now gained much popularity in image classification 
tasks with small modifications. 

The image is split into patches and provides the 
sequence of linear embedding of these patches as an 
input to a Transformer. The authors trained the variety 
of Transformers in a supervised way on the image 
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classification task. When trained the Vision 
Transformer (Vit) was at sufficient scale and 
transferred to tasks with fewer data points, it achieved 
excellent performance. The pre-trained transformer 
models are trained on ImageNet and the public 
ImageNet-21k dataset. The transformer models 
achieved accuracy of 88.55 % on ImageNet, 90.72 % 
on ImageNet-ReaL, 94.55 % on CIFAR-100, and 
77.63 % on the VTAB suite 5 of 19 tasks [19]. Based 
on the success of the transformer model on the 
ImageNet dataset. 

We have chosen a vision transformer for the 
automatic classification of nematodes. We have 
trained various transformer models using different 
hyperparameters on the nematode dataset. The post 
ensemble approach has been used on different 
prediction values based on the max-majority voting 
technique to classify the nematode dataset. Based on 
experimental results, 10 output predictions obtained 

from various trained transformer models are used in 
the max-majority voting technique to get the final 
prediction. Furthermore, the test-time augmentation 
(TTA) technique was used to enhance the performance 
of the proposed model. We gained 1.2 % performance 
with TTA techniques. To measure the performance of 
classical machine learning models, we have extracted 
features from the last layer of the proposed transformer 
and used these deep features in traditional machine 
learning models to compare the classification score 
with the deep learning-based transformer model. We 
have compared the performance of the proposed 
transformer with 4 state-of-the-art CNNs which are 
VGG-19, EfficienetNet-b3, DensNet201, and  
ResNet-101 models. The comparison with the CNNs 
model will be discussed in the results section. The 
overall proposed vision transformer for nematode 
classification is shown in Fig. 2. 

 

 
 
Fig. 2. Flow chart of the proposed solution for nematode classification based on an ensemble vision transformer using  

the max-majority voting and TTA technique. Where P1 is the prediction probability of the proposed model, P2 is the second 
prediction, and so on. We took P1—P10 predictions from a single proposed model and ensemble. 

 
3.3. Training and Optimization  of the 

Transformer Model 
 

We have used pre-trained transformers that are 
initially trained on ImageNet and ImageNet-21k and 
we have fine-tuned the nematode dataset. The 
classifier layer has been modified with 19 classes and 
added a few regularization layers. The Adam optimizer 
with a 0.0001 learning rate has been used to optimize 
the weights of the transformers. 32 batch-size with  
500 epochs used for training the transformer. The 
cross-entropy loss function with class weighting has 
been used. The dataset is highly imbalanced and 
weighted cross entropy tackled the class imbalance 
issue. The higher weights are assigned to those classes 
that have a lower number of samples and are assigned 
lower weights for a higher number of classes. 

The early stopping criteria have been applied for 
training the proposed model. We trained all models 
using NVIDIA RTX 1080. 

4. Results and Discussion 
 

Accuracy, precision, recall, region of convergence 
(ROC), and Precision-recall curves (PR) have been 
used to evaluate the transformer's deep learning 
models. 

Table 1. The proposed majority voting  
ensemble-based Vis-Transformer model achieved 
better performance as compared to CNN's based 
models as well as the simple Vis-Transformer model. 
Further, TTA was applied to the proposed majority 
voting ensemble-based Vis-Transformer model to 
achieve the highest performance. We have applied a 
two-pair t-test to compare the performance of the 
proposed algorithms. The lower value produced by our 
proposed model shows a significant difference and 
achieved better performance. 

In Fig. 3, we give the ROC curve (receiver 
operating characteristic curve) showing the 
performance of the classification model at all 
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classification thresholds. Lowering the classification 
threshold classifies more items as positive, thus 
increasing both False Positives and True Positives. The 
area under the curve (AUC) is the probability that the 
model ranks a random positive example more highly 
than a random negative example. The ROC curves 
show the trade-off between the true positive rate and 
the false-positive rate for a predictive model using 
various probability thresholds. High True Positive 
Rates of a particular class represents that the model has 
performed well in classifying that particular class. 

 
 
Table 1. Overall performance of proposed transformer  

and existing state-of-the-art models. 
 

Methods 
Overall 

Accuracy 
(%) 

Precision Recall F-score 

Vis-
Transformer 
model 

0.8062 0.8043 0.8134 0.8099 

Majority 
voting Vis-
Transformer 
model 

0.8162 0.8122 0.8063 0.8129 

Majority 
voting Vis-
Transformer 
model+TTA 

0.8282 0.8210 0.8133 0.8149 

ResNet101 
model 

0.7753 0.7645 0.7845 0.7788 

EfficienetNet-
b3 model 

0.7599 0.7477 0.7566 0.7463 

DensNet201 0.7976 0.7833 0.7793 0.7839 
VGG19 0.7422 0.7333 0.7411 0.7310 
Xuequan Lu 
et al. [20] 

79.0 -- -- -- 

 
 
The graph shows that the proposed transformer 

model produced higher AUC curves as compared to 
other state-of-the-art CNNs models and we can say that 
our proposed model performed a better job of 
classifying the positive class in the dataset. In the very 
imbalance classes dataset, Precision-Recall (PR) 
curves provided a useful measure of success in a 
predictive model. Precision is a measure of result 
relevancy, while recall is a measure of how many truly 
relevant results are returned. The precision-recall 
curve shows the trade-off between precision and 
recalls for different thresholds. A high area under the 
curve showed both high recall and high precision. High 

scores for precision and recall show that the classifier 
is returning accurate results (high precision), as well as 
returning a majority of all positive results (high recall). 
PR shows the trade-off between the true positive rate 
and the positive predictive value for a predictive model 
using various probability thresholds. The performance 
of the proposed and existing state-of-the-art deep 
learning models is shown in Fig. 3. 

The grad activation map (GAM) has been used to 
show the activation of the deep learning models.  
Fig. 4 shows the GAM based on the proposed  
Vis-transform and DensNet201 for five validation 
class samples. By visualization, the proposed Vis-
transform produced a more accurate activation map as 
compared to the DensNet201 model in most cases as 
shown in Fig. 4 in the second, third, fourth, and fifth 
rows. This GAM proved that our proposed 
transformer-based model achieved better performance 
as compared to CNN's models. 

The proposed majority voting ensemble-based  
Vis-Transformer model with TTA produced more 
accurate ROC curves as compared to CNN's based 
models as shown in Fig.3. Similar trends have been 
noticed for precision and recall curves. The confusion 
matrix based on the proposed majority voting 
ensemble-based Vis-Transformer is shown in Fig. 5. 
 
 
4. Conclusions 
 

In this paper, we have investigated the efficacy of 
state-of-the-art deep learning models on nematode 
recognition, a biological computing task. the  
vision-based transformer model using the post 
ensemble majority voting method has been applied to 
the nematode dataset for nematode classification. 
Further, the test time augmentation technique has been 
used to enhance the performance of the proposed 
model. The proposed transformer-based model 
achieved better performance as compared to CNN's 
deep learning models. We have conducted a 
benchmark of adopting various state-of-the-art 
Convolutional Neural Networks (CNNs) on this 
dataset. We also discussed and analyzed the results. 
However, there is still great space to improve, given 
the current highest overall accuracy of 82.62 %. It is 
possible to improve performance by designing 
sophisticated deep learning networks. 

 

     
 

Fig. 3. The ROC and PR curves are based on proposed and existing state-of-the-art models. 
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Fig. 4. Grad-activation map (GAM) based on the proposed Vis-transformer and DensNet201 models. The first column 
shows the GAM based on the Vis-transformer for five classes (Acrobeles, Axonchium, Dorylaimus, Pratylenchus, Rhbiditi). 

The second column shows the GAM based on the DensNet201 model for five same classes. 
 

 
 

Fig. 5. The confusion matrix based on the proposed ensemble vision transformer with the TTA technique. 
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Summary: Automated visual inspection plays a major role in industrial quality control. In this contribution we show a use 
case where defects can be only a few pixels in size and sometimes stand out only slightly from their patterned surroundings. 
Defect detection methods used in industry should have a high degree of flexibility and adjustability. In addition to training on 
only defect-free examples, it is advantageous if the method optionally benefits from collected real defects, which allows an 
improvement of the defect detection accuracy where pure one-class training is not sufficient. In this contribution we propose 
an approach that uses both, real and synthetic defects, leading to an improvement in the state-of-the-art of defect detection at 
specific patterned surfaces. 
 
Keywords: Visual inspection, Quality control, Machine learning, Synthetic defects, Anomaly detection. 
 

 
1. Introduction 

 

Defect detection on patterned surfaces is an 
important factor in industrial quality control. Humans 
are good at recognising anomalous structures in 
patterns, but are poor at reliably scanning larger areas 
over longer periods of time. To ensure high and 
consistent quality, automated solutions is a must. 

The challenge in the use case shown, is that defects 
can be only a few pixels in size and sometimes stand 
out only slightly from their patterned surroundings. 
State-of-the-art one-class methods such as PatchCore 
[1], which perform very well on public anomaly 
detection datasets such as the MVTec dataset [2], 
perform relatively poorly on the patterned surface 
images shown in the result section. For industrial use 
in a visual inspection system, the accuracy is far from 
sufficient. Furthermore, by their very nature, pure 
anomaly detection methods cannot benefit from a few 
collected defect examples. In the industrial 
environment, however, after initial training on  
fault-free surface images, defects that were not 
automatically detected gradually accumulate. The 
ability to use these defect instances in a subsequent 
finetuning step is very important for the typical 
industrial mode operandi. One possibility for pure one-
class learning methods such as PatchCore [1] would be 
to lower the anomaly threshold so that a sufficiently 
large recall is achieved at the expense of a low 
precision. The retrieved instances could then be 
divided into true and false anomalies using a further 
classifier trained on collected real defects. 

Another possibility, which is explored in more 
detail in this paper, is the use of synthetic defects as 
proposed in [3]. This approach has already 
demonstrated to be effective with similarly structured 
surfaces. Moreover, if real defects are available for 
training, they can easily be injected into the stream of 

the synthetic ones. Training in several steps with an 
increasing collection of real defects that were not 
recognised in earlier versions is thus straightforward. 

This contribution compares PatchCore [1] as a 
representative of state-of-the-art one-class learning 
methods [4] with supervised learning on the patterned 
surface images shown. In the context of supervised 
learning, training on real defects is compared with 
training on purely synthetic defects and, for the first 
time, with training on synthetic and real defects. 

 
 

2. Methods and Implementation Details 
 

For the supervised approaches, extraction at 
random positions within the training images provides 
a virtually endless stream of fault-free patches.  
Hand-labelled real defects for training are extracted 
with an initial patch size of 512×512 px. The defects 
are near the centre and the patches are cropped to 
256×256 px just before being used. This way, any 
image edge created by random affine image 
transformations during training is avoided. In 
supervised learning with real defects, the (augmented) 
defect patches are injected into the stream of fault-free 
patches with a probability of 50 %. This approach is 
very similar to the oversampling approach used for 
supervised training on (strongly) imbalanced datasets. 
For supervised training with synthetic defects, defects 
are generated according to [3] on 50 % on the  
fault-free patches. In the proposed mixed synthetic and 
real defect training approach, each patch of this 50/50 
fault-free and synthetic stream is replaced by an 
augmented real defect patch with a probability of 1/32. 
For all supervised learning experiments Resnet18 was 
used as Deep Convolutional Neural Network (DCNN) 
classifier in a pretrained initial state (on ImageNet). 
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3. Experiments 
 

3.1. Dataset Details 
 

All experiments are conducted on patches of size 
256×256. For the fault-free training data for PatchCore 
and the common validation and test data for all tested 
methods, patches are extracted using a sliding window 
with stride 160. This results in a number of overlapping 
patches of 3884 for the training data, of 2014 for the 
validation data, and 1498 for the test data. Regarding 
the real defects, 129 patches are available for training, 
74 for validation and 95 for testing. All patches used 
for training, validation and testing originate from 
different surface samples, so that any correlation 
between training, validation and test data is prevented. 
 
3.2. Results 
 

In training without real defects (see Table 1,  
Fig. 1), the synthetic defect method [3] achieved a 
Matthew-Correlation-Coefficient (MCC) of 0.70 and 
thus clearly outperformed PatchCore (0.26). 
Supervised learning using oversampling resulted in a 
MCC of 0.58 and 0.84 for 32 and 129 real defects, 
respectively. This was clearly outperformed by the 
proposed training with mixed real and synthetic 
defects resulting in a MCC of 0.88 (32 real defects) and 
0.92 (129 real defects). 
 
 
Table 1. Preliminary results including number of real defects 
used for training, confusion matrix entries (True positives 
(TP), False Positives (FP), False Negatives (FN), True 
Negatives (TN) and the Matthews-correlation-coefficient 
(MCC) for the test data. The best MCC scores in relation  
to the used number of real defects during training is  
marked in bold. 

 

Method 
#Real 
def. 

TP FP FN TN 
MC
C 

PatchCor
e [1] 

0 28 63 67 1435 0.26 

Superv. + 
O-.Samp. 

32 63 51 32 1447 0.58 

Superv. + 
O-.Samp. 

129 76 9 19 1489 0.84 

Synth. 
Def. [3] 

0 58 12 37 1486 0.70 

Proposed 32 83 9 12 1489 0.88 
Proposed 129 90 10 5 1488 0.92 

 
 

4. Conclusions 
 

Although current state-of-the-art anomaly 
detection methods show top performance on datasets 
such as MVTec [2], they still can struggle with certain 
industrial datasets such as demonstrated in this 
contribution. In such a case, specialized methods such 

training using synthetized defects [3] still outperform 
them. In this paper, a training mode with real and 
synthetic defects is proposed, which shows significant 
improvement over supervised training with either 
purely synthetic defects or with purely real defects. 
With the proposed approach, an inspection model that 
was initially trained without real defects can be 
improved step by step over time by real errors, which 
is an important ability in industry. 
 

 
 

Fig. 1. Example of image patches with small defects. 
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Summary: We develop a multi-timescale deep learning algorithm to detect drones from radio signals. While previous 
approaches focused on the analysis of high-frequency radio data alone we integrate signals from the higher timescale of the 
drone communication protocol in an end-to-end architecture. To this end, we develop a new meta-CNN layer, which 
generalizes the idea of the standard CNN (which slides a single, fully connected kernel along a higher-level input) towards 
arbitrarily complex kernel models. To detect higher timescale patterns our system uses an LSTM layer in the top layers. As a 
result, our model is able to extend drone identification abilities significantly toward very small SNRs. 

 
Keywords: Drone signal detection, Deep learning, Multi-timescale modeling. 
 

 
1. Introduction 

 
As consumer drones are becoming more popular 

and omnipresent, the need to detect them to ensure 
privacy and security increases. A promising detection 
technology for consumer drones is the detection of the 
radio signals transmitted. This approach is 
characterised by the following properties: The 
detection range is in the order of magnitude of the 
flight range of the drone, the location accuracy is 
relatively good and the type of signal allows for 
conclusions to be drawn about the drone model. 

Following previous work [1-3], we focus on deep 
learning-based approaches to separate drone signals 
from WIFI background and the distinction of different 
drone types. Our main contributions are the following: 

 Introduction of a multi-timescale approach for 
drone signal detection; 

 Implementation of a meta-CNN layer in 
PyTorch; 

 Achievement of an increased sensitivity for drone 
detection systems. 

 
 

2. Method 
 
Typical deep learning architectures originally 

developed for image data continuously compress the 
input dimension by applying a sequence of 
convolution and pooling layers. At the same time, the 
liberated processing power can be used to extract a 
steadily increasing amount of feature representations. 

In the case of radio signals from drones, however, 
information is present at two distinct timescales: The 
high-frequency microseconds scale of the radio signal 
itself and a seconds-level timescale determined by the 
drone communication protocol. An architecture that 
tries to learn signals at all intermediate timescales 
would be very parameter inefficient here. In contrast, 
our approach makes use of three key performance 
drivers: The statistical benefit of repeated 

observations, the detection of temporal patterns, and 
the power of end-to-end learning. 

 
 

2.1. Lower Timescale Model 
 
Previous studies found that deep convolutional 

neural networks with many layers achieve high 
performance on radio data. Our radio signal model is 
inspired by the VGG architecture, which was 
originally developed to process image data. We adapt 
it to 2-dimensional input data with the convolution 
applied only along the time dimension (The second 
dimension represents the real and imaginary parts of 
the complex numbered input signal). We use 5 blocks, 
where each block contains 2 convolutional layers, each 
followed by a batch-normalization and a final pooling 
layer. The number of filters is increased from 32 for 
the first block to 256 for the last block. 

This type of radio signal network is able to identify 
the microsecond pattern of different radio signals, as 
other studies have found before [2]. The model 
produces a classification output roughly every 
millisecond, while human evaluation happens at the 
seconds timescale. This offers the opportunity that 
based on counting statistics alone we can achieve a 
much higher accuracy on the operator timescale 
compared to the model output timescale. To see this, 
imagine there are n lower-level outputs for each 
higher-level outputs and we require a threshold of k 
positive lower-level outputs for a positive 
classification at the higher timescale. Then the 
probability to observe a signal at the higher-level 
timescale, P, given an observation probability of p at 
the lower-level timescale is determined by the 
binomial distribution. We can thus apply it to calculate 
the number of true positive (tp) and false positive (fp) 
results expected at the higher timescale from the 
corresponding lower timescale values: 

 

 𝑃 1 𝑝 1 𝑝 ,  
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 𝑃   1 𝑝 1 𝑝 ,  

 
and, since furthermore Pfn = 1 – Ptp and Ptn = 1 – Pfp 

we can derive the higher-level accuracy as: 
 

 

𝑎𝑐𝑐  
𝑃 𝑃

𝑃 𝑃 𝑃 𝑃
 

 
1 𝑝 1 𝑝

𝑝 1 𝑝
  

 

 
As a result, even small lower-level accuracies can 

give rise to high accuracies at the higher level for 
sufficiently large n and appropriately chosen threshold 
values k. This significantly expands the region where 
our overall model can achieve near-optimal 
performance. 

However, we do not just want to count the number 
of lower-level signals but also make use of their 
temporal patterns. This could be achieved by a meta 
learning approach, where the output of the radio signal 
network is used as a new training set for a separate 
higher-level model. 

 
 

2.2. Meta-CNN 
 
Our meta-CNN approach offers the additional 

advantage that we can train our model over multiple 
timescales end-to-end. For an overview of the full 
architecture of our approach see Fig. 1. A standard 
CNN takes a short fully connected layer and slides it 
over the input which enables it to identify the (lower 
level) patterns learned by it independently of their 
location on the higher-level input scale. Our  
meta-CNN layer generalizes this idea in that it allows 
to slide any arbitrarily complex kernel model along a 
higher-level input. In our case, we use our radio signal 
network as the kernel. 

Importantly, the meta-CNN allows for choosing a 
stride of less than the kernel size which increases the 
resolution compared to a simple meta learning 
approach. 

 
 

2.3. Higher Timescale Model 
 
For the detection of temporal patterns in the drone 

communication protocol, we use a 1-d convolution and 
pooling layer to reduce the number of parameters. This 
is followed by a layer-normalization and an LSTM 
layer. Layers of LSTM cells are known for their ability 
to detect patterns in time series data [4]. After 
flattening of the feature vector, a fully connected layer 
is used for the final classification. 

 
 

2.4. Data Preparation and Model Training 
 
We recorded drone radio signal data from DJI 

Phantom pro 4 drones, while a person was actively 

manipulating the remote control, as well as Wi-Fi 
noise background. The signals are all at a carrier 
frequency of 2.44 GHz. They were with a USRP in an 
echo-free at a sampling rate of 56 MHz and then 
downsampled down to 14 MHz using an anti-aliasing 
filter, to investigate if detection is still possible at lower 
frequencies. 

 

 
 

Fig. 1. Complete neural network architecture.  
The Meta-CNN shifts the input producing a single neuron 
output (denoted by ◯) for each step. The combined signal 
of all these neurons is then processed by the higher timescale 
(upper part) of the network. 

 
The signal has gaps with low power between bursts 

as shown in Fig. 2 and perform frequency hopping, i.e., 
the bursts hop between different frequencies in the 
frequency band as can be seen in Fig. 3. 

 

 
 

Fig. 2. The real part of a 1 second of a normalised I-Q-radio 
signals from a DJI phantom pro 4 system in the 2.44 GHz 
frequency band. The short signal bursts are clearly visible on 
which the lower timescale model was trained. The meta 
model then classifies the sequences of outputs from the lower 
timescale model. 
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Fig. 3. Spectrogram of 1 seconds of drone signals  
from the DJI phantom pro 4 in the 2.44 GHz frequency band 
at a sampling rate of 14 MHz showing the short signal bursts 
and the frequency hopping 

 
 
We remove input vectors with an average power of 

less than 0.001 of the maximums, to facilitate training. 
All input vectors were normalized individually. We 
construct noisy signal data by mixing the recorded 
signal with Gaussian noise and Wi-Fi noise with SNR 
between -40, and 0 dB. We use equal amounts of signal 
and background samples in the training set. 
Additionally, data augmentation is used by 
constructing multiple datasets from the same 
background data blended with individual Gaussian 
noise. We find that this approach increases the 
robustness of our results. For training our models we 
use a combination of datasets with SNRs of -30, -20,  
-10 and 0 dB. The training of the full model  
(lower-timescale model + meta-CNN + higher 
timescale model) happened end-to-end over all 
parameters. 

 
 

3. Related Work 
 

We compare our performance with previous results 
on the DeepSig dataset [5] and obtain very similar 
results as our radio signal network model Deep-six. A 
comparison on the higher timescale is not possible, 
since the vectors in the DeepSig dataset are not 
sequential signals. 
 
 

4. Results 
 

As a baseline for our higher timescale model, we 
consider the case where we apply the meta-CNN but 
simply use a fixed (optimized) threshold on the total 
count of positive outputs from the lower-level model. 

Here we focus on the discrimination ability 
between drone signals and Wi-Fi backgrounds, leaving 
the differentiation between drone types for later. 

The performance of the three model variants is 
shown in Table 1. An accuracy of 50 % corresponded 
to random guessing. While the radio signal model is 

useless at -30 dB, the meta-CNN baseline operates still 
at full performance. The dependence of the 
performance of our full model on SNR is shown in  
Fig. 4. We observe that the model is still effective even 
below -35 dB. 

 
 
Table 1. Accuracy comparison for different models  

and SNRs. For small SNR values the model performance 
degrades to 50 %. 

 

SNR 
[dB] 

Lower timescale 
model only  

Meta-CNN 
with fixed 
threshold 

Full 
model 

0 99 % 99 % 99 %
-10 99 % 99 % 99 %
-20 64 % 99 % 99 %
-30 50 % 98 % 99 %
-35 50 % 62 % 96 %
-40 50 % 50 % 53 %

 

 
 

Fig. 4. Performance of the full model versus SNR. 
 
 

4.1. Importance of Hyperparameters 
 
We tested the influence of stride values for the 

meta-CNN and found that it had a relatively large 
effect on model performance. For our final model we 
used a stride of a quarter of the kernel model input size. 
Using strides equal to the kernel model input size give 
significantly worse results with the performance curve 
(Fig. 4) shifted 10 dB upward. But using even smaller 
than 1/4 kernel model input strides did not lead to large 
additional performance gains. 
 
 
5. Conclusions 

 
We developed a multi-timescale model for the 

detection of radio signals from drones. The novel 
neural network architecture we propose combines a 
25-layer CNN-based kernel model for the 
identification of lower timescale signals with a  
LSTM-based model on the top to extract higher-level 
communication pattern. As our experiments show this 
enables a significant extension of drone identification 
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ability down to SNR values below -35 dB. We note that 
the idea of a meta-CNN with a complex kernel model 
might be useful in general for other tasks where 
relevant information is present at different timescales. 

 
 

6. Outlook 
 

Further drone signals from different brands (DJI, 
Futaba, Taranis, Graupner, Turnigy) have been 
recorded at carrier frequencies of 2.4 GHz, 5.8 GHz 
and telemetry link at 0.869 GHz and the performance 
of the model on the new data is under current 
investigation. Furthermore, a porotype for live-testing 
in the field is under construction and will be the topic 
of a further publication. 
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Summary: Ischemic stroke is an acute cerebrovascular disease that causes long-term disability and even death. Acute lesions 
that occur in most stroke patients can be eliminated with careful diagnosis and treatment. Although MRI imaging is sensitive 
to these lesions, it is difficult and difficult for physicians to accurately estimate their location and volume manually, as 
examining hundreds of MRI-produced incisions takes a long time to examine and can also lead to human error. Be a lot. It is 
widely accepted by physicians that automated segmentation procedures for ischemic stroke lesions can significantly accelerate 
the onset of treatment. A considerable number of methods have been introduced for this purpose, but among them, the use of 
deep neural networks has resulted in better and more accurate results. Of course, these networks themselves have been 
introduced in a variety of frameworks and hardware, and here we are looking at a new framework for the automatic 
segmentation of stroke lesions in MRI images. The proposed structure consists of two different networks, the first is the U-
Net convolutional neural network and the second is the Inception convolutional neural network, in which the U-Net network 
forms the main structure of the model, and the Inception network in each U-Net network layers are used. Among the deep 
learning algorithms, the U-Net algorithm, due to accurate response, high accuracy, high processing and learning speed, no 
need for large data sets to learn, in recent years the popular algorithm to identify image components and segment them in 
processing Medical images have become, and the use of the Inception network within the U-Net network has significantly 
increased segmentation accuracy. In this report, with the focus on the architectures, pre-processing, data pre-preparation and 
post-processing, we explain the structure of this algorithm and its convolutional network, as well as the most appropriate 
setting for the parameters and super parameters of this algorithm to optimize and achieve maximum accuracy in segmenting 
images related to stroke with this algorithm. 
Keywords: machine learning, convolutional neural network, brain hemorrhages, stroke, classification. 
 
 
 
1. Introduction 

 
Very small accumulations of blood or Cerebral 

microbleeds (CMB) in the brain are more commonly 
found in patients with stroke, dementia, and 
cardiovascular disease [1]. Diagnosing CMBs can help 
predict stroke. In addition, clinical studies in recent 
years have shown that CMB can lead to a cognitive 
impairment such as dementia [2]. Magnetic resonance 
imaging (MRI) is used to detect CMBs because of its 
advantages over other imaging modalities. Among the 
various methods of magnetic resonance imaging, two 
methods, T2-star and 2SWI, are used. [3] showed that 
Susceptibility weighted imaging (SWI) increases the 
number of CMBs detected.  

  Image processing for automatic detection of 
CMBs faces challenges: a) different sizes of CMBs 
between 2 and 10 mm, b) different locations of CMBs 
[1], and c) there are many pseudo-CMBs that process 
Makes diagnosis difficult. In the current clinical 
practice, CMBs are manually labeled. [4] Manual 
labeling is difficult, time-consuming, and error-prone. 
Hence, many automated and semi-automated 
algorithms were created. Existing algorithms have a 
large number of positive false positives (FP) that 
reduce their value and continue research in this area. In 
the following, some examples of previous works are 
reviewed. 

Reference [5], provides a semi-automated method 
for detecting CMBs. In this paper, first, a threshold 
algorithm is used to separate the CMB from the 
pseudo-CMBs and then the support vector classifier 
(SVM) (4), and finally, manual post-processing is 
performed. Reference [6] used a random forest 
classifier in reference [6] and reached a sensitivity of 
92.04%. The extraction properties were then classified 
using the 5ISA network and support vector machine 
classifier with 89.44% sensitivity. In reference [8] a 
new structure of convolution neural network (CNN) 
with a 6RBAP layer was presented And with an 
accuracy of 97.18%, the reference [9] using the 
optimal convolution neural network achieved a 
sensitivity of 99.74%, in the reference [10] a method 
based on ResNet-50 was proposed and the sensitivity 
was reported to be 95.71%. 

This paper tries to improve the evaluation 
parameters for CMB detection by various experiments 
on adjustable convolution neural network parameters. 
Finally, a network with three convolution layers, two 
pulling layers, and one fully connected layer is 
proposed. 

  The present paper is organized into four sections: 
In the second section, the proposed algorithm is 
presented. In the third part, experiments and evaluation 
of the proposed method are presented and in the fourth 
part, the work is summarized. 
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2. Proposed CNN Network Structure 
 
In order to solve the problem of CMB detection 

based on SWI images, the use of a CNN network was 
proposed. The proposed algorithm includes a pre-
processing step and a convolutional neural network. To 

improve the performance of the CNN network, 
experiments were performed to test the factors that can 
affect the performance of CNN, and based on the 
results, the parameters for evaluating the network 
structure were selected. The proposed CNN network 
structure is shown in Fig. 1. 

 
 

 
 

Fig. 1. The proposed CNN network. 
 
 

Next, convolution and preprocessing neural 
networks were described as prerequisites. 
 

 Convolution layer 
The convolution layer is the main network layer 

that contains a set of learnable filters. Each filter is 
spatially small but continues along the depth of the 
inlet mass. Simply put, a filter is a three-dimensional 
mass that can be defined by any number of filters. But 
it should be noted that a large number of filters 
increases the computational load. 

The activator function applied to the output of the 
convolution layer can be linear or nonlinear. Nonlinear 
functions are used to separate data that cannot be 
separated linearly. In this research, Rectified Linear 
Unit (ReLU), Leaky ReLU, and Parametric ReLU 
(PReLU) functions have been investigated as 
activation functions, which are defined by relations 1, 
2, and 3, respectively. 

 

𝑦 𝑚𝑎𝑥 0‚𝑥  (1) 

y 0.01x x 0
x         x 0

 (2) 

𝑦 𝑎𝑥      𝑥 0
𝑥       𝑥 0

 (3) 

 
 Polishing layer 
The polishing layer is usually placed after a 

canonization layer, and by maximizing 8 or averaging 
9, the number of pixels in the width and height is 
reduced, followed by a decrease in the number of 
parameters and the complexity of the calculations.  
The polishing operation is performed independently at 
each depth. 
 

 Fully connected layer 
As the name implies, all the neurons in this layer 

are connected to the neurons in the previous layer. The 

fully networked layer combines all the features to 
categorize the input image. 

 
 Preprocessing 
In the preprocessing step according to relation 4 

which is shown below, normalization is used, so that 
the maximum pixel size is limited to one. The goal of 
normalization is to have the input pixels have a similar 
distribution to speed up convergence as the network is 
trained. 

 
)4( 

𝑋
𝑋0

𝑚𝑎𝑥 𝑋0
 

 
The proposed CNN network consists of 6 layers. 

Table 1 shows the proposed convolution neural 
network layers.  

 
 

Table 1. Proposed network layers. 
 

No. Layers 
Filter 
size 

Filter 
number 

Output 
dimensions 

1. 
Pre-processed 

input patch 
- - )1‚61‚61(  

2. 
Convolution 

+ LeakyReLU 
11×11  32 )32‚61‚61(  

3. 
Maximum 

pooling 
- - )32‚30‚30(  

4. 
Convolution 

+ LeakyReLU 
3×3  32 )32‚30‚30(  

5. 
Maximum 

pooling 
- - )32‚15‚15(  

6. 
Convolution 

+ LeakyReLU 
3×3  32 )32‚15‚15(  

 
 
Experiments have shown that the Leaky-ReLU 

activator function and the maximal-based pooling 
layer lead to better results, hence they were placed in 
the proposed network. A fully connected layer was 
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placed at the end to classify the input image as CMB 
or non-CMB based on the training algorithm. 
 
 
3. Tests and Evaluations 

 
In this part of the research, the database for network 

training, evaluation criteria, and results are introduced. 
Implementations in the Python programming language 
are done on Google Colab. 

For validation in this research, the 10-folder cross-
validation method has been used. In this method, the 
database is randomly divided into 10 subsets. In each 
subset, some data is stored as validation data for model 
testing, and the rest of the data is used as training data. 
The results are then averaged to produce a single 
estimate. 
 
 
3.1. Data Preparation 

 
In this study, 20 volumes of SWI-CMB database 

images that are available to the public [11] have been 
used. Most images are 150 × 512 × 512 in size. By 
separating and saving the slides from the image size, 
2982 images were created, which is 63 images from 
this CMB collection. 10SNP [12] with a 61×61×61 
slider was used to create input patches and tags. The 
reason for choosing the 61×61×61 size for the patch is 
that this size preserves useful information for detection 
[9]. The central pixels of the patch, which contained 
CMB, was labeled one and non-CMB labeled zero. 
Fig. 2 and Fig. 3 show examples of patches labeled one 
and zero, respectively. 
 
 

 
 

Fig. 2. Sample CMB patches. 
 
 

Because there were several CMBs in some of the 
CMB images, the number of CMB patches was 
reduced to 74 patches after the separation of these 
CMBs, and to 1776 patches by adding plugin data from 
symmetry, rotation, and displacement. 

From non-CMB images, 1500 non-CMB patches 
were generated. Finally, the total number of patches 
for training and evaluation of the network was 3276 
patches, of which 90% were used for training and  
10 % for evaluation. It is important to note that plugin 
data for test data has been removed from the tutorial. 

 
 

 
 

Fig. 3. Sample non-CMB patches. 
 
 
3.2. Evaluation Parameters 
 

To evaluate the classification results, three 
indicators were used: sensitivity, specificity and 
accuracy according to relations 5, 6, and 7. In this 
study, positive and negative show CMB and non-
CMB, respectively. 
 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
𝑇𝑃

𝑇𝑃 𝐹𝑁
 (5) 

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦
𝑇𝑁

𝑇𝑁 𝐹𝑃
 (6) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦
𝑇𝑃 𝑇𝑁

𝑇𝑃 𝑇𝑁 𝐹𝑁 𝐹𝑃
 (7) 

 
 
3.3. Experiments 
 

Experiments were performed to achieve the desired 
structure and evaluate the proposed algorithm. The 
experiments used the Adam optimizer, which requires 
little memory and fast convergence. The cost function 
in this research is considered a reciprocal entropy 
function. CNN initial weights were randomly adjusted 
to 13 with a pack size of 128. The softmax function is 
also used in the fully connected layer. 
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 Experiment I: Set the number of IPAC 
algorithms 

In this experiment, the algorithm was executed 10 
times per number of different IPACs and the average 
evaluation criteria per 10 times performed are shown 
in Fig. 4. As can be seen from Fig. 4, the number of 
ipak equals 11 will be a good choice. 
 
 

 
 

Fig. 4. Set the number of IPAC algorithms. 
 
 

 Experiment II: Adjust the number of layers 
Research shows that the number of layers can affect 
CNN performance, especially convolutional layers 
used to extract features. The average results obtained 
from 10 executions for different layer arrangements are 
given in Table 2. As can be seen from Table 2, the 
arrangement of the layers in the form of Conv / Pl / 
Conv / Pl / Conv, respectively, will be a good choice. 
 
 

Table 2. The effect of layer layout on CNN network 
performance. 

 

Layers 
Average 

Accuracy 
(%) 

Average 
Feature 

(%) 

Average 
Sensitivity 

(%) 
Conv 96/32 46/97  75 

Conv/Pl 34/97  4/98  5/77  

Conv/Pl/Conv 34/97  2/98  25/81  

Conv/Pl/ 
Conv/Pl 

10/98  1/98  95 

Conv/Pl/Con
v /Pl/Conv 

3/98  2/98  25/96  

Conv/Pl/Con
v/ Pl/Conv/Pl 

35/98  2/98  95 

 
 

 Experiment III: Activation and pulling 
function 

Different combinations of the activation and 
polishing function lead to different network functions, 
so it is necessary to test different combinations. The 
algorithm was run 10 times for each combination of the 
activation and pulling function and the mean values of 
the evaluation criteria are shown in Table 3. According 
to Table 3, the efficiency of the average-based 
polishing layer is less than the maximum-based 
polishing layer. 

 Experiment IV: Size and number of filters in 
the convolution layer 

In the first convolution layer, to achieve the best 
detection performance of CMBs, different numbers 
and sizes of the corresponding filter in this layer were 
examined, the algorithm was run 10 times per mode, 
and the mean values of the evaluation parameters in 
Tables 4 and 5 is brought. Thus, as shown in Tables 4 
and 5, the filter size was set to 5 and the number of 
filters to 32. 

 
 

Table 3. The effect of different combinations of activation 
and pulling functions on CNN network performance. 

 

Activator 
Function 

Pooling 
based 

on 

Average 
accuracy 

(%) 

Average 
feature 

(%) 

Average 
sensitivity 

(%) 

ReLU Max. 67/98  8/98  25/96  

PReLU Max. 4/97  6/97  75/93  

Leaky 
ReLU

Max. 24/99  26/99  75/98  

ReLU Average 9/97  2/98  5/92  

PReLU Average 01/96  53/96  25/86  

Leaky 
ReLU

Average 84/97  8/97  75/98  

 
 
Table 4. The effect of first convolution layer filter size on 

CNN network performance. 
 

Filter 
size 

Average 
accuracy (%) 

Average 
feature (%) 

Average 
sensitivity 

(%) 

3 98/98 99 98/75 

5 99/43 99/46 99 

7 99/05 99 99 

9 99/05 96/06 98/75 

11 98/98 96/06 97/5 

 
 
Table 5. The effect of the number of first convolution layer 
filters with dimensions of 5*5 on the efficiency of the CNN 

network. 
 

Num. 
of 

Filters 

Average 
accuracy 

(%) 

Average 
feature (%) 

Average 
sensitivity 

(%) 

8 98/48 98/73 93/75 

16 99/17 99/13 98/91 

32 99/22 99/2 99/9 

64 99/24 99/2 99/8 

128 98/92 98/86 99/93 

 
 

 Experiment V: The proposed network 
performance 

In order to improve the classification performance 
of CMBs, experiments were performed to test almost 
all the factors that could affect CNN performance. 
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Finally, a convolutional neural network consisting of 
three convolutional layers, two pulling layers, and a 
fully connected layer achieved better performance. To 
avoid randomness, the evaluation results were 
performed 10 times. The mean and deviation from the 
mean are shown in Fig. 5. 

 

 
 

Fig. 5. Evaluation results in 10 times the implementation 
of the proposed network. 

 
 

The efficiency of the proposed network with other 
methods is shown in Table 6. As can be seen, the 
proposed method has better results than other methods. 
 
 

Table 6. Comparison of the proposed method  
with previous articles. 

 

- [8] [9] [10] 
Proposed 
method 

Year 2017 2018 2019 2022 

Images 
format 

SWI SWI SWI SWI 

Accuracy 
(%) 

18/97  32/98  46/97  41/99  

Feature 
(%) 

18/97  89/96  21/99  39/99  

Sensitivity 
(%) 

94/96  74/99  71/95  9/99  

 
 
4. Conclusion 
 

The purpose of this article is to automatically detect 
cerebral hemorrhage. Because manual processing of 
this issue is difficult, time-consuming, and error-prone, 
it is essential to provide a way to automate the 
processing. The extraction of image features is the 
main and important step of this process, which in this 
paper uses the high ability of the convolutional neural 
network. In order to reduce the network parameters and 
also to maintain sufficient accuracy for classification, 

a 6-layer convolution neural network with small 
dimensions has been used. Experiments performed on 
the SWI image database show that the proposed 
method has better results than the reference methods. 
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Summary: Video restoration for noise removal, deblurring or super-resolution is attracting more and more attention in the 
fields of image processing and computer vision. Works on video restoration with data-driven approaches for fog removal are 
rare however, due to the lack of datasets containing videos in both clear and foggy conditions which are required for deep 
learning and benchmarking. A new dataset, called REVIDE, was recently proposed for just that purpose. In this paper, we 
implement the same approach by proposing a new REal-world VIdeo dataset for the comparison of Defogging Algorithms 
(VIREDA), with various fog densities and ground truths without fog. This small database can serve as a test base for defogging 
algorithms. A video defogging algorithm is also mentioned (still under development), with the key idea of using temporal 
redundancy to minimize artefacts and exposure variations between frames. Inspired by the success of Transformers architecture 
in deep learning for various applications, we select this kind of architecture in a neural network to show the relevance of the 
proposed dataset. 
 
Keywords: Video dataset, Restoration, Defogging, Fog, Video processing. 
 

 
1. Introduction 

 
Visibility restoration of single hazy images is a 

well-known problem in computer vision and image 
processing. Visual artefacts in the images such as loss 
of contrast and color shift, contribute to reduced scene 
visibility which is detrimental to the performances of 
computer vision tasks such as segmentation, 
object/scene detection and recognition. Therefore, 
dehazing algorithms are often needed as a  
pre-processing step. Many efficient methods are 
available for single image dehazing, with or without 
learning. Several datasets are also available with foggy 
images and a clear image for reference. Due to the 
scarcity of foggy scenes, most of these databases are 
produced by adding a synthetic fog. And few works 
tackle video dehazing. 

Working on fog removal in videos is more 
complicated due to lack of foggy video datasets with a 
clear video for reference. There are single image and 
video datasets with synthetic fog. For example, Ren et 
al. [1] generated a video dataset from the NYU-Depth 
V2 dataset [2], consisting of video sequences of indoor 
scenes. However, due to the domain gap between 
synthetic and real-world foggy dataset, the results on 
real world images are not convincing. Recently, Zhang 
et al. [3] proposed a useful hazy video dataset for 
learning and data evaluation, called REVIDE. Hazy 
scenes are produced with a fog machine which is more 
realistic than synthetic fog. 

In order to enrich the state of the art, a new video 
dataset with and without fog is proposed. It includes 
video sequences of a reduced-scale but real-world 
scene with several fog densities and several lighting 
conditions. Earlier works addressed video visibility 
restoration as an extension of image restoration. 
However, applying image processing methods to 

videos introduces artefacts and flickering effects, due 
to the lack of temporal consistency. The challenge is to 
get a video restoration algorithm ensuring spatial and 
temporal coherence. For instance, Wang et al. [4] and 
Zhang et al. [3] proposed a video restoration 
architecture with a deformable Convolutional Neural 
Network (CNN) module, which achieve interesting 
results. To deal with the temporal information, recent 
works have been inspired by the Transformers 
architecture [5] which gives interesting results in video 
restoration for super resolution and image synthesis 
applications. While many methods use pure 
Transformers to solve their tasks, we propose to 
combine CNN and Transformer architectures to 
process the temporal information in videos. We have 
investigated including a Transformer module in a 
neural network’s architecture within a video 
restoration method. The proposed algorithm, called 
TCVD, is demonstrated with the proposed VIREDA 
dataset. 

 
 

2. Foggy Video Dataset 
 
2.1. Creation Process 
 

The main idea was to collect videos with and 
without fog as well as associated depth maps. This was 
achieved by creating a fog chamber to reproduce a 
hazy scene with the help of a fog machine. This fully 
controllable system allows to roughly control the fog 
density and illumination conditions. A series of static 
objects were included in the chamber, together with a 
small-scale car which was remotely operated to 
introduce temporal variations in the otherwise static 
scene. In order to make sure that the position of the car 
was exactly the same for all visibility and lighting 
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conditions, a stop-motion technique was implemented. 
The following acquisition process was applied for each 
robot position: First, a video of the scene without fog 
was recorded while altering the different lightings. 
Next, fog was fed into the chamber. Then, after a few 
seconds of waiting for the fog to settle, the video 
recording was started at the same time as the venting 
system was started. As fog was slowly evacuate, series 
of frames with decreasing densities of fog were 
recorded with each lighting. At each position of the 
robot, videos with different densities of fog, including 
without fog, have been acquired with a Kinect v2. This 
device captures both images and depth maps of the 
scene thanks to a Time-of-Flight technology, which 
provides additional information that are useful for 
some fog removal algorithms. At the end of the 
process, the frames corresponding to each illumination 
condition and fog density were splitted, and 
recomposed into new videos where the car was moving 
in stable visibility and lighting conditions. 
 
 
2.2. Dataset Content 
 

The use of LED strips made it possible to produce 
different illumination conditions. To simulate 
heterogeneous lighting (such as at night), lamps with 
different color temperatures were used. In the other 
five lighting conditions, white LEDs were used to 
simulate daylight. Fog density was evaluated by 
monitoring the contrast in a black & white panel. Three 
fog densities are available in the dataset (see Fig. 1), 
with contrasts of 0.015, 0.05 and 0.15 (the lower the 
contrast, the higher the density). 

 
 

 
 
Fig. 1. Frames with three different densities: a) foggy frame 

with c = 0.015, b) foggy frame with c = 0.05, c) foggy 
frame with c = 0.15, d) ground truth. 

 
 

The dataset contains 18 foggy videos and 6 ground 
truth videos, each containing an average of 180 frames 
(i.e., about 7 seconds). Additionally, there are depth 
maps associated with each position of the robot. The 
dataset is available on: https://github.com/ 
alex-dml/VIREDA-video-dehazing. 

2.3. Depth Maps 
 

The use of the Kinect made it possible to collect 
depth maps via a Time of Flight (ToF) sensor. This 
sensor measures the time the light takes to travel a 
distance between the signal emission and its return to 
the sensor. As it is not sensitive to change in 
brightness, one depth map per robot position was 
enough. Depth maps are an additional source of 
information in the database. Fig. 2 shows the depth 
map for a robot position and the hazy image. 

 

 
 

Fig. 2. Hazy frame and the associated false-colour depth 
map. Graduations are in centimeters. 

 
 
3. Video Defogging Method 
 

The popularity of the transformer architecture 
prompts exploration of its use for different types of 
tasks. Few works are yet inspired by this model for fog 
removal applications in videos. In this section, we 
present a multi-step method, called TCVD 
(Transformer-CNN architecture for Video Defogging), 
to process spatio-temporal information in video 
sequences. At each stage, spatial and temporal 
information are processed through several blocks and 
are then merged. This method combines two different 
architectures: CNNs to process spatial information and 
Transformers to ensure temporal consistency. 

The overall architecture is based on an  
auto-encoder inspired by U-net. Using the transformer 
architecture is suitable to deal with sequences of data 
due to its ability to bind data within a sequence and to 
parallelize tasks. However, the Transformer has some 
drawbacks including a low inductive bias. The 
inductive bias represents the set of assumptions made 
by the model that allows it to learn and generalize 
beyond the learning data. On the other hand, CNNs 
have a strong inductive bias, allowing the model to 
achieve interesting performances with less training 
data. However, CNNs do not allow capturing the 
interdependence of images within a video sequence. 
The joint use of these two architectures can be an 
advantage. 
 
 
3.1. Encoder 
 

The encoder part of our architecture consists of 
four CNN modules and three modules based on a 
Transformer architecture, called TpFormer. Fig. 3 
represents the overall diagram of the encoder. 
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Each step corresponds to the feature extraction of 
each image of the sequence. The features are then 
merged and form the input of the TpFormer blocks at 
several dimensions (which correspond to 2D 

convolution layer filters: 32, 64, 128, and 256). At the 
end of the feature extraction steps, the successive 
image triplets in the video are concatenated along the 
time axis. 

 
 

 
 

Fig. 3. Encoder architecture of the proposed method with three successive frames as input. 
 
 

3.2. The TpFormer module 
 

The TpFormer module, detailed in Fig. 4, is 
composed of several layers including a Multi-Head-
Attention (MHA) layer [5]. This layer makes it 
possible to carry out different attention calculations in 
parallel. Using attention mechanism allows the 
network to learn the sequential dependency between 
frames. The features of the resulting frames are then 
dissociated and concatenated to the resulting spatial 
features of the CNN block of the same step. The 
merged information is the input to the next step. 
 
 

 
 

Fig. 4. TpFormer module, inspired by ViT [5]. 
 
 
3.3. Decoder 
 

Once the encoder has extracted all the  
spatio-temporal characteristics of the images of the 
sequence, the decoder part will, symmetrically to the 
encoder, over-sample the encoded data of the central 
image, so as to obtain an image of dimensions equal to 
that of the input images. To upsample, 
Conv2DTranspose layers (Keras) were used, as well as 
skip connections from the encoder to retain fine details 
in the images. 
 
 
4. Implementation 
 

The implementation of the algorithm was carried 
out with the Keras/Tensorflow frameworks. We use 
the ADAM optimizer and a learning rate of 0.0001. 

The Loss function is a combination between the L1 
and SSIM distances. It is defined as follows: 
 

𝐿 𝑎 ∗ 𝐿𝑠𝑠𝑖𝑚  𝑏 ∗ 𝐿1, (1) 
 
where 𝑎 and 𝑏 are balanced coefficients. We have 
resized foggy inputs and ground truths to a size of  
224×224 and augmented them with horizontal flip and 
random 90° rotations. 
 
 
5. Evaluation 
 

Very few methods of video defogging provide 
publicly available code. Accordingly, our video 
defogging algorithm, still under development, only 
served to show some preliminary results on our 
dataset. TCVD is trained on the REVIDE dataset and 
TCVD2 is trained on both the REVIDE dataset and the 
synthetic images dataset (inspired by [1]) in order to 
have various types of data and be able to generalize. 
Then, we tested that with our video dataset, VIREDA. 
 
 
5.1. Quantitative Evaluation 
 

The proposed algorithm is compared to different 
state-of-the-art algorithms, including two prior-based 
methods (DCP [7] and MFP [8]) and a learning-based 
methods (FFA-Net [9]). Due to lacks of available 
codes for video dehazing, only image dehazing 
methods are used for comparison. Therefore, only the 
visual quality of the restored frames is assessed in this 
evaluation. The FFA-Net algorithm is retrained on the 
REVIDE dataset. Table 1 shows sample of the 
quantitative results with the SSIM [6] and PSNR 
metrics in the case of three fog densities including the 
different lighting conditions. All frames are resized to 
224 x 224. The results illustrate that MFP, FFA-Net, 
TCVD and TCVD2 methods are competitive. The 
results obtained with the DCP method can be 
explained with the visual color shift results seen in  
the Fig. 5. 
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Table 1. Quantitative evaluation on different fog densities 
with the SSIM (top) and PSNR (bottom) metrics. 

 
Fog 

density 
DCP MFP FFA TCVD TCVD2 

0.015 
0.57 
9.89 

0.74 
15.92 

0.68 
14.14 

0.72 
13.29 

0.70 
15.95 

0.05 
0.60 

10.30 
0.80 

16.09 
0.71 
14.35 

0.76 
13.97 

0.74 
15.73 

0.15 
0.66 

11.35 
0.86 

16.56 
0.78 
16.22 

0.79 
14.68 

0.82 
17.16 

 
 

MFP method provides better results than those of 
our TCVD method with two fog densities: 0.05 et 0.15. 
Despite this, Fig. 5 shows that MFP is not as efficient 
as TCVD to removes fog. However, TCVD introduces 
black artefacts which penalize the results. TCVD2 
shows better results with PSNR metric than MFP. 
Training TCVD2 on both databases appears to reduce 
artefacts introduced when training with REVIDE only. 
 

5.2. Qualitative Evaluation 
 
Fig. 5 shows sample images of the dataset restored 

with different dehazing methods. Each row in the 
figure corresponds to a different illumination condition 
with a fog density of 0,05. The DCP method seems to 
deteriorate the visual quality of the images, as shown 
by the different color shifts. The MFP and FFA-Net 
methods allow to slowly attenuate dense fog but 
produce more satisfactory results with lighter fog. The 
TCVD method, intended for videos, attenuates fog 
well but leaves black artefacts. This effect may be 
caused by the high intensity point lights implemented 
to simulate daylight: the algorithm may interpret these 
areas as fog to remove. As we noticed in the previous 
section, TCVD2 produces better quality results than 
TCVD. The artificial lighting used to create the video 
dataset produced slightly tainted images despite the 
use of white LEDs. It produced a colored fog which 
seems to disturb the restoration process by introducing 
some artefacts and color shifts. 

 
 

 
 

Fig. 5. Qualitative evaluation of dehazing algorithms on the VIREDA dataset with 0.05 as fog density value. 
 
 
6. Conclusion 
 

A new publicly available test dataset has been 
generated for the testing of video defogging. Although 
it is only composed of a single scene, it is available 
with several lighting conditions and several fog 
densities, and provides depth maps which may help 
assessing the quality of some defogging algorithms. 
For deep learning algorithms, it is useful to propose 
new sets with different conditions to expect a good 
generalization. We have implemented a multi-step 
hybrid method, called TCVD, which combines two 
architectures: CNNs and Transformers. This method 
helps reducing fog in realistic videos. However, the 
small number of publicly available code on defogging 
methods for videos does not allow to realize a complete 
benchmark. 
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Summary: The current work explores the use of AI and low-cost sensor technology for the monitoring and optimization of 
food drying processes. More specifically, we have considered the use of plug-and-play sensors capturing humidity 
measurements to monitor and continuously assess the progress of food processing. The proposed developments have focused 
on (i) the automated termination of the food drying process as a means of saving time and valuable energy resources (ii) the 
prediction of food drying evolution by combining mathematical modeling and machine learning (iii) the comparative 
assessment of different drying setups, to support the viability of production. Besides the implementation and assessment of the 
individual modules, the developed technology has been integrated and tested as a whole on the drying of legume puree and 
apple slices with very promising results. 
 
Keywords: Machine learning, Soft sensor, Food processing application. 
 

 
1. Introduction 

 
Food drying is a method of food preservation in 

which food is dehydrated to inhibit the growth of 
bacteria, yeasts, and mold through the removal of 
water [1]. However, the majority of existing small and 
medium size drying chambers operate in a static and 
rather blind mode with predefined setting that do not 
actually take into account the evolving characteristics 
of the ongoing dehydration process. The main reason 
for that is that it is difficult to frequently measure food 
moisture and adjust settings, because drying is 
disturbed every time a new food sample is taken. 

The present work presents a new AI-powered 
approach for the indirect and real-time monitoring of 
food moisture that offers significant insight in the 
drying process and can provide the basis for improving 
food processing in terms of production costs control, 
resource efficiency and product quality. 

First, we consider that is impractical to directly 
measure the moisture of food for making decisions on 
drying issues. To address that, we adopt a soft-sensor 
approach to contrasts the humidity in the broader 
atmosphere with the humidity of the air coming out of 
the drying chamber. We have collected data 
summarizing the effect of the drying chamber 
operation on the measured properties of the air at the 
drying chamber outlet. By using well established 
Machine Learning (ML) technologies we have been 
able to consider temperature difference between the 
broader atmosphere and the drying chamber. In that 
way we accomplish to indirectly obtain insight into the 
progress of drying, detect when the evaporated 
moisture is very low and stop drying when food 
dehydration reaches the desired result. 

In addition, we develop a computational approach 
to model the evolution of the drying process, as a 
means to allow making predictions about the condition 

of the food after a certain time. This is achieved by 
using machine learning methods to optimize the fitting 
of mathematical models on collected data to optimize 
the accuracy of model predictions. 

Finally, the two models are combined into a unified 
approach that enables the production manager examine 
how different drying parameters affect the efficiency 
of the dehydration process, thus enabling him/her to 
make decisions that enhance the viability of 
production. 
 
 
2. Experimental Setup 
 

To develop automation around the food drying 
process, it is essential to know when the food has been 
dehydrated enough, i.e., food moisture is below a 
preset upper moisture level [3, 4]. This is not easy to 
conclude as we will have to take frequent samples and 
thus stop the drying process. At the same time, 
measuring the absolute humidity of a food assumes a 
manual and time-consuming process that is not 
convenient to repeat often. 

The current work aims at the modernization and 
digitalization of the food drying industry. This is 
accomplished by stimulating the integration of IoT and 
related technologies in food production, via the 
implementation of a soft and smart sensor module that 
undertakes the monitoring of food drying [2]. 

To rapidly implement a functional system that is 
easily deployed in the real world for experimentation, 
we considered the use of the Raspberry Pi, a credit 
card-sized, low-cost but fully functional and 
programmable computer with modern high-definition 
multimedia capabilities. The Raspberry Pi can be 
directly interfaced with a bunch of sensors and 
actuators with the help of the General-Purpose 
Input/Output (GPIO) pins, the component that truly 
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enables “physical computing” and the sensory 
observation of multiple environment states. 

Given the particularly low cost of gas sensors is 
about 10 euros, we considered the use of several 
possible alternatives that are listed below: 

 SEN0219: Gravity Analog Infrared CO2 Sensor; 
 Adafruit CCS811: Air Quality Sensor for VOC, 

eCO2, Aromatic Hydrocarbons; 
 BME 680: VOC sensor, temperature sensor, 

humidity sensor and barometer; 
 MQ5: gas sensor for H2, CH4, CO, Alcohol; 
 MQ9: combustible gas sensor. 
All sensors have been are sensitive to the changing 

characteristics of the air coming out of the drying 
chamber. Thus, we compared them to identify the one 
providing the most informative measurements using a 
custom-made Granger causality-like criterion. Τhe 
PIMORONI BME 680 has been the most informative 
regarding the prediction of drying parameters. This is 
a sensor that provides relative rather than absolute 
humidity measurements. 
 
 

3. Drying Completion Specification 
 

Τhe PIMORONI BME 680 sensor provides relative 
rather than absolute humidity measurements which are 
not directly applicable in the monitoring of food drying 
since the measured humidity values depend on 
temperature. To overcome this issue, it is necessary to 
develop an AI-based mechanism that enables the 
comparison of relative humidity measurements at 
different temperatures. 

More specifically, in order to be able to decide 
when the drying of the food is completed, an 
approximate method has been developed, which is 
based on measuring the relative humidity of the air 
leaving the drying chamber and comparing it with the 
relative humidity of the atmosphere outside the drying 
chamber, also taking into account the drying chamber 
mode of operation and the temperature in it. To this 
end we use two identical PIMORONI BME  
680 sensors to collect pairs of humidity and 
temperature measurements both at the inlet and the 
outlet of the drying chamber. 

This is accomplished by installing one of the 
sensors in the chimney of the drying chamber, to 
collect measurements related to the exhaust air. The 
second sensor (identical to the first) is installed in the 
inlet of the chamber to provide measurements on the 
quality of the air coming into the chamber. 

We used the above-described setup to collect data 
representing how the operation of the drying chamber 
at different temperatures, but without the presence of 
any food that could emit moisture. Accordingly, since 
there is no food in the chamber, the absolute humidity 
of the air at the inlet and outlet of the drying chamber 
will remain the same but at different temperatures. 
This will make the two identical sensors measure 
different relative humidifies on the same quality air. 

The data we collected regard the temperature (t1) 
and the humidity (h1) at the inlet of the chamber and 

the temperature (t2) and the humidity (h2) at the outlet 
of the chamber. We collected data by examining the 
operation of the drying chamber at temperatures of  
40, 45, 50, 55, 60, 65, 70 degrees every two hours from 
07.00 to 23.00, for several nonconsecutive days. 

This data has been used to build an LSTM neural 
network [5] which takes as input the pair humidity h1 
at temperature t1 and the targeted temperature t2, to 
predict the expected humidity h2 of the same quality 
air at temperature t2. Accordingly, we have been able 
to estimate how the operation of the drying chamber 
shapes the temperature and humidity measurements at 
the outlet of the chamber if no additional moisture is 
evaporated due to food drying, with an error that is less 
than 1 %. This null-food estimate is used as a baseline 
that critically facilitates the monitoring of the drying 
process. We call this, the “baseline” humidity at the 
outlet of the chamber. 

In order to be able to decide in an approximate but 
effective way, when the drying of the products has 
reached the desired level, we rely on the following two 
observations: 

 When there is fresh food in the drying chamber 
which is heated and therefore evaporates 
moisture, then the measurement of the relative 
humidity sensor in the chimney of the drying 
chamber will be higher than the “baseline”. 

 When the food in the chamber has dried and 
does not have enough extra moisture to excrete, 
then the measurement of the relative humidity 
sensor in the chimney of the drying chamber 
will be very close to the “baseline”. 

 
Following the above, by examining the difference 

between the measured relative humidity and the 
baseline relative humidity we can have a very good 
view of the stage in which the drying process is at the 
given time. In particular, when the difference between 
the two is below a desired limit, then we may conclude 
that the food dehydration has completed and we can 
decide to end the drying process. It is therefore 
necessary to determine the threshold indicating drying 
completion. This depends on the type of food being 
dried, the desired level of food dehydration and the 
operating temperature of the drying chamber. 

Two different types of food were examined, 
namely, pulse puree and apple slices. For pulse puree 
we assume that the maximum allowed absolute 
moisture in the food should be less than 9 %. Similarly, 
for the case of apple slices the maximum allowed 
absolute moisture should be less than 14 %. The above 
are used to specify the threshold limits when 
estimating the difference between the measured 
humidity and the predicted baseline humidity for these 
two foods. The thresholds specified for the different 
operating temperatures of the drying chamber are 
shown in the table below. 

By using the PMB Food Moisture Analyzer we 
have been able to accurately measure the moisture in 
the final, dried product, verifying that in all cases it has 
been below the desired limit. 
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Table 1. Humidity thresholds to determine the completion 
of food drying. 

 
 Relative Humidity Thresholds 

Chamber 
Temperature 

Legume 
Puree 

Sliced Apple 

40 3.2 % 4.5 % 
50 2.7 % 3.9 % 
60 2 % 3.1 % 
70 1 % 2.2 % 

 
 
4. Predict the Evolution of the Drying Process 
 

In addition to the termination criterion of a drying 
process, it is particularly useful for the production 
manager to have a systematic method to predict the 
basic characteristics of a drying process, such as the 
duration and the energy consumption. This would 
allow the comparison of dehydration procedures with 
different initialization conditions, and thus enable the 
production manager to take decisions regarding the 
setup of efficient dehydration processes [4]. 

To address this issue, a new data collection was 
carried out which concerned the recording of sensory 
information in the chimney of the drying chamber 
throughout several food dehydration processes. 
Specifically, 14 drying procedures were performed for 
both the legume puree and the apple slices (two for 
each of the operating temperatures of the chamber at 
40, 45, 50,...., 70 degrees Celsius). The recording of 
the instantaneous power consumption and the 
instantaneous humidity and air temperature in the 
chamber chimney every second is performed using the 
Raspberry PI. 

Interestingly, sensory measurements have a 
smooth, relatively parabolic form which offers the 
possibility to be modeled easily and accurately with the 
use of a polynomial model. Without limiting the 
degree of polynomial that can be used for modeling, in 
the present study 4th degree polynomials were used. 
These are fully described by 5 parameters that 
represent the coefficients of the polynomial. A 
machine learning procedure was used to estimate the 
value of the 5 parameters. 

We have used a simple, two-layer stacked LSTM 
to find the parameters of the polynomial. The LSTM 
receives as input the type of product to be dried 
(currently two types are considered, either legume 
puree or apple slices), its quantity, the temperature and 
relative humidity of the environment, the temperature 
at which the drying chamber operates, the average per 
minute temperature and the relative humidity in the 
chimney of the dryer over the first 20 minutes of 
drying. At the end of the LSTM, we add one more layer 
that implements the 4th degree polynomial and 
facilitates the direct comparison of the polynomial 
values with the recorded data. Using the polynomial 
model, it is possible to predict the values of the 
humidity sensors even after more than 10 hours of 
operation of the dryer. Table 2 summarizes the 
accuracy of the prediction model, showing the mean 

absolute error (MAE) and the mean average 
percentage error (MAPE) of the humidity values 
predicted by using the 4th degree polynomial. 

 
 

Table 2. Polynomial Model Fitting. 
 

 Humidity Prediction Error 
Product Type MAE MAPE 
Legume Puree 0.87 0.021 
Sliced Apple 0.83 0.019 

 
 
5. Specification of Drying Parameters 
 

By combining the models described in Sections 3 
and 4, it is possible to compare different configuration 
setups for the operation of the dryer and find the most 
suitable for the drying task to be performed at a  
given time. 

To assess the combined performance of the two 
models, four new pulse puree and sliced apple drying 
experiments were performed, to estimate the 
difference between the predicted and actual drying 
duration as well as the predicted and actual energy 
consumption. In order to predict drying duration, we 
use the LSTM model implemented in Section 4 to 
estimate the parameters of the polynomial representing 
the evolving dehydration procedure. Then, we assume 
the current environmental conditions to remain static 
for the next few hours, and we use the current 
environmental humidity to estimate the baseline 
humidity at the output of the chamber. 

Following the procedure described in Section 3 we 
can estimate the moment that the distance between the 
humidity predicted by the polynomial mentioned 
above and the baseline humidity will be below the 
corresponding threshold. The percentage error of the 
estimated completion time is shown in Table 3, 
specified as: 

 
Error% = | Predicted - Actual | / | Actual |  

 
Additionally, Table 4 presents the predicted energy 

needs assuming constant consumption on a  
minute-by-minute basis. 

As expected, the predictions regarding the 
completion of the drying procedures show some 
variability in comparison to the actual food drying 
experiments. In the cases that the drying chamber 
operates in relatively low temperatures the whole 
procedure is prolonged and thus the prediction error on 
the completion time increases. In contrast when the 
drying chamber operates in high temperatures the 
duration of drying decreases together with the 
completion time prediction error. 

As expected, the energy needs predicted by our 
model are overall less accurate mainly due to the 
simplified hypothesis of constant energy consumption 
every minute. However, it is interesting to note that the 
accuracy of energy consumption predictions is mostly 
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at the same level for all the conducted experiments, of 
a given product type. In particular, if we consider that 
the estimated energy consumption is directly affected 
by the time that the drying chamber operates, it seems 
that instant energy estimates are more stable when the 
drying chamber operates at lower temperatures. This is 
explained by the fact that in low temperatures, drying 
is less affected by environmental conditions. Thus, 
energy consumption can be predicted more accurately, 
although the slower change in the physical properties 
of the food and especially in food moisture, is also 
affecting the accuracy of the prediction regarding the 
completion time of drying. Conversely, when drying 
takes place at a relatively high temperature inside the 
drying chamber, then the requirement to maintain this 
temperature conflicts with the state and temperature of 
the outside environment resulting in more variability 
in the energy consumed to maintain a constant 
temperature inside the chamber. 

 
 

Table 3. Drying Duration Prediction accuracy. 
 

 Prediction Error 
Chamber 

Temperature 
Legume 
Puree 

Sliced 
Apple 

40 11.3 % 12.1 % 
50 10.4 % 11.4 % 
60 9.2 % 10.8 % 
70 8.2 % 10.1 % 

 
Table 4. Drying Energy consumption accuracy. 

 
 Prediction Error 

Chamber 
Temperature 

Legume 
Puree 

Sliced 
Apple 

40 14.1 % 16.8 % 
50 13.8 % 16.5 % 
60 13.8 % 16.4 % 
70 13.5 % 16.1 % 

 
 

Overall, the forecasts for the drying time and the 
estimated energy consumption have a satisfactory 
accuracy, thus allowing the production manager to get 
an overview of the complete drying process and its 
main characteristics. By examining and comparing the 
different configuration setups, the production manager 

can make the right decisions accomplishing to design 
a drying process that effectively balances between the 
available time and the desired energy consumption, to 
achieve the desired quality on the final food product. 

 
 
4. Conclusions 
 

Our work presents a new AI-powered soft-sensor 
approach for the indirect monitoring of food moisture 
in food drying applications and the implementation of 
computational models that simulate the evolution of 
the dehydration procedure over time. The combined 
use of the two models provides a systematic way to 
examine what-if scenarios regarding the setup of the 
dehydration procedure and enables the production 
manager tune and increase the viability of production. 
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Summary: In this study, we used deep learning based multiple inputs classifier with a Long-short Term Memory (LSTM) 
autoencoder component to detect medicare fraud. The proposed model is made of two separate blocks: MLP block and auto 
encoder feature extraction block. The MLP block extracts high level feature from the invoice data and the auto encoder block 
extracts high level features from that describes the provider behavior over time. This architecture makes it possible to take into 
account many sources of data without mixing them. The latent features extracted from the LSTM autoencoder have a strong 
discriminating power and separate the providers into homogeneous clusters. We use the data sets from the Centers for Medicaid 
and medicare Services (CMS) of the US federal government. Our results show that baseline artificial neural network give good 
performances compared to classical machine learning models but they are outperformed by our model. 
 
Keywords: Medicare fraud, Anomaly detection, Deep learning, Auto encoder, Machine learning. 
 

 
1. Introduction 

 
Insurance fraud results in considerable losses for 

governments and insurance companies and results in 
higher premiums from clients. In the European Union, 
fraud would cost 13 billion per year to European 
customers and insurance companies [1]. In France for 
example, over 260 million of medicare fraud 
transactions are detected each year, mainly due to 
medicare providers and institutions. In the United 
States, medicare fraud represents 5-10 % of medicare 
claims and costs insurance companies between  
21 billion and 71 billion per year. 

Traditionally, business rule-based systems are used 
for fraud detection. These methods, although effective, 
are often very difficult to set up and maintain. Indeed, 
a rule-based fraud detection system constantly requires 
the presence of experts in the field and constant 
updates of the rules. Models based on machine 
learning make it possible to automatically build 
patterns and thus detect fraudulent behavior 
effectively. The main challenge when using the 
methods in fraud detection is that there not enough data 
labeled as fraudulent, this leads to an imbalance 
situation. In the field of medicare, fraudulent 
transactions represent less than  
5 % of all transactions. This high imbalance ratio 
makes it very difficult for machine learning algorithms 
to learn as they will tend to favor the majority class. 

To detect medicare fraud, we propose a multiple 
inputs deep neural networks model with a Long-short 
Term Memory (LSTM) autoencoder component. We 
call this architecture AE-MFD for Auto Encoder based 
medicare fraud detection method. This architecture makes 
it possible to take into account many sources of data 
without mixing them and makes the classification task 
easier for the final model. The LSTM autoencoder 
component plays a dimension reduction role for the 
provider data and its latent vector describes the 
provider behavior over time. 

We use the publicly available medicare data sets 
from the Centers for medicare and Medicaid Services 
(CMS) of the United States federal government for 
period 2017-2019 [2]. The CMS data sets contain the 
hospitalization requests, the outpatient care  
requests etc. 

The rest of the paper is outline as follows. The 
Related Works section discusses the other studies 
related to imbalance data handling, deep learning for 
anomaly and medicare fraud detection. In the third 
section, we describe our methodology, the model's 
architecture and the choice of hyperparameters. 
Section Experimental Data Sets we describe the 
experimental data sets and pre-processing steps. The 
results are presented and discussed in the last section. 
 
 
2. Related Works 
 

To deal with class imbalance issue, there are two 
main approaches with varying performance depending 
on the field of application and the complexity of the 
problem: the resampling approach (or data level) 
which consists in balancing the classes by adding or 
removing data from classes and the approach which 
consists in modifying the learning algorithms so that 
they take into account the class imbalance  
(algorithm level). 

The Centers for medicare and Medicaid Services 
(CMS) data has been used in numerous studies to 
detect medicare fraud. Most of these studies use 
resampling techniques to overcome the imbalance 
class issue (Bauder et al. [3] Liu et al. [4], Herland et 
al. [5]; Johnson et al. [6], Van et al. [7]). In [5], the 
authors combined also the three parts of CMS data set 
and showed that it leads to better performance. They 
used logistic regression, random forest and gradient 
boosting classifiers to detect fraudster providers in the 
CMS. Their results show that the performance of all 
classifiers improves significantly when they used all 
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parts of the CMS data. In [6], Johnson et al. the CMS 
data over the period 2012-2016. They used neural 
network models with algorithm level and data level 
techniques to predict medicare fraud medicare. They 
tested random undersampling (RUS), random 
oversampling (ROS), mean square error (MSE) and 
Focal Loss techniques among others. Their results 
suggest that multi layers perceptrons (MLP) classifiers 
combined with ROS outperforms all other models. 
They also noted that RUS can improve model’s 
performance up to certain level of imbalance ratio. 
Thus, RUS improves the performance if the majority 
class is above 99 %. Lin et al. [10] rewrite the classical 
entropy loss function by integrating two new 
parameters: α and γ (gamma). They called the new loss 
function Focal Loss. The focal lost consist of 
multiplying the classical cross entropy (CE) by a 
modulation factor α(1 − p)γ. Hyper parameter γ ≥ 0 
adjusts the rate at which easy examples are down 
weighted and α ≥ 0 is a class-wise weight used to give 
more importance to the minority class [11]. Wang et 
al. [9] proposed to use a cost matrix with an artificial 
neural network-based model to predict readmission of 
patients to a hospital. The cost matrix is defined such 
that the cost of misclassified readmission is greater 
than that of misclassified non-readmission. During 
back propagation, the model penalizes more or pay 
more attention to the readmission class which is the 
class of interest. Jason et al. [7], compared different 
resampling techniques using 11 types of classifiers and 
35 different data sets. The imbalance ratio of the 
experimental data sets varies between 1.33 % and 35 
%. The resampling techniques used in this article are: 
random undersampling (RUS), random oversampling 
(ROS), one-sided selection (OSS), cluster-based 
oversampling (CBOS), Wilson's editing (WE), 
SMOTE (SM) and borderline-SMOTE (BSM). Their 
results show that RUS tends to give better performance 
(32 % of the time). 

Most of data level experiments studies come to the 
conclusion that undersampling gives belter results than 
over-sampling. This goes against what one might have 
expected as undersampling often leads to a loss of 
information. One possible explanation is that in cases, 
adding new artificial data brings more noise than 
useful information to the model. Algorithm level 
methods often give better results than resampling 
methods as they don't alter the training data and don't 
lead to a loss of information. However, in some cases, 
when labeled data is limited, oversampling techniques 
are good way to extend the data set. Moreover, when 
the majority class distribution is stationary (the 
samples are very close to each other) undersampling 
may work very well as we don't lose lot of information 
by deleting some samples. 
 
 
3. Methodology 
 

In this section, we present the AE-MFD model 
architecture and the other classifiers we tested. We 
refer to the baseline neural network as MLP}. 

3.1. Baseline Classifiers 
 

We compared AE-MFD to baseline Multi-Layer 
Perceptrons (MLP) networks and state-of-the-art 
classifiers such as logistic regression (LR), random 
forest (RF), gradient boosting (GB) and XGBoost. 
These classifiers are good baseline models for 
classification tasks. They take an invoice as input and 
predicts if it's fraud or not. The Multi-Layer 
Perceptrons (MLP) model consists of a single input 
layer, multiple hidden layers, and an output layer. This 
model takes an invoice as input and predicts if it's fraud 
or not. The number of layers and the number of 
neurons in each layer of the MLP model are variables 
(hyper-parameters) that must be chosen carefully for 
neural network models to give good results. These 
variables remain constant throughout the training 
process and have a direct impact on the performance 
of the models. The choice of hyper-parameters is 
described in Subsection 3.4. 
 
 
3.2. AE-MFD Model's Architecture 
 
AE-MFD is made up of two different inputs layers. 
The MLP part input layer receives the claims details 
and the auto encoder component input layer receives 
the data relating to the healthcare provider. The model 
is thus composed of two blocks which meet at the end. 
Each block consists of an input layer, hidden layers and 
an output layer. The outputs of the two blocks are then 
concatenated to form a single vector. Such an 
architecture makes it possible to simultaneously take 
into account the details of claims and the healthcare 
provider behavior separately. 

In our version of the multi-input model, the second 
block is a Long-short Term Memory (LSTM) 
autoencoder. We first trained the LSTM autoencoder 
on the provider level data. This autoencoder learns to 
reconstitute a healthcare provider behavior over time. 
Then we used the latent vector from the LSTM 
autoencoder as an input vector for our final model. The 
final model is thus composed of an input layer which 
takes as input the claims details and another input layer 
which makes it possible to inject the latent vectors 
coming from the autoencoder. In this architecture, the 
autoencoder plays a dimension reduction role for the 
provider data and its latent vector describes the 
healthcare provider behavior. Note that the 
autoencoder parameters remain constant when 
learning the final model. 
 
 
3.3. Performance Metrics 
 

The classifiers are evaluated using the  
precision-recall curve (PRC). This plot shows 
precision values for corresponding recall values. It 
provides a model-wide evaluation like the receiver 
operating characteristic (ROC) plot or the cost curve 
(CC). The area under the curve (AUC) score of 
precision-recall curve, denoted as AUC (PRC), is 
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likewise effective in multiple-classifier comparisons 
[11]. The AUC (PRC) measures the entire  
two-dimensional area under the entire precision-recall 
curve (by integral calculations) from (0,0) to (1, 1). We 
don't use AUC (ROC) as most studies do because as 
Saito et al. [11] show in their study, the AUC (ROC) is 
not well suited in case of imbalance class. They proved 
that AUC (ROC) could be misleading when applied in 
imbalanced classification scenarios instead AUC 
(PRC) should be used. Their study showed via multiple 
simulations that AUC (ROC) fails to capture the 
variation in class distribution contrary to the  
AUC (PRC). 

As the AUC (ROC) is used as performance metric 
in most studies in the literature, we will give its value 
for each of our classifiers just as an indication. In order 
to have more detail on classifiers performance, we also 
compute the precision and the G-means score. The 
precision gives the performance of the classifier on the 
positive class and the G-mean metric makes a 
compromise between the true positive rate TPR or 
recall and the true negative rate (TNR). 
 
 
3.4. Hyperparameters Optimization 
 

We used the mini-batch stochastic gradient descent 
(SGD) with a batch size of 200. We used the version 
called SGD Adam which allows to adapt the step of the 
gradient during the training of the model. This 
optimizer is known for its better performance 
compared to other versions of SGD. We kept the 
default values of the other hyper parameters:  
𝑙𝑟  0.001, 𝛽   0.9 and 𝛽   0.999. The 
rectified linear unit (ReLU) activation function is used 
in neurons of the hidden layers, and the sigmoid 
activation function is used for output layer to estimate 
posterior probabilities. We choose the best hyper 
parameters using the KerasTuner library and on a small 
holdout set (20 %) of the validation dataset. 
KerasTuner is an easy-to-use, scalable hyperparameter 
optimization framework that solves the pain points of 
hyperparameter search [12]. We also added between 
the hidden layers a Batch Normalization layer 
followed by a dropout layer. Batch Normalization 
makes artificial neural network faster and more stable 
by normalizing and rescaling layers inputs. Dropout 
consists in "deactivating" randomly some neurons 
during training [13]. Each neuron being possibly 
inactive during a learning iteration, this forces each 
unit to "learn well" independently of the others and 
thus avoid overfitting. 
 
 
4. Experimental Data Sets 
 

In order to evaluate our method's capabilities, we 
compared its performance to those of four  
state-of-the-art classifiers on four other publicly 
available bench mark data sets. The data sets are highly 
imbalanced and present some big data properties. Note 

that we put more emphasis on the CMS data as our 
primary focus is medicare fraud detection. 

The Centers for medicare and Medicaid Services 
(CMS) publishes each year a series of publicly 
available data containing information on the use and 
payments of medical procedures, services and 
prescription drugs provided to beneficiaries as well as 
data on physicians and other actors in the healthcare 
system. These CMS data combined with the Office of 
Inspector General's list of excluded individuals and 
entities (LEIE) [14] containing the list of healthcare 
providers excluded from the healthcare system for 
illegal activity allows researchers in the field of 
statistics and artificial intelligence to propose new 
methods to fight against fraud in medicare. 

The CMS data sets contains mainly two types of 
information: hospitalization requests (Inpatient Data) 
and outpatient care requests (Outpatient Data). The 
Inpatient Data contains information on patients 
admitted to hospitals. The Outpatient Data gathers 
information on patients who have visited the hospital 
without being hospitalized there. We thus have 
information such as the unique identifier of the 
healthcare provider (NPI), the refunded amount 
(AmtReimbursed) etc. Records within the data set also 
contain various provider-level attributes, e.g., National 
Provider Identifier (NPI), first and last name, gender, 
credentials, address etc. 

Note that for a fraudster provider, we do not know 
which of its claims are fraudulent and which are 
legitimate. To overcome this label issue, we 
considered that if a provider is fraudster, all its claims 
are also fraudulent [6]. This assumption makes sense 
because if a provider has been declared as a fraudster, 
the decision certainly comes from a deep analysis of 
his recent activity and his claims reflect illegal 
activities. We created additional features for the 
providers by aggregating the variables at the invoice 
level. For each provider we created new variables by 
taking the mean, the variance, the sum, the skewness 
coefficient of the numerical variables per trimester. In 
order to capture the provider behavior over time, we 
use a slicing technique called bucketing [9]. The 
behavior of each provider with respect to each variable 
can be considered as a time series. Indeed, over the 
years the provider makes several claims for different 
patients. For example, we can calculate the total 
amount paid by the insurance company to the provider 
each month. The bucketing technique consists of 
separating the claims from each provider into groups 
according to time and aggregation indicators are 
calculated in each group. There are two possible levels 
of aggregation: first order (first order features) and 
second order (second order features). The first order 
indicators are mean, standard deviation, variance, sum, 
maximum, minimum, skewness and kurtosis. The 
second order indicators are: Energy (E1), Entropy 
(E2), Correlation (ρx,y), Inertia and Local 
Homogeneity (LH). In this study, we only calculate the 
first order indicators for each numeric variable per 
trimester. The data of each provider over each year is 
separated into 4 blocks. In each block, the aggregation 
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variables are calculated: mean, standard deviation, 
skewness, maximum, minimum, sum etc. After 
cleaning and preprocessing, the final data set has a 
fraud rate of 0.5 %. Table 1 shows a subset of the 
provider level data and Table 2 a subset of the  
LEIE data. 

 
 

Table 1. Subset of the aggregated data set  
on provider level. 

 

NPI 
BeneID 
count 

Deductible
AmtPaid 

mean 

InscClaimAmt
Reimbursed 

sum 
Fraud 

1000051001 24 213.60 104640 No 
1000051101 117 502.16 605670 Yes 
1000051005 138 2.08 52170 No 
1000051007 58 45.33 33710 No 
1000051009 36 53.86 35630 No 

 
 

5. Results and Discussions 
 

The classifiers performances are listed in Table 3. 
Recall that we refer to the baseline neural network as 
MLP and our Auto encoder model as AE-MFD. MLP 
weighted stands for MLP with weighted loss, MLP 
focal with focal loss, MLP mfe with the mean false 
error loss and MLP rus the best MLP obtained by 
random under sampling. Despite the class imbalance in 
the training data, AE-MFD outperform all other 
classifiers in terms of AUC (PRC). Our model's AUC 
(PRC) is 0.765 and that of the second-best classifier is 
0.741. Note that the no skill} (random) classifier has 
an AUC (PCR) of 0.03. Using the ROC (AUC) as 
performance metric, the baseline neural network with 
mean false error function (MLP mfe) has the best 
performance (0.864) but it has a very low precision 
(0.445) compared to our model (0.77). This is due to 

the fact that state-of-the-art classifiers (logistic 
regression, random forest, Gradient boosting and 
XGBoost) they fail to capture complex structures in 
sequence datasets and large-scale data [15]. As context 
matters in fraud detection, the advantage of AE-MFD 
is that the autoencoder separates the providers into 
homogeneous groups and creates contextual features. 
The main disadvantage of our method is that it requires 
lot of historical data to train the LSTM auto encoder. 
Thus, the final model’s performance depends on the 
auto encoder performance. 
 
 

5. Conclusion 
 

Frauds or anomalies are very rare events but results 
in considerable losses for governments, insurance 
companies and taxpayers. In this study, we proposed a 
deep neural network with auto encoder to detect 
medicare fraud. We also tested some classical 
classifiers (random forest, logistic regression, gradient 
boosting) and simple MLP models. We use the 
publicly available medicare data sets from the Centers 
for medicare and Medicaid Services (CMS) of the 
United States federal government. The results of our 
experiments show that this kind of architecture 
outperforms a classical machine learning models and 
multi-layer perceptron models using a single input 
layer. The Long-short Term Memory (LSTM) autoencoder 
component learns high level contextual features from 
the input data. In addition, the capability of the LSTM 
auto encoder to extract strong discriminating latent 
features makes the model robust toward the imbalance 
class issue. Future work will include employing the 
multiple inputs models with data sampling techniques 
or algorithm level techniques to combat the 
imbalanced nature of the data. 

 
Table 2. Subset of LEIE data set. 

 

NPI CITY STATE EXCLTYPE EXCLDATE 
1306111111 GARDEN CITY NY 1128a1 20180220 
1306111111 WARREN OH 1128b5 20190220 
1306111111 PHILADELPHIA PA 1128b7 20191231 
1306111111 FLUSHING NY 1128a1 20190220 
1306111111 SPRINGFIELD MO 1128b4 20200220 

 
Table 3. Experimental results of the proposed method and some state-of-the-art methods. Mean time refers  

to the execution time expressed in minutes. 
 

Models Precision AUC(ROC) Gmean AUC (PRC) Mean Time 
Random  - 0 0.5 0.03 - 

LR 0.438 0.827 0.826 0.629 0.51 
RF 0.599 0.807 0.796 0.658 2.35 
GB 0.713 0.715 0.666 0.617 15.43 

XGBoost 0.707 0.713 0.663 0.613 0.53 
MLP 0.436 0.863 0.862 0.739 2.54 

MLP weighted  0.429 0.860 0.859 0.733 2.96 
MLP focal  0.432 0.861 0.861 0.737 2.50 
MLP mfe  0.445 0.864 0.863 0.741 6.03 
MLP RUS 0.534 0.720 0.668 0.512 1.20 

AE-MFD (Ours) 0.770 0.794 0.762 0.765 10 
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Fig. 1. Mean-shift clustering on the autoencoder latent 
vector. This output of the autoencoder separates  

the providers into homogeneous groups. 
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Summary: In this work, a novel smartphone based SHM system is proposed, taking advantage of the features of smartphones 
such as that they are easy to handle inside the structure of a building and that they can also communicate through Wi-Fi 
networks. Sensors embedded in the phones are used to measure the linear acceleration on each floor of a building, this data is 
analyzed and processed for use in training a fuzzy LSTM network. This network, through its information generalization 
process, determines the presence of damage in the analyzed building. This network was selected because it has proven to be 
effective in handling the information, thus contributing to the creation of a reliable and robust SHM. 
 
Keywords: Fuzzy deep neural network, Smartphone, Structural health monitoring. 
 

 
1. Introduction 

 
A structure can change its behavior depending on a 

sudden or gradual change in its state, the loading 
conditions and its response mechanisms, see [1]. 
Among the main advantages of developing an SHM 
system are: creating a safe environment, increasing the 
reliability of the operation, extending the useful life of 
the components of the structure, reducing the tests and 
maintenance of the structure, reducing the downtime 
of the use of the structure and, therefore, reduce the 
costs involved in its operation, see [2]. Structural 
health monitoring (SHM) has become a necessity in 
applications related to aerospace engineering, 
mechanical engineering, and civil engineering. 

In this work we focus only on intelligent systems, 
NNs and fuzzy systems, because these directly address 
the uncertainties present in the measurement data 
through their fusification, defusification and learning 
processes. In addition, these models are well suited to 
SHM, because easy to interpret guides can be created 
due to the use of linguistic variables, speaking directly 
about fuzzy systems. In addition, diagnoses can be 
obtained in a relatively short time with a good degree 
of reliability, compared to other techniques used for 
the same purpose. 

We developed a SHM for structural damage 
detection in buildings due to earthquakes, which is the 
reason why most of the previously mentioned articles 
refer to applications related to buildings. In the 
aforementioned articles good results were obtained 
with the use of intelligent systems, so the objective was 
to create an alternative that is easier to implement and 
with a lower cost compared to those works. We 
proposed the use of a new algorithm based on a deep 
NN known as long-short term memory (LSTM) and 
fuzzy systems, which is described by [13], it will 
estimate the damage in buildings with data obtained 
from smartphones (using the accelerometers that they 
have internally) located in different parts of the 
structure in question. All this is explained in the 
following sections, at the end of the paper an 

experiment with a test station designed to test 
structural damage detection algorithms is described 
and conclusions are given. 

 
 

2. Structural Health Monitoring Using  
    Smartphone 
 

But the disadvantages of using smartphones for 
SHM are: it is necessary to design an application for 
data collection, it relies on Wi-Fi communication 
between devices (the cellphones, a modem and a 
computer), and smartphones battery has limit time. 

The accelerometers of a smartphone are already 
configured inside, which can measure the linear 
acceleration in the X, Y and Z coordinate axes of the 
device. In our proposal we only consider the linear 
acceleration present in the X and Y axes, Fig. 1 shows 
a reference of the acceleration measurement, the 
acceleration in the Z axis is irrelevant, as the other two 
axes provide sufficient data for the SHM. 

 

 
 

Fig. 1. Acceleration measurement due vibrations using  
a smartphone. 

 
The structure of our test station has a ground floor 

and two floors. Two linear actuators located at the base 
of the station, they are used to emulate the seismic 
movement for the structure, see Fig. 2. The units in 
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which acceleration is measured are . We use two 
smartphones, which have four acceleration 
measurements: the linear acceleration in the X and Y 
axes for the first floor and second floor. 

 
 

 
 

Fig. 2. Smartphone based SHM applied in the test station. 
 
 

Our smartphone based SHM system is only a wireless 
system that operates locally. In our application, the 
operating system of the smartphones is Android, 
because it is open source and many smartphones in the 
market use it. Another advantage is that all internal 
peripheral devices can be accessed directly by using 
appropriate libraries in Android. For example, the data 
from the accelerometer and gyroscope in the 
smartphone can be read in Android operating system 
via a sensor manager service, which is configured to 
obtain data at regular intervals. 

Before determining the presence of damage in the 
building, the data obtained from the smartphones must 
be processed by applying a signal reconstruction 
method and a filter to reduce measurement noise. 
Subsequently, the data that have already been 
processed are subjected to an analysis known as 
principal component analysis (PCA), which reduces 
the volume of data to work with and thus facilitates the 
detection of damage. The following section details the 
procedure described in Fig. 3. 

 
 

 
 

Fig. 3. Scheme of the operation of the smartphone based 
SHM system. 

 
 
4. Fuzzy LSTM Networks 
 

Structural health monitoring with deep neural 
networks is a classification problem. We use the data 
obtained with PCA to train a neural model, which 
represent a building as 

 y (k) = φ[Ur (k)], (1) 
 
where φ(ꞏ) is an unknown nonlinear difference 
equation, also the state vector Ur (k), u(k) and y (k) are 
the input and the output signals for the system, ny 

indicates the number of the delayed output signal, nu 

indicates the number of the delayed input signal, and 
m indicates the number of elements urm in Ur (k). 

The concept of the fuzzy system using the LSTM 
cells is divided in 4 layers: in the first layer the inputs 
of the network are organized, in the second layer these 
inputs are fuzzificated, in the third layer the values of 
the IF and THEN parts are calculated, and in the fourth 
layer the estimation of the system is made according 
 to (2). 

The LSTM network has several stages, which are 
describe by: 

 

 (2) 

 
where: F(k), I(k), S(k), C(k), O(k) and H(k) ∈ Rp are 
sections of the network, they are: the fitness of the 
internal state, the fitness of the internal input, the 
internal input, the internal state, the fitness of the 
output, and the output of the LSTM network, 
respectively. The synaptic weights are: Wf, Wi, Ws and 
Wo ∈ Rp×m; V f, V i, V s and V o ∈ Rp×p as diagonal 
matrices or V f, V i, V s and V o ∈ Rp as vectors, according 
to the need. The functions σ(ꞏ) and ψ(ꞏ) are the sigmoid 
and hyperbolic tangent functions, respectively, Ur (k) 
∈ Rm is the input in (1). From (2), the output of the 
fuzzy system is 
 

 yˆ(k) = ZFH (k), (3) 
 
where H(k) = [h1 (k)ꞏꞏꞏhp (k)]T corresponds to the 
THEN parts, ZF ∈ Rn is the elements of the IF parts. 
The number of LSTM cells, as well as the number of 
fuzzy rules, are defined as p = κm for the case of  
1 estimation, for several estimations it has p = l(κm) 
where l is the number of estimations (thus yˆ ∈ Rl), as 
was described for (3). 

According to function approximation theories of 
fuzzy systems, the identified nonlinear process (1) can 
be represented as: 

 
 Y(k) = ZF(W∗)H(W∗) + µ(k) (4) 

 
Training of the network 

A variation of the BPTT algorithm is chosen to 
train the fuzzy system. We apply a narrow “window” 
to execute the training. This window only considers the 
values generated by the fuzzy LSTM network in the 
current iteration and its immediate past iteration. In 
this training method, the values generated by the 
network in the oldest iterations are forgotten. The 
training algorithm is defined by: 
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 W(k + 1) = W(k)+ηW∆W(k)+αW∆W(k − 1) (5) 
 
where W is any synaptic weight array of the fuzzy 
LSTM, ∆W is the weight adjustment, ηW ∈ (0,1] is the 
learning rate, αW ∈ (0,1] is the momentum term for the 
training algorithm, and ηW > αW. 

In (5), ηW determines the amount that increases or 
decreases each weight, while αW helps to stabilize the 
modification by considering the past weight 
adjustment. The modeling error between the desired 
value and the fuzzy model is defined as: 

 

 
, 

(6) 

 
where e(k) is the modelling error between the fuzzy 
model yˆ(k) and the unknown plant y(k), ξ(k) is the 
instant error energy, E(k) is the total energy during the 
whole processes, and N is the total number of 
iterations. 

The modelling objective of the fuzzy system is 
minW(k) ξ(k). The adjustment of each element of ∆W is 
defined as follows: 

 

 ,
 

(7) 

 
where ξ (k) is defined in (6). A similar calculation is 
made for the adjustment of Wf, Ws, Wo, V f, V i, V s and 
V o. In other hand, for the premise part, for example, 
the adjustment of χj in the membership functions are: 
 

 
,

 

(8) 

 
and in a vectorial form: 
 

  

 
Also, something similar for Υj is done to compute 

its adjustment. We are only interested in open-loop 
identification, we assume that the plant (1) is  
bounded-input and bounded output stable, i.e., y(k) and 
Ur(k) in (1) are bounded. The following theorem gives 
a stable gradient descent training algorithm for the 
fuzzy neural model. 
 
 
4. Experimental Results 
 

The proposal SHM system was carried out 
experimentally in a test station (the building) for the 
development of SHM algorithms in buildings. The 
smartphones are placed at the center of each floor in a 
fixed position, the battery life of the devices averaging 
twelve hours. The devices are SONY Xperia S with 
Android 2.3, 1.5 GHz Qualcomm Dual Core processor, 
and 1 G RAM. The parameters of the inertial sensors 

were determined by the experiments. The 0 g-offset of 
the accelerometer is 0.12 V (x-axis), 0.071 V (y-axis), 
0.094 V (z-axis). The sensors of the phones include an 
accelerometer, an electromagnetic field sensor used as 
proximity sensor, an ambient light sensor, a 
magnetometer, a GPS sensor, and a gyroscope. We 
only use the accelerometer. 

The router is Next Nebula 150 with four 10/100 
Mbps LAN ports and Wireless IEEE802.11n ports. 
The computer we use has Windows 10 as its operating 
system, the version of MATLAB used is the  
2020 version. 

The experiment we proposed consists of applying 
the equivalent of an earthquake movement to the 
building to record its behaviour, taking conditions of 
damage and nondamage in the building. With this 
information we worked as established before. Having 
two conditions, we created two models with the fuzzy 
LSTM network, then we compared them to see which 
one is better to diagnose the damage in the building, 
making use of data records in different situations in the 
building. 

In both cases, four measurements were taken with 
a sampling time of 0.002 s, during a time period of  
60 s, generating a total of 30,001 iterations for each 
variable. The variables correspond to the linear 
acceleration in the X and Y coordinate axes, both for 
the first and second floor according to the Fig. 3. By 
applying the methodologies presented for the vibration 
data, we generated to two vectors of 30,001 elements 
each, the data of these vectors are dimensionless. 

Then, by applying PCA to the measurement data 
that have been reconstructed and filtered with the LPF, 
the information is defined by the first two elements of 
the PCs, out of the four we had, as can be seen in  
Fig. 1 but only are represented three PCs because the 
fourth does not provide relevant information, and in 
Fig. 4 is shown the measurement data as a function of 
the first two PCs due to these provide the majority of 
the information of the measurement. 

 
 

 
 

Fig. 4. Variance percentage of each smartphone. 
 
 

In the comparisons, it turned out that the network 
fed during its learning process with the undamaged 
data (information of when the building suffers an 
earthquake but has no previous damage and is not 
damaged) is the most suitable for damage detection. 
This is because the network, when trained with such 
data, is more sensitive to sudden based SHM system 
changes in the behavior of the building, which 
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translates as structural damage. It should be clarified 
that although each floor is measured, it is not possible 
to say in which part of the building the damage is with 
this proposal, the accuracy in the location of the 
structural damage was sacrificed for the speed of the 
algorithm to detect damage. 
With the new information the fuzzy network was 
trained, defining its input as Ur = [ur1(k − 1),  
ur2(k − 1)]T, each element of the input vector is the 
delayed value of one iteration of the data shown in  
Fig. 5. The performance of the network during its 
training process is shown in Fig. 4, as the process 
proceeds, the network emulates the process it learns 
from. The error shown in Fig. 6 corresponds to Eq. (8) 
and indicates how well the network learned, in this case 
the process was performed correctly, as the error tends 
to zero as the process continues data, as these data 
compared to the previous ones have a different and 
more abrupt dynamics due to the occurrence of damage 
to the building structure. This is the part that represents 
the damage detection, which results in a quick analysis 
after the data processing given to the measurements 
obtained from the mobile phones. Taking as a 
reference Fig. 6, which behaves in a similar way to that 
established for Fig. 6, the sensitivity of the network to 
data with damage is better appreciated. At the 
beginning of the graph, when there is no structural 
damage, the error remains close to zero, but when 
damage is generated in the structure, the error 
increases. This change is what indicates the presence 
of damage in the building. It is remarkable that despite 
the high sensitivity of the network to the change in the 
building dynamics due to the damage, the network still 
emulates the behavior of the building data in an 
acceptable way. 

 
 

 
 
Fig. 5. Represents the measurement data in function  

of the first smartphone. 
 
 

 
 

Fig. 6. Represents the measurement data in function  
of the second smartphone. 

4. Conclusions 
 

In this paper, a smartphone-based building 
structural health monitoring system is developed. To 
create a low-cost and easy-to-implement alternative, 
considering online data, we use smartphones to collect 
data on the movement of a building to determine 
whether it has suffered any damage. The information 
obtained is processed through recurrent fuzzy 
networks of long- and short-term memory, which are 
responsible for determining the damage to the 
structure. This proposal was implemented in a test 
station of structural health monitoring algorithms, 
obtaining favorable results. 

Although this method only indicates the presence 
of damage, it is simple and quick to apply, as well as 
low cost and with great flexibility. This may allow 
future modifications for deeper analysis. 
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Summary: Speaker verification (SV) suffers from unsatisfactory performance in far-field scenarios due to environmental 
noise and the adverse impact of room reverberation. This work presents a benchmark of multichannel speech enhancement for 
far-field speaker verification. One approach is a deep neural network-based, and the other is a combination of deep neural 
network and signal processing. We integrated a DNN architecture with signal processing techniques to carry out various 
experiments. Our approach is compared to the existing state-of-the-art approaches. We examine the importance of enrollment 
in pre-processing, which has been largely overlooked in previous studies. Experimental evaluation shows that pre-processing 
can improve the SV performance as long as the enrollment files are processed similarly to the test data and that test and 
enrollment occur within similar SNR ranges. Considerable improvement is obtained on the generated and all the noise 
conditions of the VOiCES dataset. 
 
Keywords: Multichannel speech enhancement, Far-field speaker verification, Deep neural network. 
 

 
1. Introduction 
 

Speaker verification (SV) authenticates a person's 
identity based on his/her voice characteristics. Despite 
significant improvements in deep learning-based SV in 
close-talk or controlled scenarios, SV still suffers from 
unsatisfactory performance in far-field/ distant 
scenarios. Speech signals propagating over long 
distances are subject to fading, absorption, and 
reflection by various objects, which changes the 
pressure level at different frequencies and degrades 
speech quality. In real cases, these acoustic 
perturbations make far-field SV a challenging task. 
Several challenges have been organized over the past 
few years to address this problem, such as VOiCES 
from a distance challenge [12], Interspeech far-field 
speaker verification challenge [13], etc. The current 
state-of-the-art x-vector-based [8] approaches 
improved the SV performance significantly. But these 
SV systems still suffer from severe performance 
degradation in noisy-reverberant scenarios that are 
typical of hands-free applications. 

Speech enhancement can be used to improve the 
perceptual quality of speech by estimating clean 
speech signals for signals impacted by acoustic noise 
and reverberation. Besides denoising autoencoder  
[14, 15], neural beamforming [16], and 
dereverberation [17] have been extensively used as 
front-end processing of speech recognition  
[16, 18, 19]. But only a few studies have examined the 
effectiveness of integrating beamforming and 
dereverberation with multichannel signals for SV in a 
noisy-reverberant environment [11, 20]. Mosner et al. 
employed mask-based beamforming combined with 
WPE to minimize the reverberation effect, but they 
studied only the reverberation effect, whereas 
reverberation and noise occur simultaneously in real 
scenarios [11]. Yang et al. jointly optimized neural 

networks that supported minimum variance distortion 
less response (MVDR) beamforming with WPE using 
a deep speaker embedding model [21]. Taherain et al. 
used an MVDR beamformer with Rank-1 
approximation to search for the optimal beamformer 
from the variants of ideal ratio mask-based MVDR and 
generalized eigenvalue (GEV) beamformers [11]. 
Although often used in a multichannel context, most of 
these studies use single-channel data as an input to 
DNN, use matched train/test data, and report poor 
performance on real data. Moreover, prior works 
mainly used mask-based beamformers (MVDR or 
GEV) in the frequency domain, which typically 
degrades in causal and online scenarios [1] as 
frequency domain methods lack the reasonable size of 
frequency resolution and input signal length required 
for perceivable system latency. 

This paper studies the benchmark speech 
enhancement as a multichannel pre-processing to SV 
in adverse acoustic conditions where noise and room 
reverberation distorts the target speech signal. We 
consider either filtering based on a deep neural 
network (DNN) or combining DNN and signal 
processing approaches. The DNN-based approach 
implements FaSnet [1], a state-of-the-art neural 
beamforming technique for speech enhancement. The 
second approach is an integration of FaSnet with Rank 
1 multi-channel Wiener filter [2] and a  
de-reverberation algorithm [3]. We compared our  
pre-processing approach to the popular state-of-the-art 
pre-processing approaches from [11]. Furthermore, 
this work studies the impact of both approaches in 
different noisy and reverberated acoustic scenarios 
using various signal-to-noise (SNR) ratios for a  
multi-channel input signal. We also study the impact 
of data mismatch, robustness in low SNR scenarios, 
and generalization to unseen real recorded data. 
Additionally, we investigate the influence of quality 
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(in terms of source to distortion and source to 
interference ratio) of the enhanced signals, which 
could be helpful in fine-tuning the front end of an  
SV system. 
 
 
2. Use Case 
 

The main purpose of this work is to solve the 
various challenges faced by a mobile security robot in 
the context of an SV. The performance of SV reduces 
drastically due to ambient noise leading to low SNR, 
internal robot noises leading to reverberation further 
degrading the SNR, and overlapping background 
speech. The main focus is on developing a 
multichannel speech enhancement as a pre-processing 
to the SV in the context of mobile security robot to 
identify a person on industrial premises during the 
inactivity period. 
 
 
3. Problem Formulation 
 
3.1. Signal Model 
 

Considering the mixture of dry speech and noise as 
recorded by K microphones can be formulated with the 
short-time Fourier transform STFT as y(T-F) = s(T-F) 
+ h(T-F) + n(T-F), where y(T-F), s(T-F), h(T-F) and 
n(T-F) represent the STFT vectors of the noisy speech, 
dry speech, reverberated speech, and noise. 
 
 
4. Multichannel Speech Enhancement 
 

This section explains the integrated multichannel 
speech enhancement approach we developed for  
far-filed SV. 
 
 
4.1. FaSNet 
 

FaSnet (filter-and-sum network) is a filter-based 
beamforming approach suitable for real-time  
low-latency applications [1]. FaSnet incorporates a 
two-staged architecture. A beamforming filter for a 
chosen reference channel is computed in the first stage. 
The reference channel is randomly selected. The 
second stage uses the output filter from the first stage 
to estimate the beamforming filters for the rest of the 
channels. The input for both stages includes the target 
channel as well as the output of the normalized  
cross-correlation between channels as an inter-channel 
feature. Both stages use the temporal convolutional 
networks (TCN), enabling the lower latency 
processing of the FaSnet model. The training objective 
of the FaSnet model is to select a signal-level loss 
criterion based on the actual task needed to be solved. 

We give noisy multichannel signals as input to 
FaSnet to separate noise and speech. We used FaSnet 
to obtain a first estimate of the speech signal s(T-F) and 
the noise signal n(T-F). These estimates are then used 
to compute the T-F masks: 

 𝑴𝒔 𝑻 𝑭
|𝑺 𝑻 𝑭 |

|𝑺 𝑻 𝑭   𝒎𝒂𝒙 |𝒏 𝑻 𝑭 |,𝜺
, (1) 

 

 𝑴𝒏 𝑻 𝑭
|𝒏 𝑻 𝑭 |

|𝑺 𝑻 𝑭   𝒎𝒂𝒙 |𝒏 𝑻 𝑭 |,𝜺
, (2) 

 
where 𝜀 = 1×10-16. 
 
 
4.2. Rank-1 MWF 
 

MWF is designed to minimize the mean squared 
error (MSE) criterion between the record mixture and 
the target speech. 
 

 𝐽 𝑤 𝐸 |𝑠  𝑤  𝑦| , (3) 
 
where 𝑠  is the clean speech signal from the first 
channel, 𝐸 is the expectation operator, and.H denotes 
the Hermitian transpose. The filter 𝒘 that minimizes 
the MSE criterion [equation number] is the MWF that 
can be expressed as below; 
 

𝑊 𝑓 𝑅  𝑓  
𝑅 𝑓 𝑅  𝑓  𝑢 , 

(4) 

 
where 𝑅  , 𝑅  𝑓  are spatial correlation matrix for 
the speech and noise, respectively and 𝑢  = [1,..., 0]T. 

It is possible to introduce a trade-off parameter 𝜇 
which controls the tradeoff between the interference 
reduction and the desired signal distortion [23]. We 
then obtained the speech distortion weighted (SDW) 
MWF that can be expressed as; 
 

𝑊 𝑓   
𝑅 𝑓 𝜇 𝑅 𝑓   𝑅  𝑓  𝑢  (5) 

 
If the desired signal comes from a single source, 

the speech correlation matrix 𝑅  is theoretically of 
Rank-1. Forcing this matrix to its Rank-1 
approximation leads to the so-called Rank-1 version of 
the filters described above. In the remainder of the 
paper, we use the Rank-1 approximation of the  
SDW-MWF. 

The computation of MWF requires the estimation 
of the speech and noise correlation matrices. The 
estimated T-F masks of speech and noise are used to 
compute the spatial correlation matrices 𝑅  𝑓  and 
𝑅   𝑓  that are needed to derive the MWF. The 
correlation matrices are obtained as 

 

 𝑅 𝑓 ∑ �̂� 𝑇 𝐹  �̂� 𝑇 𝐹   (6) 

 
Note that the noise correlation matrix can be 

obtained similarly as in Eq. (6). 
 
 

4.3. Weighted Prediction Error (WPE) 
 
WPE is used for alleviating degradation performance 
in speech recognition, mostly in the case of a far-field 
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scenario. The de-reverberated signal is obtained by 
subtracting the filtered signal from the observed signal 
denoted by 
 

 𝑑 �̂�  �̂� 𝑡 ∑ 𝑤 𝑘 ℎ 𝑇 𝑘  ,  
 
where �̂� is reverberated signal at time t and 𝑑 �̂�) is  
de-reverberated signal using WPE algorithm. �̂� denotes 
the 𝑘th tap of the N-taps. WPE filter is  
𝑊 = [𝑊  ,...,𝑊  ]T. 
 
 
5. Datasets 
 
5.1. Synthetic Dataset 
 

We generated a synthetic dataset, namely, 
RoboVoices simulating real room environments with 
additive noise and reverberation from dry speech 
segments. Designing such a dataset is necessary as 
training speech enhancement approaches require 
ground-truth knowledge about the target speech and, to 
some extent, the degradation. This information is not 
available in the available corpora for far-field SV. 
 
 
5.1.1. Speech Data 
 

We use the dry speech data from the clean subset 
of the Librispeech [4] corpus, which is approximately 
1000 hours of English speech data collected as part of 
the Librivox project. We randomly selected around 
10000 files from the dry training subset of Librispeech 
and truncated them to 10 seconds duration for the 
training set, contributing to 25 hours of speech data. 

For the evaluation of the SV system, we use the 
Fabiole speech corpus [5]. Fabiole is a French speech 
corpus consisting of around 6882 audio files from  
130 native French speakers. The minimum duration of 
the speech file is 1 second, and the maximum is  
46 seconds. The speech data of the corpus is collected 
from different French radio and television shows. For 
creating each evaluation set, we have used 1200 speech 
files from Fabiole representing 2 hrs. of evaluation 
material. 
 
 
5.1.2. Noise Data 
 

We have collected realistic office noise from the 
Freesound platform [6]. The selected noise categories 
include door, keyboard, office, phone, background 
noise in the room, printer, fan, door knock, babble, 
environmental noise, etc. We split the dataset into a 
training set of 3725 clips and an evaluation set  
of 1000 clips. 

We also evaluate our system's performance using 
MUSAN noise from the OpenSRL dataset [9]. We 
convolved the dry speech from Librispeech and noise 
from Musan with simulated RIR for training. The 
evaluation protocol is the same as RoboVoices except 
for the noise samples. The noise categories include dial 
tones, raindrops, etc. 

5.1.3. Room Impulse Response 
 

To simulate room effects, we have generated an 
RIR corpus of 10000 rooms for training and 3600 for 
evaluation with the pyroomacoustics toolbox [7]. For 
training, the room length was chosen between 3-8 m, 
the width was chosen between 3-5 m, and the height 
was chosen between 2-3 m. The absorption coefficient 
was drawn randomly such that the room's RT-60 was 
between [200-600] ms. The minimum distance 
between a source and the wall is 1.5 m, and 1 m 
between the wall and the microphones. The RIR for the 
evaluation set was generated with the same room 
dimension as in the training set, but the absorption 
coefficient was selected to obtain an RT-60 of 400 ms. 

The final RoboVoices corpus for training and 
evaluation is created by first convolving the dry speech 
and noise with the simulated RIRs. We then added the 
convolved dry speech and convolved noise to obtain 
the noisy signal. We randomly select the noise samples 
from Freesound and the dry speech from Librispeech 
for the training set. The SNR is drawn randomly with 
a uniform distribution between 0-10 dB. For the 
evaluation set, the generation process is similar, except 
that we draw the SNR values in 5, 10, and 20 dB, and 
the process is applied to each speech segment from the 
Fabiole dataset. In total, we have generated  
10000 mixtures for training and 3600 mixtures for 
evaluation. 
 
 
5.2. VOiCES 
 

We evaluate our approach to the VOiCES 
challenge 2019 dataset [12]. Among 11 microphone 
positions in the Eval set, we select three representative 
positions: 2, 4, and 9. We select the signal from these 
three microphones confirming all three are in  
mid-distance from the speaker and are close to building 
a "virtual" microphone antenna. 
 
 
6. Experimentation 
 
6.1. Experimental Set-up 
 

The speech and noise signals are sampled at  
16 kHz. We provide multichannel speech signal as 
input to FaSNet with a 4 ms window size and context 
size of 16 ms. We trained the FaSNet model with SDR 
loss and SI-SNR (scale-invariant source-to-noise ratio) 
loss [24]. We employed the dual-path RNN (DPRNN) 
with an encoder dimension of 50, a chunk size of 50, 
and a hopping window of 35 dimensions. We use the 
source-separated outputs from the FaSNet model to 
compute the target masks. The FaSNet implementation 
is used from the Asteroid toolbox [25] and replaced the 
TCN blocks with DPRNN in contrast to the original 
FaSNet architecture, where TCN is used to predict the 
beamformed filters. 

The SDW-MWF operates on the T-F 
representation of the signal. STFT is computed with a 
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window length of 512 samples, a hop size of  
256 samples, and a Hann window. A single  
SDW-MWF is estimated for each speech clip. 
According to previous experiments, we set the μ 
parameter of the SDW-MWF to 0.1 to limit the amount 
of distortion introduced by the filter. We use WPE with 
the following parameters: 10 filter taps, a delay of  
3 frames, 5 iterations of WPE, and an alpha of 0.9999. 
 
 
6.1.1. Speaker Verification 
 

Our SV is an x-vector-based system. The network 
is trained with data augmentation using different 
portions of Musan corpus (music, babble, noise, 
reverberation) [9] with 1 million augmented files from 
Voxceleb [26] and all the original files from Voxceleb 
1 and 2 [10]. We use the Fabiole corpus for tests and 
enrollment. For enrollment, 3441 files are used, and the 
remaining files are used for the test. As input to the x-
vector network, we extract Mel-frequency cepstral 
coefficients normalized by Cepstral Mean-Variance 
Normalization. We removed the non-speech frames 
with a voice activity detector. The Probabilistic Linear 
Discriminant Analysis (PLDA) classifier used for 
scoring is trained on 200k x-vectors extracted from 
Voxceleb. Before training the PLDA, x-vectors are 
centered, and their dimensionality is reduced to 128 
with linear discriminant analysis. The PLDA scoring 
system is retrained on the enrollment set. Kaldi6 is used 
to process all the steps of SV. 
 
 
6.2. Evaluation 
 

The SV system is evaluated using an equal error 
rate (EER). The bootstrap algorithm presents all 
metrics with a 95 % confidence interval [27]. We 
compute EER on dry speech and reverberated speech 
(as a reference point), the input mixture, and the signals 
estimated with different speech enhancement 
algorithms. 
 
 
7. Results and Analysis 
 

Table 1 shows the results of our experiments using 
different pre-processing approaches on the 
RoboVoices dataset on various SNR conditions. We 
implement the BLSTM-based approaches from [11] 
and consider them as the baseline. FaSnet degrades the 
SV performance as FaSnet introduces artefacts that 
distort the signal quality. We observed that integrating 
FaSnet with signal processing methods consistently 
improves against the baseline systems BLSTM MVDR 
Rank-1 and BLSTM GEV-BAN. Error reduction in 
multi-channel SV is greater, especially in low SNR, 
with a 7 % reduction at 5 dB showing robustness to low 
SNR conditions for an unprocessed noisy-reverberated 
                                                           
 
6 https://github.com/kaldi-asr/kaldi  

signal. Thus, supporting the argument that Rank-1 
MWF is robust to low SNR scenarios. 
 
 

Table 1. EER (%) on RoboVoices using different  
pre-processing methods. The confidence interval is 0.1. 

 
Pre-processing/SNR 5 10 20 

Unprocessed 34.4 28.0 22.2 
FaSnet [1] 45.7 39.0 31.5 
BLSTM MVDR Rank1 [11] 32.3 26.6 22.1 
BLSTM GEV-BAN [11] 32.5 26.8 21.9 
FaSnet Rank1 MWF WPE 27.1 23.2 19.7 

 
 

Table 2 presents the results obtained on the 
publicly available VOiCES Eval dataset [12] for 
various distractor noise conditions. We selected the 
microphone which was closest to the speaker as a 
reference microphone. As expected, the condition with 
no noise distractor (Clean in Table 2) resulted in the 
best performance across the approaches. The baseline 
BLSTM-based approaches perform poorly compared 
to the FaSnet-based approaches in all the noise 
conditions. With an EER of 9.2 % without any pre-
processing, Babble seems to be the most challenging 
condition due to overlapping speech interference as 
well as its similarity to the desired clean speech. The 
proposed system improved the performance of Babble 
with an EER of 6.3 %. Furthermore, FaSnet Rank-1 
MWF WPE achieves the best performance across the 
noise conditions, demonstrating our approach's 
efficacy even though the model was trained on 
synthetic data generated for generic, possibly 
mismatched, and spatial scenarios. We have also 
experimented with enrollment in match pre-processing 
conditions showing its impact in SV. 
 
 

Table 2. EER (%) on different noise conditions  
of the VOiCES Eval dataset. The confidence interval is 0.2. 
 

 Clean Babble TV Music
Unprocessed 4.4 9.2 7.9 8.4 
FaSnet 4.4 7.8 7.4 7.9 
MVDR Rank1 4.3 7.3 6.5 6.9 
FaSnet Rank1 MWF WPE 4.0 6.3 6.0 6.4 

 
 

Table 3 reports the performance on the 
RoboVoices dataset for different pre-processing 
conditions and depending on the enrollment condition. 
Performing the enrollment and test with matched 
acoustic conditions alleviates the effect of 
reverberation, but this is hardly the case for additive 
noise. Pre-processing consistently improves the SV 
performance, but the effectiveness is more evident 
when the enrollment is done in matched pre-processing 
conditions (diagonal). FaS Rank-1 MWF WPE 
obtained the best EER performance for a noisy and 
reverberated input over the baseline approach. 
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Table 3. EER (%) on matched pre-processing conditions on the RoboVoices dataset. We processed both enrollment and test 
data using the same range of SNR. The average confidence interval is 0.1. 

 

 
 
 
8. Conclusion 
 

This work presents the benchmark speech 
enhancement pre-processing approach to  
multi-channel speaker verification in a far-field  
noisy-reverberated environment. We experimented 
with both DNN and a combination of DNN with signal 
processing methods as a front end to the  
state-of-the-art x-vector speaker verification system. 
Experimental evaluations on synthetic and VOiCES 
datasets show that combining DNN with signal 
processing methods significantly improves speaker 
verification performance. Moreover, the combined 
DNN and signal processing approach show more 
robustness to low SNR scenarios. Additionally, 
experimentation with enrollment shows that 
performing the test and enrollment with matched 
acoustic conditions alleviates the effect of 
reverberation. Our approach demonstrated the best 
performance across the noise conditions on the 
VOiCES dataset even though the model was trained on 
synthetic data. This shows that our approach 
generalizes to unseen real recorded data. 
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Summary: In the sawmill industry, to predict the set of lumber that would be sawed from specific wood logs is a difficult 
problem. Even if they exist many sawmill simulators able to simulate the sawing process in order to predict these quantities, 
they can be too slow for large scale industrial problems. Replacing these simulators with machine learning surrogate models, 
or metamodels, is a promising avenue of research to speed up predictions. One such research direction is based on the 
computation of pairwise dissimilarities between logs, used, for example, by k-nearest neighbor algorithms. Interesting results 
have been obtained with the so-called iterative closest point (ICP) dissimilarity who has, however, several undesirable 
properties. This paper explores another alternative based on ensemble of shape functions. 
 
Keywords: Sawmills, ICP dissimilarity, Ensemble of shape functions, k-Nearest neighbors, Simulation metamodeling. 
 

 
1. Introduction 

 
Sawmills are key elements of the forest product 

industry transforming wood logs into various lumber. 
Several factors, including heterogeneity of the raw 
material, introduce uncertainty on the mix of lumber 
that can be obtained from sawing a batch of logs. For 
this reason, academics and industrials have developed 
sawing simulators that are able to simulate the sawing 
of individual logs based on a description of their 
shapes, and sometimes internal defects. Shape 
information commonly comes in the form of 3D scans 
of the full profile of the logs, obtained using laser 
scanners (Fig. 1). 

 
 

 
 

Fig. 1. Full profile 3D scan of a log. The scale is  
in centimeters. 

 
 

These simulators can be used to support  
decision-making by alleviating the uncertainty 
associated with the sawing process, by predicting sets 
of lumber that might be obtained from every individual 
log [1]. In the following of this article, this set of 
lumber sawed from one log is called its basket of 
products (BoP). 

However, the time taken by such simulation can be 
too long for practical use for decision problems 
involving thousands of logs. A single simulation can, 

indeed, take several minutes, or even more than one 
hour in some cases. 

For this reason, researchers have proposed to 
replace these simulators with machine learning 
metamodels, i.e., surrogate models based on machine 
learning algorithms trained on past simulation results 
to predict BoP of new logs [2]. 

Few machine learning algorithms, however, allow 
making predictions based directly on 3D scans. These 
scans are, indeed, 3D points cloud, containing 
unordered points spanning the log surface. The number 
of points also varies from one scan to another. 

Two main approaches have been proposed in past 
works to predict BoP of logs. The first one, introduced 
in [2], builds a structured representation of the logs 
based on a collection know-how features commonly 
used in the forest-product industry. The second 
approach, introduced in [3], is to compute a pairwise 
dissimilarity between 3D logs scans. These 
dissimilarities can then be used to predict BoP using, 
for example, a k nearest neighbors (kNN) algorithm. 

Such a dissimilarity is a real-valued function 
𝑑 𝑥 , 𝑥 , with 𝑥 , 𝑥  two log scans, that intuitively 
measure how alike the two scans are. It is, in its usage, 
similar to a distance, but does not necessarily respect 
the properties of one, such as symmetry or positivity. 

The dissimilarity used in previous works [3-5] to 
predict logs BoP is the so-called Iterative Closest Point 
(ICP) dissimilarity. This dissimilarity is a consequence 
of the Iterative Closest Point algorithm [6], which is 
classically used to align 3D point clouds. While this 
dissimilarity led to interesting experimental results, it 
has several undesirable properties. Most importantly, 
it is not symmetric, and its results may depend on the 
point cloud orientations at the algorithm's 
initialization. This fact motivates the study proposed in 
this paper, which considers an alternative dissimilarity 
based on an ensemble of shape functions (ESF) 
evaluated on the 3D scans. 
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The remaining of this paper is structured as 
follows. Section 2 first introduces both the ICP and 
ESF-based dissimilarities, as well as their advantages. 
Numerical experiments comparing the performances 
of these dissimilarities to predict logs baskets of 
products are presented Section 3. Section 4 concludes 
and proposes future research directions. 

 
 

2. Dissimilarities Computation 
 

2.1. ICP Dissimilarity 
 

The ICP dissimilarity is a consequence of the 
Iterative Closest Point algorithm, which is an iterative 
algorithm for the fine registration of 3D shapes. This 
algorithm starts with two points clouds; one usually 
called the source and the other the target. It then 
searches for a rotation and a translation to minimize a 
position-dependent dissimilarity between the point 
clouds and align the source on the target. 

The main steps of an iteration are as follows: 
 Pair every point in the sources with its closest 

neighbor in the target. Points from the target may 
be selected several times or not at all. This step 
yield 𝑁  pairs 𝑠, 𝑡 , with 𝑁  the number of 
points in the source, s a point from the source and 
𝑡  its closest neighbor in the target. 

 Find a rotation R and a translation T minimizing 
𝐷 𝑅, 𝑇   ∑ 𝑅𝑠 𝑇 𝑡 . A closed-forms 
solution of this minimization problem can, in 
particular, be efficiently computed using 
quaternion theory [6]. 

 Apply the transformation obtained, go back to the 
first step, and loop until some ending criterium, 
such as a maximum number of iterations, is 
obtained. 

It can be shown that the value of 𝐷 𝑅, 𝑇  decreases 
at every iteration of the algorithm. It, therefore, 
converges to a local minimum. The value of 𝐷 𝑅, 𝑇  
obtained at the end of the last iteration of the algorithm 
is what is kept as the ICP dissimilarity 𝑑 . Several 
inconveniences of this dissimilarity should, however, 
be noticed. Firstly, due to the non-symmetric roles of 
the target and source in the ICP algorithm, the ICP 
dissimilarity isn’t symmetric, and in general 
𝑑 𝑥 , 𝑥  is not equal to 𝑑 𝑥 , 𝑥 . Secondly, the 
computation of 𝑑  is highly dependent on the number 
of points in the source 𝑁  and target 𝑁 . More 
precisely, the complexity of one iteration of the ICP 
algorithm ranges from 𝑂 𝑁 𝑁  to 𝑂 𝑁 log 𝑁  
depending on the implementation of the closest 
neighbor search. 
 
 

2.2. ESF Dissimilarity 
 

The ESF dissimilarity, 𝑑 , is based on the 
representation of the logs scan as a collection of q 
normalized histograms ℎ , … , ℎ . These histograms 
have to be computed only once for every log, and can 
be stored and reused for multiple dissimilarities 
computation. 

Every histogram ℎ  approximates the distributions 
of values taken by a shape function 𝑓  evaluated over 
groups of points sampled at random from a scan. 
Various shape functions can be used. Three common 
functions were selected to be used in this paper. The 
first is the Euclidean distance between 2 points, the 
second is the angle defined by three points, and the 
third is the area of the triangle defined by three points. 
An example of these three histograms computed for 
one log is presented Fig. 2. 

 
 

 
 

Fig. 2. Histograms of the three shapes functions of a log 
scan used to compute the ESF dissimilarities. 

 
 
The ESF dissimilarity between two logs is then 

defined as the sum of the 𝐿  distance between the 
histograms of both logs: 

 

 𝑑 𝑥 , 𝑥 ∑ ∥ h ℎ ∥ , (1) 

 
with h  and h  the histograms of the first and second 
log respectively. 

Interestingly, the complexity of computing 𝑑  
does not depend on the number of points in the scans. 
It is, instead, governed by two parameters selected by 
the user. The first one is the number of pair or triplet 
of points selected at random to estimate the histogram 
representation of the scan. This parameter was set to 
2 ,in this paper, by trial and error in order to stabilize 
the histogram estimates. The second is the number of 
bins in the histograms, fixed to 64 here. 
 
 
3. Experiments 
 

This section presents numerical experiments 
comparing the performances of kNN algorithms based 
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on either the ESF or ICP dissimilarity to predict BoP 
of logs. The dataset and evaluation scores are 
presented first, followed by the results. 
 
 

3.1. Dataset 
 

The dataset used for the experiments described in 
this paper originates from the Canadian sawmill 
industry. It contains information over 2219 real 
softwood logs. The 3D scan of every log is available, 
as well as their basket of products simulated by the 
sawing simulator Optitek [7]. 

The scans of logs are composed of rough ellipsoids 
spanning the log surface. All scans are i initially 
oriented around the z-axis, with the first ellipsoid 
starting at z = 0. This original orientation was kept as 
initial position when running the ICP algorithm to 
compute dissimilarities. 

The sawmill modeled by the simulator could 
produce up to 74 types of lumber, characterized by 
their length, width, thickness, and grade (an evaluation 
of their quality). To simplify the prediction problem, 
the products were aggregated by grade, which reduce 
their number to 47, characterized only by their 
dimensions. A basket of products is, therefore, 
modeled as a vector of size 47. The ith component 
represents the number of lumbers of type I presents in 
the basket of products. 

For experimental purpose, this dataset was 
repeatedly divided into a training set containing  
1500 logs and a test set containing the remaining  
719 logs. This dividing was repeated independently  
30 times, the training set used as examples set by a 
kNN regressor algorithm, which is then evaluated on 
the test set. 

Considering that the prediction problem is, here, 
modeled as a regression problem, the kNN prediction 
is the average of the baskets of the input log neighbors, 
and not necessarily a feasible basket. In particular, the 
kNN can predict non integer lumber quantities. This 
might not be a problem depending on the usage of the 
prediction, especially if, has done in [1], the 
predictions of individual logs are aggregated and used 
as input to a mix-integer programming problem. 
 
 

3.2. Evaluation Scores 
 

Several evaluation scores are used in this study to 
evaluate and compare the predictive performances of 
the kNN algorithms using either dissimilarity. 

The first one is the usual root mean squared error 
between real and predicted baskets: 

 

 𝑅𝑀𝑆𝐸  ∑ ∑ 𝑦 𝑦   , (2) 

 

with N the size of the training set, 𝑦  the predicted 
quantity of lumber of type i for the log l, and 𝑦  the 
real quantity. 

Several researchers, however, have stressed that 
such classic evaluation scores would be difficult to 

interpret for field experts from the industry and have 
proposed alternatives, in particular, the  
prediction-production score (𝑠 ) [2] and a 
variation of the 𝐹  score adapted to this problem [8]. 

In order to define the prediction-production scores, 
both the prediction score 𝑠  and production score 
𝑠  need to be defined. Both are defined on a  
log-per-log basis. 

The prediction score, 𝑠 , is the per-product 
average of the predicted lumber quantity over the real 
lumber quantity: 
 

𝑠 ∑ min 1,
,

, (3) 

 
where 𝜀 is, here, a very small quantity introduced to 
avoid dividing by 0. The index l in 𝑠  is added to 
stress the dependency over a specific log. Considering 
that this score is extremely sensible to 0, 0   
predicted-produced pairs which might make this score 
too optimistically biased due to the sparsity of the 
produced and predicted basket of product, all such 
pairs are removed before computing this score. 𝑝 is the 
number of non filtered products, which can vary from 
one log to another. 

The production score, 𝑠 , is similarly defined as 
the per-product average of the real lumber quantity 
over the predicted lumber quantity: 
 

𝑠 ∑ min 1,
,

  (4) 

 
The prediction-production score is then naturally 

defined as: 
 

𝑠 ∑ 𝑠 𝑠   (5) 

 
Similarly to the prediction-production scores, a 

variant of the 𝐹  score has been defined by [8] based 
on redefinitions of the numbers of True Positive (TP), 
False Positive (FP) and False Negative (FN) computed 
on a log per log basis: 

 The number of true positives 𝑇𝑃  is the number 
of lumbers predicted and produced.  
𝑇𝑃   ∑ min 𝑦 , 𝑦  ; 

 The number of false positives 𝐹𝑃  is the number 
of lumbers predicted but not produced.  
𝐹𝑃   ∑ max 𝑦  𝑦 , 0  ; 

 The number of false negatives 𝐹𝑁  is the number 
of lumbers produced but not predicted.  
𝐹𝑁   ∑ max 𝑦 𝑦 , 0  . 

The 𝐹  score is then redefined as: 
 

𝑠 ∑   (6) 

 
 
3.3. Results 
 

As detailed previously, the dataset was divided  
30 times into a training and a test sets. For every 
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dividing, two kNN algorithms searching neighbors 
with the ICP dissimilarity and ESF dissimilarity were 
trained on the train set and evaluated on the test set. In 
each case, the parameter k was tuned by 5 folds  
cross-validation on the training set, using the RMSE as 
basis for comparisons. k was selected among  
[1, 5, 10, 20]. All experiments were run on an Intel 
Core i7 vPRO 10th generation CPU at 2.70 GHz. 

Experimental results are exposed Table 1. This 
table exposes the average and standard deviation over 
the repetitions of the experiments of the RMSE, 
prediction-production and F  scores for the kNN 
algorithms based on the ICP and on the ESF 
dissimilarities respectively. 

The kNN based on the ESF dissimilarity has, in 
average, lower RMSE and higher  
prediction-production score and F  than the kNN based 
on the ICP dissimilarity. The poor performances of the 
ICP dissimilarity are, in part, due to the fact that it is 
not symmetric. In particular, replacing 𝑑 𝑥 , 𝑥  by 
𝑑 𝑥 , 𝑥 𝑑 𝑥 , 𝑥  give a far lower RMSE, at 
2.17. It, however, double the number of ICP 
computations needed to yield a prediction and is, 
therefore, not considered in the following. 

To confirm this difference between ICP and ESF 
dissimilarities, scores of both methods were compared 
by using student statistical test with Nadeau and 
Bengio correction [9]. This correction aims to take into 
account the dependency between results obtained for 
various dividing of the same dataset into a training and 
test sets. Given two prediction method A and B 
yielding evaluations 𝑎  and 𝑏  over J independent 
dividing of a dataset, the statistic of this test is: 
 

𝑡  
∑

, (7) 

 
with 𝑛  the size of the training set, 𝑛  the size of the 
test set and 𝜎  an estimate of the variance of the 
differences 𝑎 𝑏 . The p-value of the test is then 
computed from the usual student distribution with J-1 
degrees of freedom. 

This test yield, here, a p-value of 3 10  when 
applied to the RMSE, 0.6 when applied to the 
prediction-production scores, and 5 10  when 
applied to the F . Therefore, the difference can be 
considered statistically significant for two of the three 
evaluation scores. 
 
 
Table 1. Average and standard deviation of the evaluation 
scores of kNN regressors based on the ICP and ESF 
dissimilarities, taken over the 30 dividing of the datasets.  
The best model for each score is highlighted in bold. 
 
 

Dissimilarity RMSE 𝐬𝐩𝐫𝐞 𝐩𝐫𝐨 𝐅𝟏 

ICP 3.05 
(0.34) 

34.8 
(7.1) 

35.3 (1.2) 

ESF 2.18 
(0.25) 

39.3 
(8.0) 

50.2 
(1.0) 

The ESF dissimilarity might also appear interesting 
in terms of computational cost. The scan of logs used 
during the experiments exposed in this paper contains, 
in average, 18452 points, and the average ICP 
dissimilarity computation time is 0.1 seconds, with  
10 iterations of the algorithm. The implementation was 
based on Open3D library for python. The ESF 
dissimilarity was implement from scratch using the 
NumPy python library. The computation of the 
collection of histograms for each logs took, in average, 
5.8 s per scan. These histograms, however, need to be 
computed only once for every log. In particular, when 
predicting the BoP of a log, only its own histograms 
need to be computed, because the others can be 
considered to have been computed and stored 
previously. Computing the ESF dissimilarity from pre-
computed histograms is, then, extremely fast. In 
particular, it took only 0.0014 s in average for the 
implementation used during experiments. Whether the 
ICP or ESF dissimilarities would be faster in practice 
would then depends on the specific user 
implementation, ability to parallelize the ICP 
computations and size of the kNN algorithm example 
set. The ESF dissimilarity appears, however, 
preferable for large example sets. 
 
 
4. Conclusion 
 

This paper explores an alternative to the ICP 
dissimilarity to predict BoP of logs based on their 3D 
scans. More precisely, it proposes the use of the ESF 
dissimilarity, based on the computation of an 
intermediary representation of the scans as an 
ensemble of histograms. The computation of this 
representation can take several seconds, but only needs 
to be computed once for every log. Computation of the 
distance between the histograms is then far faster than 
computation of the ICP dissimilarity, which is 
advantageous for kNN algorithms with large example 
sets. 

Additionally, when predicting BoP of logs with a 
kNN algorithm, the ESF dissimilarity leads to lower 
RMSE error and higher F  than the ICP dissimilarity. 

Others machine learning algorithms, however, 
have been explored to predict BoP of logs from their 
3D scans. These algorithms use a representation of a 
scan as a vector of dissimilarity toward a small set of 
preselected representative scans. Whether or not the 
ESF would still compare favorably for these 
algorithms needs to be explored in future works. 
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Summary: This paper introduces a novel deep feedforward neural network to perform classification tasks. The network 
encompasses several dense hidden layers followed by a polynomial layer, the nodes of which are inferred using activation 
functions expressed in terms of Hermite polynomials. The polynomial layer admits linear combinations of the outputs coming 
from the previous layers and expands them into several truncated Hermite series. The Hermite series are aggregated and fed 
to the output layer in order to infer the network’s decision. The above strategy generates network with improved performance 
due to the following reasons. The Hermite polynomials are orthogonal over the whole set of real numbers and possess strong 
modeling and approximation capabilities. In addition, they can effectively deal with highly nonlinear data. Finally, the way 
the Hermite polynomials are implemented in this paper provides the advantage of using shared weights between nodes within 
the polynomial layer thus, reducing the number of the design parameters. The performance of the network is assessed by 
conducting comparative simulation experiments with four additional methods over several datasets. The comparison is carried 
out in terms of t-test inference statistics. The experimental outcomes indicate a clear superior performance of the proposed 
network when compared to the rest of the methods. 
 
Keywords: Deep feedforward neural network, Hermite polynomials, shared weights, Classification.  
 

 
1. Introduction 

 
Deep feedforward neural networks (DFNNs) have 

been exercised as effective tools in dealing with a large 
variety of application frameworks [1-4]. Their simple 
structure provides the advantage of adopting a wide 
range of learning mechanisms. Truong et al [1] 
employed a multi-objective evolutionary computation 
algorithm to train a DFNN and use it to resolve 
problems related to the optimization of graded beams 
under static loads and free vibration. Cardoso et al [5] 
implemented dimensionality reduction mechanisms to 
study data related to diffuse lung diseases and designed 
a DFNN for improving the classification accuracy of 
such kind of data. Chen et al [6] expanded the 
connections of tree skeletons from hierarchical latent 
tree models in order to generate an unsupervised 
training mechanism for the effective development and 
application of typical DFNNs. In [7], a Gabor 
convolutional neural network able to perform feature 
extraction was concatenated with a DFNN that 
encompassed several fully connected layers to further 
improve the classification accuracy. In [8], a learning 
strategy for DFNNs was proposed, which was based on 
combining the tabu evolutionary computation scheme 
with a variant of the gradient descent optimization 
approach. 

To enhance the ability of a neural network in 
effectively dealing with highly nonlinear data, many 
scholars have used polynomials activation functions, 
yielding the so called polynomial neural networks 
(PNNs) [9-11]. Inserting polynomial activation 
functions into the network’s design process constitutes 
an effective way to approximate the input-output 
relationships because those functions possess  
high-order representation capabilities [12-15]. So far, 

many different types of polynomials have been 
embedded in the design process of neural networks 
such as, Hermite polynomials [9, 10], Legendre 
polynomials [11, 12], and Chebyshev polynomials  
[13, 14]. PNNs have been considered as trustworthy 
tools for regression and classification problems, 
spanning over a wide range of applications related to 
coastal engineering [10], differential equations  
[11, 13], energy saving [12], pattern classification [14], 
medical applications [15, 16], etc.  

In [9], a feedforward PNN with one hidden layer 
was designed, which admitted linear combinations of 
the input variables and inferred the output in terms of 
Hermite polynomials activation functions. In [12], the 
aforementioned linear combinations were normalized 
within the interval 1,1  and fed into Legendre 
polynomial activation functions. An implementation 
problem related to the above methods is that each 
linear combination enters one distinct polynomial thus 
yielding non-exact series expansions of each linear 
combination thus, compromising the network’s 
efficiency. In [15, 16] a stacked network structures 
were used to design deep polynomial networks for 
medical image processing. The difficulty associated 
with that strategy is that as the number of layers 
increases the polynomial orders of the input variables 
also increase. This might result in high computational 
complexity, while it needs careful design to avoid 
overfitting problems. Misra et al [17] developed PNNs 
in terms of the well-known Kolmogorov-Gabor 
polynomials. The same polynomials were employed in 
[18, 19] to develop neuro-fuzzy networks. However, 
the use of such kind of polynomials acts to 
significantly increase the number of the synaptic 
weights thus, compromising the computational 
complexity of the resulting network.  
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In this paper, a polynomial DFNN is developed, 
which encompasses several fully connected layers 
concatenated with a polynomial layer that includes 
activations functions represented by Hermite 
polynomials. Hermite polynomials are orthogonal, and 
they been acknowledged as effective framework to 
cope with highly nonlinear data [20]. Moreover, they 
possess certain advantages over other orthogonal 
polynomials such as the Legendre or Chebyshev 
polynomials. For example, the Hermite polynomials 
are orthogonal over the whole set of real numbers, 
whereas the Chebyshev and Legendre are orthogonal 
in the interval 1,1  [20]. Thus, the usage of the latter 
in designing neural networks requires a normalization 
process that results in constrained optimization 
mechanisms [12]. To alleviate the problems discussed 
in the previous paragraph, the structure of the proposed 
network follows two basic design principles. First, 
contrary to the methods in [9, 12], the polynomial layer 
generates exact truncated Hermite polynomial series 
for each one of its inputs. Second, each input entering 
the layer is connected with several polynomial nodes 
using shared synaptic weights. Thus, contrary to the 
approaches in [17-19], the resulting number of design 
parameters lies within acceptable levels. Finally, 
comparative experimental analysis based of inference 
statistics verifies the improved performance of the 
proposed network. 

The rest of the paper is synthesized as follow. 
Section 2 provides the detailed theoretical analysis of 
the proposed network. The experimental study is 
described in Section 3. Finally, the paper concludes in 
Section 4. 

 
 

2. The Proposed Network 
 

The proposed deep feedforward neural network 
consists of several fully connected (i.e., dense) layers 
followed by a polynomial layer that generates a 
number of truncated Hermite polynomial series, which 
are fed into the output layer. In what follows, we first 
describe some properties of the Hermite polynomials 
providing the nomenclature used in this paper, also. 
Then, the detailed presentation of the proposed 
network takes place along with the relative analysis. 

The Hermite polynomials are orthogonal satisfying 
the subsequent differential equation [20], 

 

 𝐻 𝑥 1 𝑒 , (1) 

 
where n defines the polynomial order and 𝑥 ∈ 𝑅. The 
orthogonality of Hermite polynomials is sustained over 
the set ∞, ∞ having as weight the quantity 𝑒  
 

 ⟨𝐻 𝑥 , 𝐻 𝑥 ⟩ 2 𝑛! √𝜋, 𝑖𝑓𝑛 𝑚
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

, (2) 

 
where ⟨. , . ⟩ stands for the inner product operation. 

The zero and first order polynomials are equal to 
𝐻 𝑥 1 and 𝐻 𝑥 2𝑥, respectively. As such, 
any Hermite polynomial of order 𝑛 2 is calculated 
in terms of the next recurrence relation, 

 
 𝐻 𝑥 2𝑥𝐻 𝑥 2 𝑛 1 𝐻 𝑥  (3) 

 
It can be easily shown that 𝑃 𝑥  can be described 

as [10] 
 

 𝐻 𝑥 ∑ 𝜙 𝑥 , (4) 
 

with 
 

𝜙
2𝜙 , 𝑘 1 𝜙 , , 𝑖𝑓𝑘 0

𝜙 , , 𝑖𝑓𝑘 0 , (5) 

 
where 𝜙 1, 𝜙 0, and 𝜙 2. 

The overall structure of the proposed network is 
illustrated in Fig. 1. Specifically, it consists of the input 
layer, L dense hidden layers and one polynomial layer 
that feeds the output layer. The detailed functionality 
of the polynomial layers and its connection to the L-th 
layer and the output layer is depicted in Fig. 2. The 
input layer admits p variables, which come in the form 
of the vector 𝒙 𝑥 , 𝑥 , . . . , 𝑥 ∈ 𝑅 . The first layer 
includes 𝑐  nodes. 

The corresponding bias vector is defined as 
 

 𝒃 𝑏 𝑏 . . . 𝑏 , (6) 

 
and the synaptic weight vectors as 

 

 𝒘 𝑤 , , 𝑤 , , . . . , 𝑤 , , (7) 

 
with i1=1, 2, …, 𝑐 . The layer’s output  
𝒈 : 𝑅 → 𝑅 comes in the form 

 

𝒈 𝒙 𝑔 𝒙 , 𝑔 𝒙 , . . . , 𝑔 𝒙 , (8) 

 

with 𝑔 : 𝑅 → 𝑅 
 

 𝑔 𝒙 𝑔 𝒘 𝒙 𝑏 , (9) 

 
The layer ℓ (ℓ 1,2, . . . , 𝐿) encompasses 𝑐ℓ hidden 

nodes. The bias and the synaptic weights vectors 
associated with that layer are defined as 

 
 𝒃 ℓ 𝑏 ℓ , 𝑏 ℓ , . . . , 𝑏

ℓ

ℓ , (10) 
 

and 
 

 𝒘
ℓ

ℓ 𝑤
ℓ,
ℓ , 𝑤

ℓ,
ℓ , . . . , 𝑤

ℓ, ℓ

ℓ , (11) 
 

with and 𝑖ℓ=1, 2, …, 𝑐ℓ, thus resulting in the following 
weight matrix 
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 𝑾 ℓ 𝒘 ℓ , 𝒘 ℓ , . . . , 𝒘
ℓ

ℓ , (12) 

 
The output of the layer 𝒈 ℓ : 𝑅 ℓ → 𝑅 ℓis 

described by the next vector-based form 
 

 𝒈 ℓ 𝒙 𝑔 ℓ 𝒙 , 𝑔 ℓ 𝒙 . . . , 𝑔
ℓ

ℓ 𝒙 , (13) 

 
In (13) each element is defined as 
 

 𝑔
ℓ

ℓ 𝒙 𝑔
ℓ

ℓ 𝒘
ℓ

ℓ 𝒈 ℓ 𝒙 𝑏
ℓ

ℓ , (14) 

 

with 𝑔
ℓ

ℓ : 𝑅 ℓ → 𝑅. 

The interaction between the layer L and the output 
layer is defined in terms of the polynomial layer P, the 
basic structure of which is depicted in Fig. 2. The main 
purpose of using the polynomial layer is to generate 
truncated Hermite polynomial series of linear 
combinations of the L-th layer’s output vector 𝒈 𝒙 . 
To accomplish that task, the polynomial layer 
encompasses d groups of nodes, each of which 
includes n+1 nodes, where the activation function of 
the first node is the Hermite polynomial of 0 order, the 
activation function of the second node is the Hermite 
polynomial of order 1, and finally the activation 
function of the n+1-th node is the Hermite polynomial 
of order n of the aforementioned linear combinations. 
Thus, in total, the layer contains 𝑑 𝑛 1  polynomial 
nodes, defined as follows, 

 
 𝐺 𝑔 𝒙 , . . . , 𝑔 𝒙  (15) 

… 

𝐺 𝑔 𝒙 , . . . , 𝑔 𝒙  (16) 

… 

𝐺 𝑔 𝒙 , . . . , 𝑔 𝒙  (17) 

 
The bias vector and the synaptic weight matrix 

associated with the polynomial layer are written as 
 

 𝒃 𝑏 𝑏 . . . 𝑏 , (18) 

 

 𝑾 𝒘 , 𝒘 , . . . , 𝒘 , (19) 

 
where: 
 

 𝒘 𝑤 , , 𝑤 , , … , 𝑤 ,  
(𝑖 =1, 2, …, d) 

(20) 

 
As such, the above-mentioned linear combinations 

of the L-th layer’s outputs are described as indicated 
next 

 
 𝑧 𝒙 𝒘 𝒈 𝒙 𝑏 , (21) 

 
with 𝑖 1,2, . . . , 𝑑, and the activation functions for 
the 𝑖 -th group of nodes, given in equations (15)-(17), 
are as follows 

𝑔 𝒙

⎩
⎪
⎨

⎪
⎧𝐻 𝑧 𝒙 , 𝑖𝑓𝑡 𝑖 1 𝑛 1 1

𝐻 𝑧 𝒙 , 𝑖𝑓𝑡 𝑖 1 𝑛 1 2
. . .
𝐻 𝑧 𝒙 , 𝑖𝑓𝑡 𝑖 𝑛 1

 (22) 

 

where 𝐻 𝑧 𝒙 , for 𝜈 0,1, . . . , 𝑛, are calculated 
in equations (4) and (5). 

A basic property of the polynomial layer is that the 
synaptic weights are shared between the polynomial 
nodes that belong to the same group. Indeed, the linear 
combination in Eq. (21) can be rewritten as 

 

 𝑧 𝒙 ∑ 𝑤 , 𝑔 𝒙 𝑏   (23) 

 
Thus, the synaptic weight associated with the 

activation function 𝑔 𝒙  𝑖 1,2, . . . , 𝑐  and the 

𝑖 -th group of polynomials, given in (22), is the 𝑤 , . 

Therefore, all polynomial nodes, belonging to the 

group 𝑖 , share the weight 𝑤 ,  as far as the 𝑔 𝒙  

is concerned. The same holds for the corresponding 

bias 𝑏 . The above analysis is clearly illustrated  
in Fig. 2. 

 
 

 
 

Fig. 1. The structure of the proposed network. 
 
 

 
 

Fig. 2. The structure of the polynomial and output layers 
(the elliptical curves contain the shared weights). 

 
 
To this end, the output of the polynomial layer 

comes in the following vector form 
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𝒈 𝒙 𝑔 𝒙 , 𝑔 𝒙 . . . , 𝑔 𝒙  (24) 

 
The output layer calculates m outputs 

𝑦 , 𝑦 , . . . , 𝑦 . The corresponding synaptic weight 
matrix and the bias vector are 

 

 𝑾 𝒘 , 𝒘 , . . . , 𝒘 , (25) 

 

 𝒃 𝑏 𝑏 . . . 𝑏  (26) 

 
where 𝜇 1,2, . . . , 𝑚, and each weight vector in  
(29) is 

 

 𝒘 𝑤 , , 𝑤 , , . . . , 𝑤 ,  (27) 

 
The output 𝑦 , with 𝜇 1,2, . . . , 𝑚, is calculated 

using the softmax activation function 
 

 𝑦
∑

, (28) 

 
where 

 

 𝑟 𝒘 𝒈 𝒙 𝑏  (29) 

 
Fig. 2 depicts the above analysis, and the way the 

network’s outputs are calculated. 

Next, we show that the quantity 𝑟  can be written 
as the sum of d truncated Hermite polynomial series of 
order n. 

From (29) we obtain 
 

 𝑟 ∑ 𝑤 , 𝑔 𝒙 𝑏 , (30) 

 
which is modified as, 
 

 
𝑟 ∑ 𝑤 , 𝑔 𝒙 ⋯   

∑ 𝑤 , 𝑔 𝒙 𝑏  
(31) 

 
Thus 
 

𝑟 ∑ ∑ 𝑤 , 𝑔 𝒙 𝑏   (32) 

 
For a specific value of the index i in Eq. (22), there 

is a one-to-one correspondence between the index 
 

𝑡 𝑖 1 𝑛 1 1, 𝑖 1 𝑛 1  
2. . . , 𝑖 𝑛 1 , 

(33) 

 
and the index 𝜈 0,1,2, . . . , 𝑛. 

In addition, for a specific 𝑖 , the subsequent 
substitution takes place: 𝑎 , 𝑤 , .Taking into 

account the activation functions 𝑔 𝒙  in Eq. (22), 
the Eq. (32) is modified as follows 

𝑟 ∑ ∑ 𝑎 , 𝐻 𝑧 𝒙 𝑏   (34) 
 

Since the polynomial 𝐻 𝑧 𝒙  is equal to 1, the 

𝑏 can be absorbed by the weight of one of these 
polynomials. Finally, we can easily notice that the 

𝑟 is represented as the sum of d truncated Hermite 
polynomial series of order n. 

 
 

3. Simulation Experiments Results 
 

In this section, the proposed network is compared 
with four competitive methods. The first one is a deep 
feedforward neural network (DFNN), while the other 
three methods are taken from the WEKA software [21] 
and they are the well-known J48, the Decision Stump 
(DS), and the Random Tree (RT) algorithms. In all 
simulation experiments, the DFNN network utilizes  
5 dense layers with 12 ReLu nodes each, while the 
output layer uses the “SoftMax” activation function. 

The optimization task is conducted in terms of the 
ADAM optimizer [22], while the objective function is 
the categorical cross-entropy function. The 
performance index is the Classification Accuracy (CA) 
normalized in the interval 0,1 . Finally, five data sets 
are used to conduct the comparative analysis. The data 
sets were taken from the UCI Machine Learning 
Repository [23] and their basic properties are provided 
in Table 1. 
 
 

Table 1. Properties of the Tested Data Sets. 
 

# Data Set 
No of 

Instances 
No of 
Inputs 

No of 
Classes 

1: Abalone 4177 8 3 

2: Cardiotocography 2126 21 3 

3: Statlog German 
Credit 

1000 24 2 

4: Red Wine Quality 1599 11 6 

5: Wisconsin Diagnostic 
Breast Cancer 

569 30 2 

 
 
For each data set we used 5-fold cross-validation 

analysis. Regarding each fold the proposed network 
run 10 times with different initializations. Thus, for 
each data set and each method, 50 samples were 
generated. 

Tables 2 and 3 summarize the mean values and the 
corresponding standard deviations of the Classification 
Accuracy (CA) index, obtained by the five competitive 
algorithms, regarding all tested data sets. The 
following remarks can be easily derived. First, in all 
tested data sets the proposed network clearly 
outperforms the other methodologies. Second, the case 
where truncated Hermite polynomial series of order  
n = 2 is used, appear to achieve the best performance 
in two out of five data sets, while the use of truncated 
series of order n=3 provides the best results in the 
remaining three data sets. Third, Table 3 directly 
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indicates that the DFNN and the J48 are the dominant 
among the four competitive methods. 

 
 

Table 2. Classification accuracy index and the respective 
standard deviations obtained by the proposed network  

for the five datasets. 
 

# Proposed (n=2) 
Proposed 

(n=3) 
Proposed 

(n=4) 
1 0.5629 0.02 0.555 0.01 0.551 0.02

2 0.899 0.02 0.910 0.03 0.879 0.03
3 0.720 0.03 0.755 0.02 0.733 0.03 
4 0.586 0.03 0.583 0.03 0.577 0.04

5 0.942 0.02 0.952 0.02 0.880 0.10 
 

Table 3. Classification accuracy index and the respective 
standard deviations obtained by the four competitive 

methods for the five datasets. 
 

# DFNN J48 DS RT 
1 0.550 0.01 0.527 0.01 0.529 0.01 0.495 0.01 
2 0.881 0.01 0.894 0.16 0.783 0.01 0.859 0.19 
3 0.719 0.03 0.729 0.02 0.729 0.02 0.677 0.03 
4 0.559 0.04 0.546 0.16 0.490 0.16 0.556 0.16 
5 0.942 0.02 0.917 0.11 0.892 0.02 0.930 0.02 

 
 

To further scrutinize the above results, the five 
methods are compared in terms of inference statistics. 
As far as the proposed network is concerned the case 
of truncated Hermite polynomial series of order n=3 is 
considered. Descriptive statistics were evaluated 
regarding the samples obtained for each data set and 
each method. The resulting box-plots are illustrated in 
Figs. 3 and 4. Next, we applied the Kolmogorov-
Smirnov test, which showed that the data were 
normally distributed. Thus, to assess the hypothesis 
that there is a statistically significant difference 
between the proposed method and the other methods 
we applied paired t-tests for each dataset individually. 

 

 
 

Fig. 3. Box plots of the five methods (proposed n=3)  
with respect to Dataset 4 and Dataset 5. 

 
The null hypothesis assumes that the true mean 

difference is equal to zero, while the upper-tailed 
alternative hypothesis assumes that the difference is 
greater than zero. Table 4 depicts the 95% confidence 

intervals of paired differences and the corresponding 
p-values. Regarding the Dataset 1, the null hypothesis 
is rejected in favour of the alternative hypothesis for 
each pair. The proposed method outperforms J48, 
Decision Stump and Random Tree at significance less 
than 0.001 and DFNN at significance 0.04. 
 
 

 
 

Fig. 4. Box plots of the five methods (proposed n=3)  
with respect to Dataset 1, Dataset 2 and Dataset 3. 

 
 

In the Dataset 2, our method has a statistically 
significant difference against DFNN and Decision 
Stump, where the null hypothesis is rejected at 
significance less than 0.001. Meanwhile, J48 
outperforms the proposed method at significance less 
than 0.001 and there was no statistically significant 
difference between the proposed network and the 
Random Tree, thus we cannot reject the null 
hypothesis. 

Regarding the Dataset 3, the null hypothesis is 
rejected in every case at significance less than 0.001 
directly indicating the superiority of our proposed 
network. 

For the Dataset 4 the null hypothesis is rejected in 
every case. In addition, the proposed network performs 
better than DFNN and Decision Stump (significance 
less than 0.001), while it achieves inferior performance 
when compared to the J48 and Random Tree 
algorithms. 

Finally, in the Dataset 5, the null hypothesis is 
rejected, and the proposed method seems to be superior 
than the other methods at significance level less  
than 0.001. 



4rd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2022),  
19-21 October 2022, Corfu, Greece 

184 

Table 4. Comparative results obtained by the t-test 
inference statistics. 

 
Pair 

 95% C. I of Difference Significance 
Mean Lower Upper t p-value

Dataset 1 
Proposed- 

DFNN 
0.0052 -0.001 0.011 1.9 0.040 

Proposed- 
J48 

0.0278 0.022 0.336 9.6 <10-3 

Proposed- 
DS 

0.0255 0.199 0.310 9.3 <10-3 

Proposed- 
RT 

0.0623 0.0533 0.67 17.9 <10-3 

Dataset 2 
Proposed- 

DFNN 
0.2960 0.0199 0.0393 6.1 <10-3 

Proposed- 
J48 

-0.017 -0.0260 -0.0080 -3.8 <10-3 

Proposed- 
DS 

0.1284 0.1198 0.1369 30 <10-3 

Proposed- 
RT 

0.0013 -0.0083 0.0109 0.28 <10-3 

Dataset 3 
Proposed- 

DFNN 
0.0363 0.0243 0.0484 6.1 <10-3 

Proposed- 
J48 

0.0264 0.0171 0.0356 5.7 <10-3 

Proposed- 
DS 

0.0255 0.0157 0.0352 5.3 <10-3 

Proposed- 
RT 

0.0779 0.0661 0.0896 13.3 <10-3 

Dataset 4 
Proposed- 

DFNN 
0.0237 0.0082 0.0392 3.1 0.002 

Proposed- 
J48 

 
-0.0166 -0.0271 -0.0061 -3.2 0.001 

Proposed- 
DS 

0.0323 0.0223 0.0423 6.5 <10-3 

Proposed- 
RT 

-0.0289 -0.0402 -0.0177 -5.2 <10-3 

Dataset 5 
Proposed- 

DFNN 
0.0107 0.0039 0.0175 3.2 0.001 

Proposed- 
J48 

0.0179 0.0094 0.0264 4.2 <10-3 

Proposed- 
DS 

0.0605 0.0514 0.0695 13.4 <10-3 

Proposed- 
RT 

0.0223 0.0134 0.0312 5.03 <10-3 

 
To summarize, the above results clearly indicate 

that the use of the polynomial layer significantly 
improved the performance of the DFNN, while 
maintaining a superior behavior when compared to the 
rest of the tested methods. 

 
 

4. Conclusions 
 

In this paper, a novel polynomial deep feedforward 
neural network classifier has been developed. The task 
was to investigate the potential influence of Hermite 
polynomial activation functions to the overall 
classification accuracy. The network consists of 
several fully connected layers followed by a 
polynomial layer with a specialized structure based on 
Hermite polynomials. The very core of the 
functionality of the polynomial is to admit linear 
combinations of the outputs coming from the previous 
dense layer and expand each one of them into truncated 
Hermite polynomial series. Then, each network’s 
output is realized as the sum of the above-mentioned 
series. The existence of Hermite polynomial truncated 

series in the network’s inference enhances the 
corresponding classification performance because it 
embeds into the design process all the advantages 
provided by those series such as the strong modelling 
capabilities, the simplicity, the universal 
approximation property, etc. In addition, the 
connection between the polynomial layer and the 
previous dense layer is realized in terms of shared 
synaptic weights, which acts to produce a convenient 
training procedure. The network was compared with 
four other methods in terms of statistical analysis on 
the basis of several data sets. The simulation results 
support the above analysis since the network appeared 
to achieve superior performance. 
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Summary: Scarce or irregularly distributed geo-data presents specific challenges in order to be used for machine learning 
model training and inferences. Specific geo-categorization strategies are introduced which enable optimizing the segmentation 
of the data and corresponding data processing computation, in order to prepare the data for the machine learning model 
consumption. Through a customer use case, conclusive results are presented which demonstrate the efficiency of some of the 
geo-categorization strategies introduced in this article. 
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1. Introduction 

 
Regardless of its source (geo-tracking, IoT, 

Enterprise Resources Management systems,  
geo-tracking systems, public/open data, etc.), geo-data 
often presents irregular distribution and scarcity. 
Artificial Intelligence techniques heavily rely on data 
tagging and categorization, and geolocation can be 
instrumental for categorization of source data and 
supporting model training purposes. Important 
variations of the data distribution over time can, in fact, 
produce unstable results and unpredictable 
performance for the machine learning models. In a 
typical customer situation involving machine learning 
model training, several sources of geo-data are 
ingested and analyzed by an integrated big data 
analytics architecture. Geo-categorization of this data 
is optimized for machine learning models by 
introducing various strategies, resulting in machine 
learning model performance increases. 

These strategies have been identified based on the 
following essential requirements: 

‐ To support robust automated qualification 
methods, since semi-automated or manual 
evaluation of tridimensional (geolocation + 
attribute) geo-data is difficult to ensure through 
visual analysis of 2D representations. 

‐ To enable high performance categorization of 
historical geo-data for machine learning model 
training and real time categorization of 
production data for the model inference. 

‐ To ensure stability over time of geo-categories 
produced for the sparse datasets, in order to 
facilitate trend analysis and machine learning 
model performance continuity. 

Three strategies will be presented, each addressing 
in a specific way the issue of addressing such 
constraints on sparse geo-data. 

2. Geo-data Use Case and Corresponding  
    Geo-categorization Strategies 
 
2.1. Source Geo-data 

 
Source data contains construction permits duration 

in Ontario and Quebec, both from customer operations 
and provincial Open Data (for data validation and 
enrichment). The Open Data, while irregular in its 
distribution, showed a satisfying volumetry and  
geo-categorization potential. The operational data 
revealed to be both scarce outside of major urban areas 
and adverse to typical geospatial specific 
categorization approaches because of its distribution in 
some operational zones of interest. 
 
 
2.2. Geo-categorization Strategies 
 

Various geo-categorization strategies can be 
applied on raw location data some based on statistical 
characteristics, some based on geometric/geomatic 
attributes (DBSCAN, Cartesian grids, etc.), 
operational classification (administrative districts, 
postal codes, etc.) [1].  A mix of administrative zoning 
based on polygonal boundaries [2] and statistical  
geo-categorization [1, 3] is the initial approach. 

Only a minor part of research in this field is related 
to sparse data or similar applications. When data 
density is high, most methods produce similar results 
[1]. However, when data is sparse and irregularly 
distributed, the underlying assumptions about the 
variation among samples may differ, and the choice of 
a spatial interpolation method and parameters may 
become critical [1, 4]. The authors of [5] use 
continuous, possibly concave, iso-contours to 
delineate set membership, without disrupting the 
primary layout. Voronoi diagrams are used in [6] to 
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define and delineate proximal regions around 
individual data points by using polygonal boundaries 
[2]. These diagrams have proven to be an excellent 
resource for large datasets, but not a reliable one for 
sparse data due to the uncertainty induced by the 
missing data. Moreover, most of the georeferenced 
data can be translated to Postal Codes in Canada. 
However, they are not particularly useful for polygonal 
zone delimitation around areas, because they do not 
necessarily follow a geometric pattern and lack 
location significance. On the other hand, the authors of 
[7] used a Takagi–Sugeno (TS) fuzzy modelling 
approach with fuzzy c-means (FCM) clustering to 
make spatial predictions of the lead concentrations in 
soil. For modelling under sparse data conditions, the 
TS fuzzy modelling approach using FCM clustering 
and constant width Gaussian shaped membership 
functions did not show any advantages over Inverse 
Distance Weighting (IDW) and Ordinary Kriging 
(OK) for the type of data tested. The ability of the three 
methods to predict outlier points within the respective 
validation sets appeared to be very similar. 

After conventional data cleaning, different 
clustering algorithms and parametrizations are applied 
to the geo-data then formally evaluated using two 
clustering quality indexes, the Dunn index and the 
Calinski-Harabasz indexes. The next step is  
geo-fitting. While conventional approaches have been 
considered, only two strategies revealed applicable to 
scarce geo-data categorization. Tiles, created by 

combining the Mercator projection and a square grid, 
were used when data proved to be too scarce. In zones 
of relative abundance yet deep overlaps, ellipsoid 
fitting proved both performant in terms of 
computational load and geometrically adapted to 
spatially intersecting clusters. Finally, the distributions 
of the extracted point sets are compared to the one of 
the global data. Depending on their divergence, zones 
of specific interest, or anomalous zones, can then be 
used for machine learning modelling (see Fig. 1 for an 
overview of the area of study and Fig. 2 for an 
overview of the proposed strategy). 

 
 

 
 

Fig. 1. Area of study: (1) Greater Toronto Area (GTA) – 
Contour fitting on 3 features: Ellipses. (2) Montreal-  
3 features to cluster and fit. (3) Sudbury- Cartesian grid for  
3 features. (4) Ottawa- Cartesian grid for 3 features.  
(5) Quebec - Cartesian grid for 3 features. 

 

 
 

Fig. 2. Diagram of geo-categorization strategy proposed. 

 
3. Data Processing 
 

Several approaches were used in terms of fitting 
ellipsoids to define a geo-spatial profile around the 
clustered geo-data. 

We evaluated two approaches to support 
categorization of new location data respective to this 
dataset. 

The first approach consists in identifying, for a 
given new point, its geo-categorization, associated to a 
corresponding ellipsoid profile in 2D. A custom 
distance-based metric was used to calculate this 

membership. A category feature was then derived from 
this identification and added for two purposes: 

1. Tagging the historical dataset for the machine 
learning model training purposes, and in 
particular additional parametrization; 

2. Categorizing new points for the machine 
learning model inference purposes, in 
operation. 

Because of the tridimensional nature of the 
historical dataset, when visualizing it in 2D, we can 
witness deep overlaps between geo-fitted profiles. 
However, this is not necessarily the indication of a 
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low-quality tridimensional clustering. It is exclusively 
an artifact of the elected visualization modality. 

Consequently, while a visual evaluation of the  
geo-fitted profile can be employed for manual 
evaluation, it must include, for deeply overlapping 
categories, a careful consideration of the third 
coordinate. 

This visual shortcoming is the core motivation 
behind the use of common practice clustering quality 
indicators, presented in the next chapter, which are to 
assist in evaluating the global quality of the clustering 
strategy with respects to geo-categorization of the 
source data for AI training and inference. 

On the other hand, fitting ellipsoid geo-contours 
around clusters is not computationally intensive both 
for categorizing large numbers of points or for real 
time categorization of new data during operations. 
Compared to the initial cost of computing high quality 
clusters for geo-data, fitting contours and using them 
for categorization only induces negligible computation 
costs, which represents a significant advantage for the 
two proposed approaches (see Fig. 3, and Fig. 4 
ellipsoids above). 

 
 

 
 

Fig. 3. High level results for candidate zone (GTA zone: 
Deep overlap of values, as illustrated above, are a challenge 
for quality geo-categorization, but the demonstrated dataset 
still allows for a good segmentation for permits). Zone  
with the largest amount of information available relative  
to the most significant attribute to categorize (Time to obtain 
permit). Still, very few applicable data for clustering, even 
for that best available zone (835 data input points  
for the whole Ontario province). 

 
 
Faced with sparse geo-data, the two elected 

approaches were met with specific challenges. Our 
first approach would only give one category even if the 
distance metric values were very similar between two 
ellipses and a point. In our second approach, a 
weighted average of the custom metric of all ellipsoids 
was used. An n dimensional feature vector is returned 
where n corresponds to the total number of clusters and 

ellipsoids. This approach yielded better results than the 
first but was unstable when the geographic zone in 
question had very sparse data, or when there were no 
clear patterns among the tridimensional clustering. 

In both cases, faced with extremely sparse data in 
smaller population areas, the clustering resulted in 
unstable or low-quality clustering, as illustrated by 
clustering quality indices as well as manual geo-fitting 
evaluation. These two issues are linked. 

 
 

 
 
Fig. 4. Illustration of the clustering approach for one 

candidate zone – Central Toronto Area. 
 
 
If clusters are of low quality, further segmentation 

into additional ellipsoids would be required in order to 
separate them geographically. But doing so requires 
significantly more input data than we had at our 
disposal. 

Open data enrichment on zones where data was 
sparse was considered, but after analysis, the 
correlation between the datasets was too low for us to 
integrate the open data as input data. 

Since under a certain number of values per  
geo-fitting profile, categorizing with the two strategies 
presented above did not yield good enough results, a 
third more stable approach was devised:  
Cartesian grids. 

This method works for sparse data and for quickly 
eliminating zones where data is not available. The 
process selects subsets of the original data, allowing 
for very quick partial visual or automated analysis, 
without having to work on the original, complete 
dataset. Grid categories were determined using 
different statistics such as the mean, standard 
deviation, min and max values along with select 
thresholds for each. 

Being fully implemented in pandas, the algorithm 
demonstrates a good level of performance which 
means that the grid resolution can be high. Generating 
a grid like the one in Fig. 5 across all of Ontario and 
Quebec takes only a few seconds to load. 
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In our final approach, Cartesian grids were used in 
conjunction with our clustering and point in ellipse 
approach. For each zone of interest, a zone type 
(ellipsoid, tile or uncategorized) was automatically 
determined. 

To implement these different geo-categorization 
strategies: 

‐ With respect to the data science lab environment, 
the Python language and specifically JupyterLab 
and Jupyter Notebook were used to script the data 
ingestion, transformation and curation steps 
(essentially outlier removal and normalization). 
Finally, Folium was employed for  
geo-visualization. Calculation of Dunn and 
Calinski Harabasz indexes was produced using 
standard Python libraries such as Sklearn. 

‐ For geo-fitting of ellipsoids on geo-data, Sklearn 
has been used to implement tridimensional data 
clustering (geo-position and value). Specific, 
proprietary implementations of classic geo-fitting 
algorithms were provided in Python to support 
ellipsoid categorization. 

‐ For Cartesian grid based geo-data categorization, 
Pandas was used to implement extraction and 
analysis. 

‐ In order to convert the geo-categorization results 
for regression model training and inferences: 

‐ A specific categorization index was produced 
listing zones of interest with their type (ellipsoid 
or tile), geometric parameters, associated with a 
geo-index value. For larger numbers, a geo-hash 
could be applied. 

‐ In order to support further geo-categorization of 
new values, a specific function determining if 
such values belong to specific geo-categories or 
should be considered as uncategorized, has been 
implemented (it is both a simple and 
computationally light operation to determine 
point inclusion in an ellipse or in a regular tile). 

 
 

 
 

Fig. 5. Cartesian grids applied to the GTA. Grid colors 
represent different permit lengths. 

 
 

4. The Regression Use Case Experimental  
    Results 
 

We evaluate the contribution of our engineered 
features based on geo-zones of interests onto a real-

world and client-based machine learning (ML) 
problem. The main task is to predict the duration of 
completion of orders (measured in days). For this, we 
opted for a regression training using efficient machine 
learning model: LightGBM [8]. The aforementioned 
technique is a distributed and effective gradient 
boosting framework based on decision trees 
algorithms. The main reasons we chose LightGBM are 
simplicity, training speed, and lower memory usage. It 
is also a good ML model allowing us to test the quality 
of our features faster. During our experimentations, we 
tested other models such as linear regression, XGBoost 
[9], and CatBoost [10] along with LightGBM. Based 
on our findings, LightGBM led to the best model 
performance overall. 

The data. The dataset that we used consisted of a 
large number of features coming from a company that 
supplies technology-based products and services. It 
contained more than 10 000 rows describing the 
available products and services in terms of its 
characteristics, addresses, postal codes of the delivery, 
date of order, and many more. 

Machine learning training preparation. To 
prepare our ML model for training, we first proceed in 
adding our geolocation features that we engineered for 
our problem from the available data. Details on the 
technique is explained in the previous sections (see 
Section 3). After, incorporating these new features, we 
securely drop feature columns related to generic 
location information such as civic numbers, addresses, 
and postal codes, etc. Then we proceed to encoding the 
dataset. We particularly used one-hot encoding of the 
geo-zone features. We also used other data 
transformation techniques on the remaining columns 
(i.e., features) of the dataset such as label Encoding and 
Ordinal Encoding. We implemented cyclical feature 
encoding of dates using sine and cosine. We also 
implemented feature scaling technique such as 
StandardScaler that brings all the numerical features 
into a same interval value for better ML training. All 
of these methods are straightforward using the  
Scikit-learn’s preprocessing library [11]. 

Feature importance and selection. These steps 
are very important when training ML models. Feature 
importance refers to the process of giving a score for 
each feature based on the ML model we are training. 
The score refers to the importance of each feature in 
our dataset. The higher the score, the higher its impact 
on the prediction and performance of the chosen ML 
model. As for feature selection, it is a process of 
picking the most relevant features from the dataset to 
use for training the ML model. The main goal is to 
reduce the size of the dataset while improving the 
performance of our predictive model. For our 
implementation, we used common libraries such as the 
feature importance function provided by LightGBM 
python library and mlxtend [12] feature selection 
python library. We particularly implemented the 
sequential forward feature selection. We provide in 
Figs. 6 and 7 the results of these steps. Due to data 
confidentiality, we masked out the real names of the 
features and renamed them to feat1, feat2, etc., and we 
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only kept those that are related to our proposed  
geo-features. As we can see from Fig. 6, the geo-zones 
5, 11, 14, 13, 9, and 12 are contributing to the 
performance of our LightGBM model. Likewise, if we 

look at the result of the feature selection chosen by the 
mlxtend library in Fig. 7, we can see that the 
engineered geo-zones are selected and are contributing 
to the boost of performance of our ML model. 

 
 

 
 

Fig. 6. Feature importance of our encoded dataset using LightGBM feature importance library. 
 
 

 
 
Fig. 7. Mlxtend feature selection results. This process chose 

a combination of 31 features out a total of 48   features  
with a R2 score of 0.332. 

Model evaluation: To evaluate the performance of 
our model, we used r squared as our machine learning 
performance metric on a held-out dataset that we call 
validation set. We also used business metrics, which 
were defined by comparing the prediction of the model 
with the real value of the validation set. 

The validation set was divided into three 
categories: Late, On-time, and Early. The success of 
the prediction with our ML model is when the 
predicted delivery date matches the target of the actual 
delivery date (i.e., ground truth), as shown in Fig. 8. 
To define these business metrics mathematically, we 
refer to the residual error as the value depicting the 
difference between the prediction and the actual 
delivery date (i.e., target label). This is expressed in 
Equation (1). As for the percentages of samples that 
falls in each category (late, on-time (or on-target), and 
early), they are calculated according to  
Equations (2)-(4).  
 
 

 
 
 

Fig. 8. Measuring the success of a prediction  
from a business perspective. 
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 𝑅𝐸  𝑌  𝑌 , (1) 
 

 𝐿𝑎𝑡𝑒 𝑅𝐸 0, (2) 
 

 𝑂𝑛 𝑡𝑖𝑚𝑒  21  𝑅𝐸 0, (3) 
 

 𝐸𝑎𝑟𝑙𝑦 0  𝑅𝐸 (4) 
 
Model training. We used an asymmetrical cost 

function called Quadratic-Quadratic Cost [13]. It is 
defined in Equation (5). This loss is an asymmetric 
version of the traditional symmetrical loss the mean 
squared error (MSE). Two main hyper parameters to 
this loss function, which are a and b. Setting an equal 
to be leads to the traditional MSE loss. However, 
setting a>b we are penalizing more the scenarios where 
the residuals are higher than zero, as shown in Fig. 9. 
The idea of incorporating the asymmetrical loss 
function is to have a model that penalizes over-
estimation less than underestimation of delivery dates. 
In other words, we would like the model to penalize 
more when the prediction is a lot before than the actual 
delivery date (lateness of the delivery), since this leads 
to business risks and alternatively, we would like to 
penalize less when the predicted date is slightly after 
than the actual delivery date (earliness of the delivery).  

 
 

𝑄𝑄𝐶 𝑒   
𝑎 𝑒 ,  𝑖𝑓 𝑒 0;

𝑏 𝑒 ,  𝑖𝑓 𝑒 0  
 (5) 

 
 

 
 

Fig. 9. Quadratic-Quatratic Cost (QQC) function,  
an example. 

 
 

Results. To showcase the importance of our 
features with respect to model performance, we 
compared our results to a baseline model. This baseline 
consists of training a LightGBM model with all 
features of the dataset without any addition of  
geo-zone features. We provide the results of our 
experiments in Table 1 and in Fig. 10. From Fig. 10, 
we could see that by using the geo-zone features, this 
substantially increased the performance on both ML 
performance and business success metrics. An increase 
of on time delivery percentage from 31.2 % up to  
32.4 % when geo-zone features were incorporated 
during training of the data. 

Table 1. The performance of the LightGBM model  
with and without incorporating the Geo-zones of interest 

after automatic feature selection 
 

Model R_squared
LGBM without Geo-zones (Baseline) 0.2353 

LGBM with Geo-zones 0.332 
 
 

 
 
Fig. 10. Performance of the Light GBM regression model  
in terms of Business metrics (Eq. (1)-(4)). Performance 
without and with the geo-features in gray and black, 
respectively. 
 
 

3. Conclusions 
 

We presented, through the use case of a specific 
customer situation involving machine learning model 
training, multiple data geo-categorization challenges 
that are often met in the industry. Through specific data 
preparation, conventional clustering strategies 
associated with a structured qualification, index-based 
methodology as well as adapted geo-fitting 
approaches, it was possible to extract from sparse 
operational datasets relevant geo-categorization, 
which revealed efficient in contributing to a 
corresponding regression model's level of 
performance, while conventional segmentation 
approaches such as Voronoi diagrams and similar 
could not be applied efficiently given the 
characteristics and in particular the scarcity of the 
source geo-data. 

Further investigation could be devised, in order to 
further automate determination methods for the 
optimal parametrization of all three proposed 
approaches. At the time of edition of this publication, 
an initial visual analysis of the geo-data, associated 
with iterative evaluation, especially for clustering 
quality evaluation, is still required. Such automated 
methods are possible to develop for given use cases, 
and that appropriate tooling could also be designed to 
assist and further automate this initial analysis phase. 

However, the presented approaches are already 
applicable to categorization of sparse geo-data and 
supported positive results for model training and 
inferences: in the context of the AI supported smart 
supply chain project for Bell Canada (Bell Business 
Markets), the performance was improved by 
incorporating XGB regression model and custom cost 
optimization as well as hyperparameter tuning of the 
models. 
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Summary: In this contribution, the realization of an end-to-end speech enhancement system is presented. The proposed 
method is based on the convolutional recurrent network (CRN) proposed in [1]. In the first stage, network hyperparameter 
tunings of the CRN U-Net were utilized as our baseline. In addition, a new skip connection to the network was implemented. 
In the second stage, the architecture of CRN U-Net was extended using deeper encoder and decoder architecture and 
bidirectional LSTM layers, with the goal of achieving a better and more generalized pattern recognition of any form of seen 
and unseen dynamic noise. Furthermore, an effective approach is proposed to reduce the complexity of the proposed network 
while simultaneously enhancing noise reduction and speech quality. Finally, the proposed approaches are analyzed objectively 
and compared. 
 
Keywords: Convolutional Recurrent U-Net for Speech Enhancement (CRUSE), Bidirectional LSTM layer, Encoder decoder 
architecture, End-to-end speech enhancement. 
 

 
1. Introduction 
 

The goal of a speech enhancement system in  
real-time communication is to improve the speech 
quality and intelligibility. The additive background 
noise in the speech signal can negatively influence 
audio/video communication, hearing aids and speech 
or speaker recognition [2]. However, it is challenging 
to preserve undistorted speech while reducing noise, 
resulting in the performance of speech enhancement 
systems being bounded by the trade-off between 
speech distortion and noise suppression [3]. 

In the present work, the CRN U-Net will be 
analyzed as a starting reference. After that, some 
optimization techniques for CRN U-Net will be 
proposed. Furthermore, the new suggested neuronal 
network, which is an extended version of CRN U-Net, 
will be illustrated. It has a deeper encoder-decoder 
structure and in between two stacked long-short term 
memory (LSTM) followed by two bidirectional LSTM 
layers were utilized. 
 
 
2. State of the Art and Related Work 
 

Over the past years many solutions and algorithms 
for speech enhancement have been proposed. The most 
widely implemented algorithms for decades were 
spectral subtraction [4] or approaches based on 
minimum mean-square error (MMSE) [5]. In 
stationary noise reduction, short-time spectral 
estimation is utilized to adaptively compute 
suppression gains for the time-frequency spectral 
coefficients of a noisy signal [6]. However, because of 
the statistical variance of the short-time spectral 
estimates, noise artefacts are known as musical noise 
that may be quite annoying and possibly more 
diverting than the original noise could occur [7]. 

In the past few years, the use of deep learning for 
noise suppression has increased dramatically, allowing 
speech enhancement to make tremendous progress  
[1, 8, 9]. Therefore, in this work the deep learning 
approach was employed as the basis. While most of the 
denoising deep learning models show a significant 
improvement in the estimation of the magnitude 
spectrum compared to the classical methods, the noisy 
phase is still used to transform the spectrum back to a 
waveform in such models. However, this is not a 
limitation of the generality in the resynthesized 
enhanced audio at high Signal Noise Ratio (SNR) 
level, where the magnitude plays a more important role 
[10], because the noisy phase in this SNR range could 
be considered as clean phase and be used for 
reconstructing the enhanced signal in time domain. In 
addition, the phase cannot be substantially modeled, so 
a direct estimate of the phase is not  
straightforward [11]. 

The focus of the paper is set on estimating the 
enhanced spectrum magnitude. As already mentioned, 
with the motivation of the CRN and recent works  
[1, 9, 12], the goal is the extension of a noise and 
speaker independent end-to-end model, which 
optimizes the magnitude spectrum of the estimated 
clean speech. Regarding the implementation and 
extension of a speech enhancement model, the 
application of LSTM layers, which are especially good 
at processing sequences such as speech, has been 
investigated [1, 12]. Furthermore, the implementation 
of BLSTM as proposed in [13] was realized in this 
work. The motivation was the overlay of the 
performance of BLSTM against LSTM for speech 
recognition [14-16] and video content analysis [17]. 
Additionally, a new type of add-convolutional skip 
connection will be proposed. 

The structure of this paper is arranged as follows: 
First, the signal model and feature extraction are 
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presented. Afterwards, the training objective is defined 
and an overview of the feature generation and 
enhanced audio resynthesis is described. In addition, 
the topology and architecture of the model will be 
considered in more detail. At the end, the results are 
shown leading to a conclusion. 
 
 

3. Model and Learning 
 
3.1. Signal Model 
 

It is to be assumed that the microphone captures the 
clean speech signal s(t) and the additional uncorrelated 
pure noise d(t): 

 

 x(t)  s(t) + d(t), (1) 
 

where t is the time index. For further analysis, the 
audio signal has to be transformed into the frequency 
domain by Short-Time Fourier Transform (STFT). For 
this purpose, the noisy signal was first segmented into 
the overlapping frames and subsequently a Hann 
window function hhann, k was applied. Afterwards 
discrete Fourier Transformation (DFT) was applied to 
the weighted segments according to: 
 

Xμ n   ∑ x nr - k hhann,ke
-j Ωμ kN-1

k  0 , (2) 
 

where n, N, r and µ = 0,1,..., N-1 represent the frame 
index, frame length, frame shift and frequency band, 
respectively. The observed signal is represented in the 
STFT domain as follows: 
 

 Xμ n   Sμ n  + Dμ n , (3) 
 
where Sµ(n) denotes the clean speech magnitude and 
Dµ(n) the noise magnitude signal. 

The aim of a full speech enhancement system is the 
estimation of the enhanced speech signal using a 
mapping function Gθ,µ,n: 
 

 Gθ,µ,n,:Xμ n  -> Sμ n , (4) 
 
where θ represents the model parameters. This 
nonlinear mapping function is implemented by the 
proposed neural network, which is explained in more 
detail in the next section. 
 
 

3.2. Training Objective 
 

In this work, the magnitude spectrum of clean and 
noisy signals according to Eq. (2) was used as input. In 
the first part of the experiment, where the baseline 
CRN is analyzed, the 161-dimensional spectrum was 
used, which corresponds to half of the entire spectrum. 
In the second part of the experiment, the  
257-dimensional magnitude input was fed to the 
extended version of CRN U-Net. Further information 
will be presented in Section 4.2. 

Firstly, it was trained with mean-squared error 
(MSE), which is the most commonly used loss 

function for regression-based deep learning. However, 
further examinations showed that the mean-absolute 
error (MAE) provides better results, which can be 
explained by a better fitting to the signal/noise 
distribution. 
 
 
3.3. Bidirectional Recurrent Network 
 

In this work, to build a deep recurrent part in CRN 
U-Net the LSTM layers were extended with BLSTM. 
The dynamic interaction between the input and output 
of the BLSTM Layer is described below. For 
illustration purposes it is assumed that the following 
input feature sequences  
 
 Zμ n ={Zμ 0 , Zμ 1 , …., Zμ NT , (5) 
 
is fed into a unidirectional LSTM. The analysis is 
performed on the sequential relations in forward 
direction and the output yt is calculated as: 
 

 ht = ∝ (Zμ n TWx + Whht-1 + 𝒃𝒉), 
yt =∝ ( htWy + 𝒃𝒚) 

(6)

 
Here Wx ∈ NT×Nn contains the connection weights 

for the inputs of the current frame, where Nn denotes 
the number of neurons used within the unidirectional 
LSTM. Wh ∈ Nn×Nn contains the connections weights 
for hidden units. Besides, Wy ∈ Nn×NT includes the 
connection weights the connection weights for the 
outputs of the previous frame. Moreover, the bh is a 
vector of size of the number of neurons containing 
each neuron’s bias term and ∝ represent the hidden 
layer activation functions. Note that the inclusion of 
the LSTM layers does not change the causality of the 
system, since the pastime sequences always are used in 
further processing. The idea of investigating the input 
sequence in both the forward and backward direction, 
to capture the global temporal structure, leads to the 
implementation of the BLSTM, which then provides a 
bilateral denoising. 

In this layer the input is fed into forward and 
backward recurrent layers, both connected to the same 
output layer. The BLSTM calculates the output yt with 
the iteration of the forward layer from n = 0 to NT and 
the backward layer from n = NT to 0. (see Eq. 7). 
 
 

 ht
f = ∝ (Zμ n TWx 

f + Wh
f ht-1

f  + bh
f ), 

 
ht

b = ∝ (Zμ n TWx
b +Wh

bht 1
b  + bh

b), 
 

yt ∝ (ht
fWy

f  + ht
bWy

b + by). 

(7)

 
 
3.4. Evaluation Metrics 
 

To compare the performance of the trained models, 
a suitable criterion has to be defined. This optimization 
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criterion has to provide a fair evaluation of the speech 
quality and speech intelligibility by objective analysis. 
The distorted speech is divided into two categories: 
speech distortion, which influences the original speech 
signals, and noise distortion, which influences 
background noise. Therefore, an effective 
enhancement system should be able to provide the 
correction of both types of distortion. For that reason 
different types of metrics should be considered in a 
combined criterion. 

Due to the high correlation between subjective and 
objective evaluation that was examined in [18], [19], 
Perceptual Evaluation of Speech Quality (PESQ) is 
used. In [20] it was shown that the Log-Likelihood 
Ratio (LLR) [21] and the frequency-weighted 
segmental SNR (fwSNRseg) [22] are good alternatives 
for PESQ to evaluate the quality of speech and noise 
distortion. Including the overall quality measure used 
in [9] with scale-invariant Signal-to-Distortion Ratio 
(siSDR), the heuristic optimization equation 𝜁 is 
represented as follows: 
 
ζ = PESQ + 0.2*siSDR + 0.3*fwSNRseg - LLR  (8) 

 
It has to be mentioned, that the short-time objective 

intelligibility (STOI) [23] was calculated for 
investigating the speech intelligibility. However, due 
to its very small change interval but it wasn’t 
considered in the optimization criterion. The speech 
enhancement system is depicted in Fig. 1, with the 
training and test scenarios placed adjacently in order to 
visualize the entire process. In the test mode, the phase 
of the noisy signal is used to reconstruct the enhanced 
signal. 
 
 

 
 

Fig. 1. The procedure from feature extraction  
to the reconstruction of the data in the time domain  

and evaluation of the results. 
 
 
4. Proposed Architecture and Topology 
 

In this section, the proposed architecture as 
illustrated in Fig. 2 will be presented. The extended 
model has six convolution layers in the encoder and six 

convolutional transpose layers in the decoder. The 
kernel numbers or channels start from 16, 32, 64, 128, 
256 and 128 per layer in the encoder and in the decoder 
from 128, 64, 32, 16, 8 and 1 in the output layer. All 
convolutional layers have a kernel of size (2, 4) in time 
and frequency dimensions. Moreover, with a stride of 
(1, 2) the convolutional kernels downsample the input 
feature along the frequency dimension. It is to be 
mentioned that such a design will decrease the number 
of model parameters and the computing complexity in 
the recurrent component of the CRN without loss of 
prediction accuracy. Besides, the activation function of 
all convolutional layers is ELU except the output layer, 
which has a PRELU activation.  

In [1], [12] a stack of multiple LSTM layers was 
implemented, which has been extended in this work 
with the implementation of the BLSTM. To feed these 
stacked layers the required input shape by the LSTM 
should be prepared by flattening the frequency and the 
depth dimension of the encoder. Therefore a 2D 
feature map of the recurrent part of the suggested 
model along the time axis could be achieved. 
Subsequently, the output of the BLSTM layer will be 
re-reshaped in the form of a suitable input shape for the 
decoder. In addition, after every LSTM layer, a 
dropout layer was used to avoid any possible 
overfitting. Furthermore, the skip connection was 
equipped with a convolutional layer, which will be 
presented in more detail in the following subsection. 
Its implementation in the proposed architecture in  
Fig. 2 was found to produce better and more effective 
enhancement results.  
 
 
4.1. Causality and Online Task 
 

For BLSTM layers allow per mathematical 
definition non causality. In reality the information of 
the future is problematic and causality can be violated, 
especially when it comes to online tasks. However, 
because of the assumption that only the sequences 
from n = 0 until n = NT should be considered, the 
causality is no longer a problem. It means that ht+1 must 
be set equal to zero in the Eq. 7. Furthermore, in order 
to consider the denoising problem in examination more 
deeply, a delay is a simple solution to apply this theory 
on real world temporal problems. With this delay 
between inputs and the corresponding output, the 
network is given the opportunity to analyze the past 
sequences with the influence of present sequences. In 
this work to ensure the causality of the system in real-
time, BLSTM layers are encoded framewise along the 
time axis. In Section 6, the results from the above 
assumptions, which further processes the extracted 
features of the encoder along time dimensions, will be 
presented. 

 
 

4.2. Convolutional Skip Connection 
 

In both networks [1, 12], each convolutional layer 
of the encoder is connected to its corresponding 
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decoder layer with a skip connection. There are two 
methods on how the skip connection can be 
implemented. One is the concatenation, which means 
duplication of the number of inputs from the decoder 
layers. Another is the addition of the outputs from the 
encoders and inputs from the decoders. In [12], a 
channel-wise scaling in add-skip connections is 
recommended, implied by the causal convolutional 

layer (1, 1), and showed an improvement in 
performance. In this work, this aspect was investigated 
with different kernel sizes. A descending kernel size 
from the first encoder layer to the last layer led to better 
results. That means, the first encoder-layer, using a 
convolutional layer with C1 channels and the (v, v) 
kernel size, was connected with the last encoder-layer, 
where v corresponds to the number of encoder layers. 

 
 

 
 

Fig. 2. The architecture of the new CRN approach. As it was mentioned in Section 3, the BLSTMs are implemented  
to continue the processing of the extracted features along the frequency axis. The BN and ELU/PReLU represent batch 

normalization and activation function respectively. 
 
 
5. Experimental Setup 

 
5.1. Dataset 

 
To demonstrate and compare the effectiveness of 

the proposed network against the CRN U-Net as the 
baseline, The Edinburgh Data Share [24, 25] is applied, 
which includes 28 speakers- 14 male and  
14 female. From each speaker, there are 400 utterances 
available. In [25] it was mentioned that in the training 
data a combination of artificially generated noises 
(speech-shaped noise and babble) and eight types of 
real recorded noises from the Demand Database [26] 
was used. The other eight selected noises were: a 
domestic noise (inside a kitchen), an office noise 
(meeting room noises), three public space noises 
(cafeteria, restaurant and train station), two 
transportation noises (car and subway) and the street 
noise (busy traffic intersection). SNR-levels used for 
the training were: 15, 10, 5 and 0 dB. In summary, a 
total of 40 noise conditions were produced due to  
4 SNR and 10 noise types. For an even tougher 
performance test of the speech enhancement system,  
5 noises that were not employed in the training phase 
were used in the test data set to ensure the noise 
independence. In addition, two other speakers were 
selected to ensure the speaker independence of the 
enhancement system. Otherwise, SNRs of the test set 
were slightly higher, namely 17.5, 12.5, 7.5 and  
2.5 dB. 

5.2. Training Setup 
 

The mixed dataset was downsampled to 16 kHz. 
The input of the neural networks as mentioned in 
Section 2 were the 161- and 257-dimensional 
magnitude spectrum (half of the entire spectrum) 
calculated from STFT, while the Hann windows 
lengths with respect to the input sizes were 320, 512 
with a 50 percent overlap in both cases. All models are 
trained with Adam optimizer [27] and MAE loss 
function. The learning rate was reduced during the 
training, starting from 0.0001 and reduced by a factor 
of 0.8 if the validation loss did not decrease after 5 
epochs. In addition, an early stopping function was 
employed to avoid overfitting. 
 
 
6. Result and Discussion 
 

The results for the convolutional-add-skip 
connections, which are discussed in the last section are 
shown in Table 1. In view of this table, it is seen that 
by interesting cheap descend convolutions in the 
proposed model an improvement can be noticed. 

The experimental results of the performance of the 
optimized model as well as the baseline CRN U-Net 
(mentioned as CRN-Softplus-concat-skips) are 
considered in Table 2 and Table 3.  

In Table 2, it is necessary to mention that the input 
size was a 161-dimensional magnitude spectrogram. 
All kernel sizes have been set by (2, 3) with a stride of 
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(1, 2). After implementation and evaluation of the 
baseline model, the first optimization was performed 
with an activation function PReLU and add-skip 
connection. The result can be seen in the second line of 
Table 2. The optimization was continued with the 
implementation of 2 BLSTM layers after the LSTM 
layers and the mentioned add-convolutional skip 
connection. Every CRN model has 4, 5 or 6 encoder 
decoder dimensions and 2 LSTM layers in between 
and they are extended 2 BLSTM layers. 

In the second part of the investigation a larger input 
dimension 257 was chosen. It might be like other 
classical machine learning tasks that the larger the 
dimension, the more difficult the task becomes for the 
neural network.  

In contrast, it was also clear that in larger 
dimensions or larger FFT more speech information per 

every time frame is available. The results of this 
investigation are shown in Table 3. 

 
 

Table 1. Comparison between the improvements of the 
model versus the complexity of the model (number of 
trainable parameters). With the description add conv 
descending is meant that the kernel size is decreasing in (1, 
1) steps from (5, 5) in the last decoder layer to (1, 1) in the 
first decoder layer. 

 

Skip Connection 
Δ computational 

complexity[k] 
Δ ζ 

Add skips 0 0 
Add conv (1,1) skips 87.7 0.1 
Add conv (3,3) skips 768.1 0.17 
Add conv (5,5) skips 2182.2 0.33 
Add conv descending  192.2 0.3 

 
 
 

Table 2. Results of evaluation metrics for CRN U-Net(second row) and extended models. The Softplus and PReLU represent 
the activation function of the last layer of the network. The third through fifth rows contain the optimized and the extended 
models, respectively. The green line represents the best result in this comparison. 

 
Model PESQ fwSNRseq Stoi LLR Si-SDR 

Noisy speech 1.97 10.97 0.92 0.59 8.44 
CRN5-Softplus-concat skips 1.86 11.95 0.93 1.23 16.52 
CRN5-PReLU-add skips 2.4 12.92 0.92 0.87 16.64 
CRN5-PReLU+2BLSTM-add skips 2.47 13.72 0.92 0.84 16.84 
CRN5-PReLU+2BLSTM-descending conv-add skips 2.79 15.01 0.94 0.53 16.87 
CRN6-PReLU+2BLSTM-descending conv-add skips 2.74 15.26 0.94 0.8 16.99 

 
 

Table 3. Results of different analyzed models, which has 4, 5 or 6 encoder-decoder layers. The input size was a  
257-dimensional magnitude spectrogram. *Here the stacked LSTMs and BLSTMs have a PReLU activation function. The last 
row contains the result of the proposed model.  

 
Model PESQ fwSNRseq Stoi LLR Si-SDR 

Noisy speech 1.97 10.97 0.92 0.59 8.44 
CRN4-Softplus-concat skips 1.76 11.16 0.93 1.31 16.41 
CRN4+2BLSTM-C = {16,16,32,64}-descending-conv-add-skips 2.81 15.3 0.94 0.43 17.79 
CRN4+2BLSTM-C = {16,16,32,128}-descending-conv-add-skips 2.84 15.49 0.94 0.42 17.88 
CRN5+2BLSTM-C = {16,32,64,128,128}-descending-conv-add-skips 2.84 15.33 0.94 0.46 17.99 
CRN6+2BLSTM-C = {16,32,64,128,256,256}-descending-conv-add-
skips* 

2.82 15.53 0.94 0.38 17.84 

CRN6+2BLSTM-C = {16,32,64,128,256,128}-descending-conv-add-
skips* 

2.86 15.61 0.94 0.39 17.87 

 
 
In addition, it should be taken into consideration 

that the complexity of the model plays a decisive role 
compared to the improvement of the enhanced signal. 
To illustrate this assumption more clearly, consider 
Fig. 3. Here all selected models were represented on 
the basis of the improvement of the enhanced signal, 
which was obtained by defined criterion, see Eq. (5). 
in the comparison of the computational effort. It can be 
seen that the proposed model demonstrates a major 
improvement in the quality of the enhanced signal in 
comparison to CRN U-Net, although the complexity of 
the model is significantly lower. Besides, Fig. 3 also 
shows a classic Wiener filter, which is actually an 
unfair comparison, but it shows the benefit of using 
deep neural networks for speech enhancement. As can 

be seen in Fig. 3 and Table 3, the proposed model 
(CRN6+2BLSTM-C= {16, 32, 64, 128, 256, 128}-
descending-conv-add-skips) consistently outperforms 
all other architectures considered in this study. 
 
 

7. Conclusions and Future Work 
 

All experimental results have shown that the 
proposed model architecture outperforms CRN U-Net 
and can be generalize to unseen sounds as well. The 
proposed model has demonstrated the effectiveness of 
the proposed model in speech enhancement. In 
summary, the whole proposed neural network that 
combines CRN U-Net, descending convolutional-add-
skip connections and bidirectional neural network can 
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be considered as a non-linear end-to-end filter for noise 
reduction in the frequency domain. In further steps, the 
improvement of the phase should also be taken into 
consideration, therefore the extension of the proposed 
model with a phase correction part is of major interest.  

For the visual representation of the differences 
between the proposed model and the other models, the 
comparison of the spectrograms of the representative 
models are shown in Fig. 4. 

 
 

 

 
Fig. 3. Quality improvement vs. computational complexity. 
The green triangle shows the proposed model and the purple 
triangle displays the CRN U-NET considered as the baseline. 

 
Fig. 4. The comparison of the spectrogram of noisy 
and clean test sample, together with the denoised 
spectrograms using CRN U-Net and the proposed Model. 
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Summary: In this article, the author considers BIG data as a conceptual basis for business intelligence systems. The 
information obtained as a result of the development of such systems is a valuable asset and competitive advantage of the 
company, provided that a unique, critical data segment is identified. The author considers it extremely important to develop 
and distribute industry-specific BI solutions available for small and medium businesses. As an example, the author cites the 
development of a predictive business analytics system using the example of a network fitness club. 
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1. Introduction 
 
The volume of the global market for big data and 

business intelligence (BDA) has a high growth rate 
(more than 10 % per year) and, according to IDC 
experts, amounted to $215.7 billion in 2021. The main 
driving force that stimulates enterprises to conduct 
research in the field of big data analysis and 
interpretation, is the competition. As a result of such 
research, the company can obtain information about 
internal processes and external factors, identify 
patterns, correlations, and risks, and make accurate 
forecasts. Thus, this information used to make 
management decisions becomes a significant 
competitive advantage, and data science, one of the 
key technological areas. 

The Big Data market in Russia is also experiencing 
dynamic growth. According to the forecast of the Big 
Data Association, by 2024 it will reach 300 billion 
rubles. 62% of Russian companies are already working 
with Big Data solutions, many of them for more than 
three years. This indicates good prerequisites for the 
further development of Big Data in Russia: there is a 
steady demand for IT products and services, an 
understanding of the need to develop data science as a 
science, support for R&D, and organizations 
conducting their own research. A stack of technology 
used has been identified, and sufficient experience has 
been accumulated to predict the economic effect of 
implementing data science solutions and avoid typical 
implementation problems. 

At the state level, the “National Strategy for the 
Development of Artificial Intelligence until 2030” 
dated October 10, 2019 was adopted. It included 
regulating the interaction between government 
organizations, non-profit associations, educational and 
research organizations, and commercial enterprises for 
the effective development of this area, as well as the 
popularization of data science as a science. The 

“Artificial Intelligence” federal project of the “Digital 
Economy of the Russian Federation” national program 
(approved by the protocol of the Presidium of the 
Government Commission on Digital Development, the 
Use of Information Technologies to Improve the 
Quality of Life and the Conditions for Conducting 
Business of August 27, 2020 No. 17) provides for the 
following targets: 
 an increase in the number of companies developing 

AI solutions that received state support under the 
“Artificial Intelligence” federal project from 247 
companies in 2021 to 1,999 in 2024; 
 an increase in the number of AI specialists trained 

under higher and additional education programs from 
1,916 people in 2021 to 4,241 in 2024; 
 doubling the AI community between 2021 and 

2024; 
 100 percent of federal executive authorities that 

have approved changes to departmental digital 
transformation programs and are implementing 
measures to introduce AI and prepare datasets. 

In addition, work is currently in progress to form a 
registry of software related to artificial intelligence 
systems in accordance with GOST R 59277–2020, or 
containing elements related to artificial intelligence 
systems. Currently, work is already actively underway 
on national, interstate, and international 
standardization within the framework of the 
RUSSOFT non-profit partnership participating in the 
TK-164 “Artificial Intelligence” Technical Committee 
for Standardization. To date, a number of measures for 
state support of innovative developments in the field 
of big data processing have also been developed. 

Big data is by far the most promising direction in 
the development of the IT industry. Analysts at IDC 
predict that by 2025, organizations, not individuals, 
will produce most of the data. As the volume of data 
increases, so do the requirements for analytical 
systems: instead of processing data on past events or 
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periods, systems are increasingly required to provide 
real-time results and forecasting. This creates the need 
not only for a complete digital transformation of the 
enterprise, but also for a change in the attitude to data 
at all levels, since the completeness and reliability of 
this data affects how correct the results of the BI 
analytics system development would be. Thus, BIG 
DATA as the amount of accumulated heterogeneous 
information that requires the use of scaling technology 
for efficient data storage, processing, management, 
and analysis can be reckoned the conceptual basis of 
BI systems. 

In this article some aspects of BID DATA 
principles in BI systems are given/The main 
methodological approach and ideas are presented in 
articles of V. Zaslavskaja, for example, in [9]. 
 
2. BIG Data as a Conceptual Basis  

for Business Intelligence Systems 
 

The analysis of results of measurement of linear As 
the volume, diversity, and the importance of data 
processing for the enterprise grow, it becomes the most 
crucial task to identify its unique, critical segment, the 
content of which will have a significant positive impact 
on the user (client) experience, become the basis for 
solving complex problems, and help to scale the 
company. Identifying and maintaining this segment 
holds great potential and helps to avoid wasting 
resources on constantly processing the entire volume 
of data. 

The development of BI solutions based on Big Data 
and machine learning, as well as creating conditions 
for their use in the segment of small and medium-sized 
businesses, can have a serious impact on the Russian 
economy as a whole. The development of domestic 
software solutions based on predictive business 
analytics and machine learning, taking into account the 
specifics of a particular industry and financially 
accessible to small businesses, would allow many 
companies to avoid financial losses and save jobs. 

In 2022, a significant number of small and 
medium-sized enterprises closed or suffered financial 
losses. According to FinExpertiza, from March to June 
of this year, more than 113.5 thousand commercial 
enterprises stopped working in Russia, which is  
17.5 % more than in the same period last year. The vast 
majority of closed companies belong to the segment of 
small and micro business. 

The head of the company needs a broad expertise 
and a holistic vision based on a deep understanding of 
the internal business processes and potential of the 
company, knowledge of the industry, market, trends, 
international situation, and other external factors. The 
more complete this picture, and the more factors, as 
well as their influence coefficients and 
interrelationships, the manager takes into account 
when making decisions, the more successful the 
company’s strategy. In fact, the leaders of small and 
especially micro-companies are overloaded with 
operational activities.  

 

 
 

Fig. 1. Standard reports of the management accounting automation system. 

 
 

Over the past 20 years, small businesses have 
accumulated significant amounts of data that can be 
effectively used in business intelligence systems, 
coupled with open statistics, semi-structured data from 

social networks, industry aggregate data, and data 
accumulated by various types of data loggers. State 
support for the development and certification of BI 
systems for medium, small, and micro businesses 
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could help overcome the main problems that become 
an obstacle to using BIG DATA technologies for small 
companies: lack of budget and competencies in the 
team to develop their own solutions, the difficulty of 
working with a variety of formats and a significant 
amount of unstructured and semi-structured data, all 
employees of the company being insufficiently aware 
of the value and potential of data (according to experts, 
13% of respondents-heads of companies voice this 
problem), and necessary investments in the 
infrastructure and reorganization of business 
processes. 

Let’s consider the practical application of a 
business intelligence system using the example of one 
of the leading Russian chain fitness clubs, which, 
however, belongs to the small business segment 
according to the classification. 

For more than 10 years, fitness clubs and many 
other service companies have been operating in a 
highly competitive environment. In order to attract and 
retain customers, club management is constantly 
working on pricing policy of memberships, marketing 
and advertising campaigns, analyzing the target 
audience, and improving the quality of customer 
service. The object in question is equipped with a 
management accounting automation system, a CRM 
system, and biometric equipment for accessing the 
club (turnstiles, video surveillance equipment with a 
face recognition system). To date, there is no ready-
made software solution for business analysis in this 
area, thus the top management of the network has to be 
guided by expert assessments founded on the basic 
reports of the automation system.  

Conducting in-depth interviews with the top 
managers of the club made it possible to form a number 
of questions, answering which would help to organize 
the work with clients more effectively, form a pricing 
policy more reasonably in a highly competitive 
environment, deeply understand business processes, 
the causes of various phenomena, and patterns, make 
deliberate management decisions, and scale the 
business. In order to answer these questions, it is 
necessary to apply new approaches and business 
intelligence tools, as it is impossible to answer then 
with an expert method. 
 - segmenting the target audience, forming a deep 
understanding of the processes and a holistic vision of 
the situation and prospects. 

 - identifying patterns in the behavior of various 
categories of customers, distinguishing segments of 
the target audience using the correlation method, as 
well as relationships between the time / date of visiting 
the club and purchasing additional services and any 
other actions / events recorded in the system, taking 
into account all the data accumulated in the 
management accounting automation system, CRM, 
data from video recorders and turnstiles, semi-
structured data from social networks, statistics on the 
area in which the club is located, the history of weather 
changes, the schedule of public holidays, major district 
events, city events, etc. 

 - Personalizing communication with the client, 
forming recommendations based on the analysis of 
their preferences, psychological characteristics, and 
the accumulated experience of interacting with them. 

What is crucial in the matter of visiting the club, 
and what is the main reason for visiting the club for 
different target groups? 

- What are the common traits of clients who buy a 
lot of additional services and personal training? 

- Which categories of clients go only to the pool or 
only to the aerobic room? 

- Analysis and identification of patterns in 
customer leaving. Giving recommendations: what can 
help the client return to the club? 

- How many people buy memberships not for 
themselves? 

- How is the distance between the client and the 
club related to the frequency of visiting the club, 
renewing the membership, purchasing additional 
services, and other options (considering that some of 
the addresses in the database are registered, and not the 
actual ones). 

- When a client is offered a choice of a VIP coach 
(more expensive) or a regular one, with which of the 
coaches does the client stay longer? What segment 
does this client belong to, what traits does he have?  
Are there any additional patterns? 

- Forecasting visits to the club by clients for two 
weeks ahead, taking into account the forecast of 
weather conditions, season, holidays, club promotions, 
etc. 

● Marketing and promotions. Analytics, 
recommendations, and forecasting. 

 - Recommendations on promotions for identified 
segments of the target audience 

 - Analytics of the club accounts in social networks 
based on generalized information about the target 
audience, its segments, and recommendations. 

 - Analysis of the potential client audience in newly 
built houses within walking distance from the club. 
Recommendations for promotions based on 
generalized data from open statistics. 

 ● Optimizing and improving the performance of 
the sales department 

 - Analyzing the work of sales managers, 
identifying patterns and weaknesses, 
recommendations for improving the efficiency of each 
employee and the department as a whole. 

 - Funnel optimization: call, meeting, closing 
 - What is the optimal time spent by the manager 

from the first contact to the purchase? 
 ● Abuse detection 
 ● Pricing and membership renewals 
 - What is the critical cost, and to which it can be 

increased without the risk of losing a serious 
percentage of customers. 

Identifying reasons and non-obvious connections 
between the client leaving or not renewing the 
membership and any other data? 

- Predicting the renewal of memberships based on 
the analysis of the totality of data accumulated and 
obtained from open sources. 



4rd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2022),  
19-21 October 2022, Corfu, Greece 

203 

- How many visits per year are enough for a 
customer to be likely to renew their membership? 

● Biometrics, video surveillance and face 
recognition 

 - Which areas are visited by which clients (aerobic 
room, gym, swimming pool, group classes).  Reveal 
patterns between segments of the target audience and 
visits to certain zones. 

 
Planned results: 
- Increasing sales through a deeper 

understanding of the needs of target audiences, 
improving personal sales and advertising; 

- Reducing the percentage of refusals to renew 
membership cards, the return of the customers who had 
previously left; 

- Reducing the load on sales managers (including 
emotional, which is due to personal 
recommendations); 

- Redistribution of the load on different zones of 
the club at different times and days. 

Thus, a business intelligence system based on large 
amounts of data accumulated over the past 10-15 years 
by commercial enterprises, taking into account 
external statistics, is a unique source of information, a 
competitive advantage, and a valuable asset. The 
development and distribution of industry-specific BI 
solutions for companies in the medium, small and 
micro business segments has allowed tens of thousands 
of enterprises to avoid financial losses. 

 
 

4. Conclusion and Discussion 
 

The purpose of the study is to analyze the 
effectiveness of a predictive business intelligence 
system by comparing the financial performance of the 
club and the customer satisfaction index at the start of 
testing and after one, three, and six months.  Criteria 
for evaluation are as follows: 

1. Sales volumes of memberships and additional 
services 

2. Percentage of membership renewals, percentage 
of the clients leaving, percentage of old customers 
returning 

3. Efficiency of sales managers, assessment of 
emotional load 

4. Optimizing the loading of different club zones at 
different times of the day and days of the week. 

To solve these problems, the following 
mathematical models can be applied to ensure high 
accuracy of the result: 

- Solving problems of reduced dimension, which 
allows us to reduce noise and increase the accuracy of 
the result (Figures 2 and 3) 

- Solving the problem of training neural networks, 
which will make it possible to create a behavior model 
based on training and test data (Figures 4 and 5) 

- Solving the problem of obtaining the most 
accurate results. Models built on the basis of machine 
learning algorithms. 

Thus, the use of a business intelligence system for 
data processing is a unique source of information 
concerning internal business processes, external 
factors, their impact on the company, as well as a 
significant competitive advantage. Any such system is 
based on the concept of Big Data: collecting, storing, 
protecting, processing, analyzing, and forecasting. The 
development of BI solutions available for companies 
in the medium, small, and micro business segments 
would allow tens of thousands of enterprises to 
increase sales, optimize internal processes, predict 
risks, and their managers to determine the company 
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Summary: At the current stage of the development of management systems and information technologies, as well as in the 
context of the widespread use of software for automating business processes and the standardization of basic analytics, 
unstructured and semi-structured data are a valuable asset of the company. This is a resource that contains initial data for a 
deep understanding of both internal processes of the company and external factors influencing it, and thus the potential to 
improve the efficiency of the enterprise. In particular, the analysis and interpretation of unstructured data can allow the 
company to increase its attractiveness in a highly competitive personnel market. Another advantage would be an improvement 
of internal interaction through making management decisions with the use of not only standard reporting data, but also data 
obtained as a result of processing unstructured data. However, the effectiveness of using unstructured data directly depends on 
the ability to classify and systematize such data. These specified problems are analyzed by the author in the article using 
examples of the analysis of internal group negotiations of a commercial enterprise. 
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1. Introduction 
 
Currently, any enterprise is constantly working 

with a significant amount of information. At the same 
time, there is an annual increase in both the internal 
information flow produced by the company and the 
global volume of data. According to IBM experts, the 
global volume of data will increase to 175 zettabytes 
by 2025. Today, a significant part of the data generated 
by the business processes of enterprises is structured 
due to the wide distribution and availability of 
automation systems for management and accounting, 
sales, financial, statistical, and production reporting. 
Such systems already contain standardized analytical 
reports on the basis of which management decisions 
can be made. Using the same systems and relying on 
the same analytical reports, companies find themselves 
on an equal footing, which forces them to reconsider 
their attitude to different types of data and approaches 
to their processing. This, in turn, is one of the reasons 
for the increase in the volume of processed data. 
 
 
2. Problems of Using Semi-structured and 

Unstructured Data 
 
According to various studies, unstructured data 

accounts for 80-85 % of a company’s total information. 

                                                           
 
7 Grishkovsky A., Integrated processing of unstructured 
data, Open Systems, DBMS, 06, 2013. 
https://www.osp.ru/os/2013/06/13036849 

Since the possibilities of processing the volume of 
internal and external data are limited by the financial 
budget (and the processing of unstructured data 
requires special attention and the use of new methods), 
it is extremely important to determine the level of 
correlation between the data used and the parameters 
under study, to differentiate that data into appropriate 
for use in the study and inappropriate. 

At the same time, Business Intelligence (BI) 
systems mainly work with structured data. Separate 
systems that include an integration approach, working 
with semi-structured data types, are most often 
experimental developments. There is every reason to 
believe that the development of such systems that can 
take into account more data, identify non-obvious, 
hidden patterns or trends will become widespread in 
the near future .In this article some aspects of usage 
unstructured data are given/The main methodological 
approach and ideas are presented in articles of V. 
Zaslavskaja, for example , in [ 13 ].Working with semi-
structured and unstructured data is justified by the 
wide possibilities for the subsequent application of the 
information received, but is characterized by a number 
of problems shown in the Fig. 1.  

The key point when working with unstructured 
data is selecting (defining) ontology, i.e. “a set of a 
scheme for describing a subject area and rules for 
attributing data to this subject area”7 . Within the 
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framework of the ontology, its key points are 
distinguished: entities, attributes and relationships. In 
working with semi-structured and unstructured data, 
data mining, natural language processing, and text 
mining are actively used.  

Fig. 2 shows a diagram of working with 
unstructured data when using this data for business 
intelligence. - segmenting the target audience, forming 
a deep understanding of the processes and a holistic 
vision of the situation and prospects.  

 
 

 
 

Fig. 1. Problems and possible solutions. 
 
 

 
 

Fig. 2. Scheme of working with unstructured data when using this data for business intelligence.8 

                                                           
 

8 Grishkovsky A., Integrated processing of unstructured 
data, Open Systems. DBMS, 06, 2013. 
https://www.osp.ru/os/2013/06/13036849 
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Consider the problems and potential of processing 
semi-structured and unstructured company data on the 
example of processing internal negotiations via group 
voice communication channels. According to 
statistics, the average amount of audio data produced 
by one user per calendar month is 100 MB. Thus, the 
volume of data of a company with 10,000 employees 
obtained only through voice calls will be 12 TB of 
semi-structured data per year. The structured part of 
the data that is stored in the database at the time of 
recording the message contains only information about 
the sender and recipient (or the channel to which the 
message was sent, the date and time of sending, the 

length of the message in milliseconds and its type: 
image link, text, notification etc., an example would be 
the audio files of negotiations). 

At the same time, the amount of data contained in 
the message itself and available for subsequent 
analysis and interpretation significantly exceeds the 
primary structured part. Approaches and methods to 
the analysis of a single voice message are shown in 
Table 1. 

The methodology, results, and application of user 
voice messages analysis in the context of negotiations 
are shown in Table 2. 

 
 

Table 1. Voice message analysis. 
 

Data Possible approaches to obtaining 
information Obtained values 

The meaning of the 
message Speech Recognition Applications Unstructured text data 

Emotional coloring of 
the message Speech Emotion Recognition (SER) List (time since the beginning of the 

message, the intended emotion) 

Number of mentions of 
certain words 

Comparison with a given dictionary 
(e.g. company name) List (word, quantity) 

Features of speech 
(loudness, speed of 
speech, the presence of 
pauses) 

Analysis based on spectral-temporal, 
cepstral, amplitude-frequency or non-
linear dynamics features 

List (feature, index) 

The presence of 
extraneous noise 

Analysis based on spectral-temporal, 
cepstral, amplitude-frequency or non-
linear dynamics features

List (time since the beginning of the 
message, noise index) 

 
 

Table 2. Analysis of the message in the general context. 
 

Ability to define Possible processing 
method

Result of data 
processing Possible application 

Availability and speed 
of responses to 
inquiries 

Machine learning and 
neural networks based 
on spectral-temporal 
features 

Performance index Evaluation of individual 
employees’ performance 

Emotional satisfaction 
of the employee 

Machine learning and 
neural networks 

Index of interaction 
(communications) 

Assessment of the 
communication level 
between employees and 
structural units, 
identification of the 
“bottleneck” 

Repeat requests and 
clarifications 

Machine learning and 
neural networks based 
on spectral-temporal 
features 

Response Completeness 
Index 

Assessment of the 
qualification level of 
employees 

Context of mentioning 
company name 

Machine learning and 
neural networks, named 
entity extraction method

Employer Satisfaction 
Index 

Assessment of employee 
satisfaction by the employer 

Team sustainability Machine learning and 
neural networks 

The index of satisfaction 
with the organization 
staff

Evaluation of the level of 
satisfaction with the team, 
compatibility of employees
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The next step to obtain even more substantiated 

results is to combine the dataset of processed 
(structured) internal negotiations with other datasets of 
the company that contain information about this user 
(ERP, CRM, and other systems). In general, the 
combined datasets will help to make a more accurate 
classification of company employees, identify patterns 
in their behavior, and much more. 

Examples of practical application based on the 
identification of employee behavior patterns are as 
follows: 

● Evaluation of the emotional state and satisfaction 
of employees, their loyalty to the company, forecasting 
the likelihood of their leaving; 

● Forecasting the performance of an employee in 
another position (choosing the best candidate); 

● Assessment of the team’s compatibility, conflict 
prevention, improvement of interaction 

● Fraud detection. 
 
 

4. Conclusion and Discussion 
 

Thus, semi-structured and unstructured data are 
difficult to process and interpret, but at the same time 
they are of great value to the business. Analyzing such 
data can help to significantly increase the objectivity 
of assessing current business processes and the state of 
the market, reveal the hidden patterns and make more 
accurate forecasts. When using interdisciplinary 
research (for example, as in the case of analyzing the 
emotional state of company employees based on the 
audio data of internal negotiations) the company can 
gain a unique competitive advantage. 
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Summary: Considered are the issues of reliability of the analysis of informative measuring signals obtained by an information-
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1. Introduction 

 
The parameters of the gait technique are evaluated 

by various means for movement recording. Recently, 
developments that are based on inertial sensors and 
video systems have gained popularity. Step phases 
determination is the major problem in gait analysis. 
However, for example, the foot plantar pressure 
measurement systems do not have such problem. The 
"Dia–Sled" hardware-software complex is used to 
evaluate the dynamics of the pressure distribution 
between the foot and the supporting surface. The 
complex has been developed by the St. Petersburg 
Scientific and Practical Center of Medical-Social 
Expertise, Prosthetics and Rehabilitation of the 
Disabled named after G. A. Albrecht Dia-Service LLC 
and VIT LLC. The complex consists of sensors in the 
form of insoles including 108 load cells. To evaluate 
the foot function, ordinary shoes of a subject are used 
that meet the following requirements: sneakers with a 
heel up to 1 cm, a soft top, a flexible sole. Measuring 
insoles should be of the same size as the shoes and the 
foot of the subject. The data collection and processing 
module is attached to the subject's waist using a belt 
included in the complex. The subject is examined for 
the absence of heavy objects in the pockets and in the 
hands. The study consists of several steps as follows: 
measurement under the static condition (3 seconds) 
where the heel-to-heel interval shall range from 3 to 6 
cm, the head shall be positioned straight, the toes shall 
be on the same level; measurement under the dynamic 
condition (8 seconds): usual gait where the pressure of 
the foot on the supporting surface during walking is 
measured. The results include the following 
parameters: the plantar pressure distribution, pressure 
center trajectory and integral load graphs [1, 2]. 

The "Biokinect" training complex (R&D and 
manufacturing company LLC "Nevrokor") is designed 

for training of walking in order to restore the rhythm 
and time structure of the step cycle, movements in the 
joints of the lower extremities, proper automatism of 
muscles, weight bearing of lower extremities. It is 
possible to conduct a clinical analysis of the motion 
biomechanics simultaneously with rehabilitation 
training, using methods of functional electrical 
stimulation and biofeedback. However, this simulator 
is not a portable means of assessing rehabilitation 
measures or the degree of recovery of motor skills. 
Many companies specializing in medical 
equipment/training devices produce products designed 
to evaluate gait techniques but the reliability of the 
results is still questionable. While the problem has 
been partially solved in the case of motion video 
recording systems, the portable wearable systems still 
have this problem, therefore, it is important, especially 
in the field of medical and sports rehabilitation, to 
develop novel custom systems for evaluation of gait 
training that provide increased reliability of 
measurement results. 
 
 

2. Materials and Methods 
 

2.1. IMS Structure 
 

Based on the analysis of the IMSs used to solve the 
task, a structure was determined that meets the criteria 
of effectiveness and requirements for the study of the 
kinematics of human/human limb motion, which was 
a penalty function-based criterion [3]. The structure 
combines the measuring, computing and interface 
components of the system that are designed for the 
investigation of human locomotions [4]. The structure 
may have a wired, wireless, accelerometric and 
complex implementation. An example of the 
implementation of a wireless system is shown in  
Fig. 1, where MM is a measuring module, RM is a 



4rd International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2022),  
19-21 October 2022, Corfu, Greece 

209 

radio module, PC is a personal computer/laptop with a 
wireless radio channel, MD is a mobile device with a 
wireless radio channel (smartphone, tablet). 
 
 

 
 
Fig. 1. Block diagram of the information-measuring system. 
 
 
2.2. Algorithmic Provision 
 

The analysis of results of measurement of linear 
accelerations in the informative points of the human 
kinematic image makes it possible to determine the 
values of accelerations in the gait of a conditionally 
healthy person. To establish the possibility of 
determining gait anomalies in patients with various 
types of pathologies. To formulate proposals for the 
selection of signal fragments suitable for the formation 
of diagnostic markers [5, 6]. 

The developed algorithmic software for the 
detection of abnormal informative parameters provides 
for the reliable evaluation of these parameters. 

The authors have considered examples of 
evaluation for the neurosurgical clinical area [7]. 
Algorithmic software has been developed for a 
measuring system for monitoring the parameters of a 
personal kinematic image in order to implement an 
output system, i.e. evaluation of the condition and 
analysis of developmental trends for the current 
situation [8]. The Mann–Whitney U test has been 
tested for possible use, the limitations of the test 
capabilities has been confirmed. Rules have been 
developed to prevent the occurrence of type II errors 
when applying the Mann–Whitney U test [9, 10]. 
 
 
3. Results 
 

The object of the present study is linear 
acceleration signals characterizing the lower extremity 
motion during the gait cycle. 

The results (the number of gait cycles) can form 
both a representative sample (100 readouts) and small 
samples; the latter is typical, since, even in a hospital, 
it is rarely possible to find a straight-line section of the 
appropriate length, not interfered by medical personnel 
and patients, for the experiment. 

As a result of the experiments, we obtained records 
of measurements of linear accelerations along three 
axes from sensors placed at informative points in the 
heel area: 

• The X-axis is vertical, directed vertically 
upwards; 

• The Y-axis is sagittal, directed in the direction of 
movement; 

• The Z-axis is transverse, directed perpendicular 
to the direction of movement.  

To study the problem, measurements of motion 
characteristics were carried out: 

• In a conditionally healthy person; 
• In post-trauma condition: fracture of the ankle of 

the fubula, fracture of the posterior edge of the tibia, 
deltoid ligament rupture, syndesmosis rupture; 

• During treatment: sutures were applied to the 
deltoid ligament, syndesmosis was fixed with two 
screws, a retentive bandage. Following the removal of 
the retentive bandage, the metal structure was 
repositioned after a critical time; further, we observed 
the onset of syndesmotic ossification leading to limited 
mobility of the ankle joint. 

The measurement results were generated in the 
form of protocols, where CHP refers to a conditionally 
healthy person; IRB refers to post-trauma condition 
and removed retentive bandage; IRB1 is one week of 
treatment following the removal of the retentive 
bandage; TFP2 is 2 weeks of treatment following the 
removal of the retentive bandage; TFP3 is 3 weeks of 
treatment following the removal of the retentive 
bandage; TFP4 is 4 weeks of treatment following the 
removal of the retentive bandage; TFP5 is 5 weeks of 
treatment following the removal of the retentive 
bandage; TFP6 is 6 weeks of treatment following the 
removal of the retentive bandage; MR is following 
removal of the metal structure that stabilizes the tibia 
and fibula; MR1 is one week following the removal of 
the metal structure that stabilizes the tibia and fibula; 
MR6 is one month and a half following the removal of 
the metal structure that stabilizes the tibia and fibula. 

There has been no fundamental differences in the 
shape and amplitude of the signals, so we conducted a 
statistical study of the time parameters of gait, the 
results are shown in Table 1.  

In a conditionally healthy person, two-footed 
support phase was about 50 milliseconds, with the 
spread of the duration of the support phase being 35 
milliseconds. The values were the same for the right 
and left limbs. 

In a person at the rehabilitation stage following 
removal of the retentive bandage, but with the screws 
left, the two-footed support phase in the case of 
stepping with the right, injured foot was on average 24 
milliseconds, with a parameter spread of 40 
milliseconds. When stepping with the left foot, the 
two-footed support phase averaged 90 milliseconds, 
reached 0.12 second, the spread of the phase duration 
was 50 milliseconds. It took in average 0.58 second 
from placing the right injured foot on the ground to 
placing the left foot on the ground; it took in average 
0.53 second from placing the left foot on the ground to 
placing the right injured foot on the ground, which was 
50 milliseconds less. Further, there was observed 
significant discrepancy between the parameters 
tpl_right – tpl_left and tpl_left – tpl_right, and 
complete divergence between the samples (tpl_right is 
the time of placing the right foot on the ground; tpl_left 
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is the time of placing the left foot on the ground). 
Following rehabilitation, the discrepancy between the 
parameters tpl_  – tpl_left and tpl_left – tpl_right was 
insignificant. Tables 1, 2 show the comparison of the 
time parameters of the phase structure of the subject's 
gait as a function of the rehabilitation period. 
 
 

Table 1. Comparison of time parameters of the phase 
structure of gait and their spread. 

 
No. Parameter 

Units CHP IRB MR MR6

1. Mean gait cycle 
duration  sec 1.196 1.147 1.182 1.134

2. Spread of the 
parameter "gait 
cycle duration" 
(SGCD) 

sec 0.105 0.165 0.125 0.025

3. Mean support phase 
duration sec 0.735 0.714 0.739 0.688

4. Spread of the 
parameter "support 
phase duration" 
(SSPD) 

sec 0.030 0.085 0.030 0.015

5. Mean heel raise 
phase duration 
(MHRD) 

sec 0.214 0.190 0.197 0.194

6. Spread of the 
parameter "heel 
raise phase 
duration" (SHRD) 

sec 0.020 0.055 0.040 0.020

7. Mean swing phase 
duration (MSPD) sec 0.458 0.436 0.444 0.451

8. Spread of the 
parameter "swing 
phase duration" 
(SSPD) 

sec 0.025 0.095 0.115 0.035

9. Support phase/gait 
cycle ratio % 61.4 62.2 62.5 60.7

10. Swing phase/gait 
cycle ratio % 38.3 38.0 37.5 39.8

 
 

We compared samples, which were taken in the 
CHP state and post-injury state with the retentive 
bandage removed from the ankle, characterizing the 
duration of the gait cycle, the support phase, the swing 
phase, the duration of foot lift according to the Mann–
Whitney U test. This test can verify the hypothesis that 
two samples come from the same general population 
H0: F1(x) = F2(x). The hypothesis also includes 
equality of median values and equality of mean values 
μ1 = μ2. In the process of calculating the empirical 
value of the criterion, sets of values of samples X1{x1, 
… xn1} и X2{x1, … xn2} are put in correspondence 
with sets of ranks R1{R1, … Rn1} и R2{R1, … Rn2}. 
It was found that the samples characterizing the 
duration of the support phase and the foot raise phase 
diverged insignificantly, the discrepancy between the 
duration of the gait cycle and the swing phase were in 
the ambiguity area. 

Table 2. Comparison of the spread of measured time 
parameters as a function of rehabilitation period 

 
Parameter 

 
Period  
of control 

SGCD, 
sec 

SSPD, 
sec 

SHRD, 
sec 

SSPD, 
sec 

CHP 0.105 0.030 0.020 0.025 

IRB 0.165 0.085 0.055 0.095 

IRB1 0.088 0.050 0.043 0.050 

IRB2 0.043 0.070 0.060 0.047 

IRB3 0.165 0.085 0.030 0.095 

IRB4 0.110 0.080 0.035 0.080 

IRB5 0.140 0.050 0.030 0.120 

IRB6 0.145 0.097 0.025 0.085 

MR 0.125 0.030 0.040 0.115 

MR1 0.045 0.040 0.085 0.025 

MR6 0.025 0.015 0.020 0.035 

 
 

Furthermore, there was observed a significant 
overlap of samples, but the samples included results 
that deviated significantly from the majority. 
Obviously, these were not because of failures in the 
measuring system but rather gait anomalies. To 
identify outliers in a small sample, it is practical to 
apply a rank comparison approach [10]. When 
analysing the effectiveness of rehabilitation measures, 
outliers should be identified not with the aim of 
excluding them from consideration when determining 
the significance of the discrepancy between samples, 
but rather determining disorders in the motion 
stereotype. 

As shown in Fig. 2, small samples characterizing 
the value of the spread of the durations of the gait cycle 
and the step phases obtained at various stages of 
rehabilitation are characterized by the presence of 
overlaps and outliers. It is incorrect to use 
mathematical statistics methods to exclude outliers in 
this case; therefore, an approach based on comparing 
the ranks of readouts for different samples was applied. 
According to the test, the discrepancy between the 
samples in terms of the duration of the gait cycle in 
CHP and in patients following the removal of the 
retentive bandage was in the ambiguity area; after 
excluding the outliers, the discrepancy was 
insignificant. The discrepancy between the samples of 
the duration of the gait cycle in CHP and in a patient 
following MR was insignificant, the discrepancy 
between the samples of the durations of the gait cycle 
in CHP and a patient following the completion of 
rehabilitation was significant. 

The Mann–Whitney U test is considered to be 
resistant to type I errors. When sampling 5-7 readouts, 
the type II error occurred when the values of the 
sample readouts diverged, where the readouts of 
sample 2 exceeded the values of sample 1 in a single 
readout that had a rank below sample 1. A rule for 
detecting an outlier from a sample of n readouts to 
reduce the probability of the type II error: 
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Fig. 2. Samples of the duration of the gait cycle in CHP, IRB, MR and MR6. 
 

If  

   22 23 2 12 13 1 21, ,..., , ,...,n nR R R R R R R   

 13 14 1, ,..., nR R R , then exclude the readout X21, which 

corresponds to the rank R21, and reapply the test. 
However, outliers still effect the occurrence of  

type I errors; accordingly, the test show that the 
empirical value was in the ambiguity area when 
comparing the CHP and IRB samples, with 4 readouts 
overlapped. In general, the problem of detecting 
outliers to exclude type I errors cannot be solved, but 
in terms of the present study, the reference values may 
be not only the absolute values of the parameter 
characterizing the CHP gait but also the parameter 
spread value. In this case, the rule for excluding 
outliers is formulated as follows:

max max min( )H R R R   , where H is the calculated 

threshold level, Rmax, Rmin are the maximum and 
minimum values of the sample of "grouped" values. 
Readouts that were less than the set threshold level H 
were excluded from the sample. 

 
 

4. Conclusion and Discussion 
 

The exclusion of a readout classified as an outlier 
reduces the likelihood of type I/type II errors but, to 
evaluate the effectiveness of rehabilitation, it is more 
important to identify in the sample a readout showing 
gait anomalies. 

By using the rules for excluding outliers for small 
samples and criteria for evaluating the significance of 
their discrepancies, it is possible to determine the 
general trend of changes in the parameter under study; 
however, a detailed examination of each sample from 
the point of view of the appearance of anomalies is 
necessary to adjust the current rehabilitation measures, 
including the psychoemotional state of the subject. 

It should be noted that processing small samples 
from the point of view of evaluating the parameters of 
human motion is quite a labour-consuming task, as 
there are various causes of motion anomalies, and 
therefore, there is an urgent need for the development 

of algorithmic support for the analysis of small 
samples based on large amounts of accumulated data 
using neural network technologies. These issues will 
be solved in next stages of the study. 

The study was carried out with the financial 
support by the Russian Science Foundation, project 
No. 22-29-20123 (50% contribution) and the St. 
Petersburg Science Foundation in accordance with the 
agreement dated 14/04/2022 No. 14/2022 (50% 
contribution). 
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Summary: The article is devoted to the issue of a formalized description of the uncertainty components of a virtual digital 
scale of a control system built on the basis of video recorders in order to present it as a measuring instrument. An analysis of 
the system structure is carried out in order to determine the hardware and methodological components, uncertainty. Here are 
considered the modes of calibration, certification, control, issues of creating digital twins based on the kinematic portrait of a 
person for use in rehabilitation systems in medicine and sports. The creation of digital twins of objects, systems, processes is 
widely used to improve the accuracy of monitoring their state, forecasting, improving the quality and reliability of making 
management decisions. At the same time, an important aspect is to reduce the uncertainty of the pattern boundaries, which 
increases the reliability of application of the system and the development of a control action or a prediction result. Uncertainty 
reduction is provided by means of measurement, with the help of which control procedures are carried out. 
 
Keywords: Virtual 3D scale, Instrumental error, Kinematic portrait of a person, Information and measurement systems, 
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1. Introduction 

 
The rapid development of systems for registering 

coordinates, determining the parameters and functions 
of movement in space of individual informative points, 
objects or processes based on the analysis of video 
frames has led in many cases (when solving various 
practical problems) to the need to determine the 
guaranteed reliability and evaluate the uncertainty of 
the obtained results. Evaluation of these characteristics 
will make it possible to introduce developing video 
recording systems into the rank of measuring tools, 
which provide the determination of the spatial 
coordinates of given informative points, the dynamics 
of their movement, movement characteristics, 
movement functions, etc. It should be noted that an 
extremely small number of publications are devoted to 
the issues of metrological analysis and maintenance of 
coordinate and motion registration systems. Therefore, 
an attempt is made below to conduct a metrological 
analysis of the principles of video recording and 
determine the functions of its metrological support. 

Video recording systems are widely used not only 
in technical fields, but also in sports and medicine. 
They allow to create personal systems for monitoring 
a person's condition at all stages of a human life 
activity. Especially important are the situations after 
the traumatic recovery of sportsmen or patients. A 
personal trajectory of the patient's rehabilitation can be 
analyzed or formulated on the basis of the generated 
personal kinematic portraits of a person (KPP), 
reflecting the various phases of the rehabilitation 
process: the reference KPP, the working KPP, the 
current KPP. At the same time, a system of digital 
twins based on the KPP is created. Obviously, in this 

case, the metrological support of registration systems 
becomes essentially important. 

As shown by the analysis of patent and scientific 
and technical documentation, modern trends in the 
development of the concept of constructing systems 
for determining the coordinates of an object to improve 
the accuracy of measurements in the field of 
kinematics of motion, robotic systems, measurement 
of object parameters suggest: the use of satellite 
navigation technologies (GPS, GLONASS), radio tags 
and ultrasonic sensors in addition to video cameras for 
real-time operation [1-8]; the use of additional sensors, 
for example, optical or ultrasonic, which are used in 
marker analysis [9-15]; development and expansion of 
the implementation of motion video recording systems 
for measuring the parameters of motion objects with a 
given accuracy [13, 15]; development of forecasting 
methods and methods for calculating the trend of 
changes in the parameters of the movement of an 
object in time [5-7]. 

During the last 6 years there were appeared 
registration systems that have good adaptability to the 
type of positioning object. These systems use satellite 
navigation technologies and algorithms for 
simultaneous processing of data received not only 
from video cameras, but also from a variety of 
additional sensors. 

Fig. 1 shows the results of the analysis of patent and 
scientific and technical documentation, reflecting 
modern trends in the development of systems for 
registering object coordinates. 

It should be noted that the number of selected 
patents is increasing. This shows the growing 
popularity of the field of technology related to the 
positioning of objects, determining the parameters and 
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coordinates of objects. In addition, it should be noted 
that there are not so many selected patents. At the same 
time, there are practically no examples of carrying out 
a full-fledged metrological analysis of the tools and 
algorithms used, which means that the topic is relevant, 
but so far little has been studied. 

 
 

 
 

Fig. 1. Dependence of the number of selected patents 
on the year of their publication. 

 
 
The conducted patent search allows us to state that 

there is a need for a classical metrological approach 
when describing modern systems for registering 
coordinates, determining parameters and functions of 
movement in space, implemented on the basis of video 
recorders, and approach the issue of analyzing such 
systems from the position of a measuring instrument. 

From the point of view of certification of 
equipment as a measuring instrument, it is necessary to 
have information on the maximum numerical 
assessment of the components of the uncertainty of the 
measurement result, i.e. the accuracy class is 
determined by the maximum value of the deviation of 
the measurement result from the true value. 

This article for the first time presents a formalized 
description of the error components of the virtual scale 
of the video system from the point of view of the 
measuring instrument. Systems built on the basis of 
video recorders are means for registering coordinates, 
determining parameters and functions of motion in 
space. They fix the coordinates of the informative 
points of the object at a certain point in time relative to 
a given reference point, which is set as the origin of the 
coordinate grid along the three axes. In this case, a 
linear three-dimensional scale (within a given 
accuracy) is formed in a given space (relative to the 
reference point), which provides the measurement of 
the values of certain parameters or functions in a space 
with a known value of uncertainty. 

The formed three-dimensional space has the 
specified metrological characteristics and if they are 
defined (the value of the uncertainty of the 
measurement results is determined), this system can be 
classified as a measuring one, and let us hereinafter call 
the formed linear three-dimensional space Virtual 
Digital Three-Dimensional Sensor (VDTDS). 

Below we will consider the relevance of creation of 
systems based on the VDTDS for sports and medicine, 
and also analyze the instrumental and methodological 
components of the uncertainty of the measurement 
results of these systems. 

1.1. The Role of a Virtual Digital 3D Sensor in the 
Formation of Digital Twins based on the CPP 

 
The creation of digital twins of objects, systems, 

processes is widely used to improve the accuracy of 
monitoring their condition, forecasting, improving the 
quality and reliability of making management 
decisions. This technology has also covered the fields 
of medicine and sports. It is impossible to create a 
universal digital model of a person. Therefore, to solve 
specific problems in various fields, it is reasonable to 
create digital twins of a person [16-21]. For example, 
to assess the physical and psycho-emotional state of a 
person after an injury or operation, a kinematic portrait 
of a person can be used [22-24]. 

The kinematic portrait of a person (KPH) is a fixed 
set of controlled (measured) parameters and 
characteristics of the movement of given points of the 
human body in space [25]. For systems implemented 
on the basis of inertial sensors, for example, the Xens, 
Biokinect systems, measurements of linear 
acceleration in space along three axes and the speed of 
rotation around each of the three axes are carried out at 
each point. Thus, controlled parameters provide the 
possibility of obtaining a large number of measured 
signal values (direct measurements), as well as 
determining a large number of controlled 
characteristics determined on their basis (indirect, joint 
and cumulative measurements). 

The system for evaluation of the state of a person 
according to the characteristics of his KPP is based on 
large amounts of practical (experimental) data for each 
area and requires the following tasks to be solved: 

Creation of knowledge bases in the main clinical 
(diagnostic) areas (analysis of the characteristics of the 
KPP, determination of informative parameters and 
algorithms for their analysis, knowledge about the 
patterns of the rehabilitation process). 

Creation of a control system (determination of 
points, structure of technical means, software), control 
and measuring system (methods of measurement, data 
processing and analysis). 

Creation of an inference system - the formation of 
an assessment of the state and analysis of the 
development trend of the current situation. 

It follows from medical practice that the same 
biophysical characteristics of a person can indicate 
different effects of his condition for different genders, 
age groups, weight and size parameters. Therefore, 
when designing a database (knowledge base), first of 
all, it is necessary to determine the functional and 
physical structure of human characteristics, with a 
system of informative parameters and characteristics. 
The operation of the inference system is based on the 
results of monitoring their accuracy and reliability. 
That is why great attention is paid to the creation of 
control systems. 

Recently, complexes of video recorders have 
appeared in medical practice and in the rehabilitation 
practice of sportsmen, and this gives possibility to 
control the parameters of the movement of informative 
points in space [26, 27]. However, if these complexes 
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are used as measuring instruments, it becomes 
necessary to certify them as measuring instruments, 
and to solve this problem, it is essential to analyze the 
measurement method used, the sources of error and the 
method of certification. 

Let us imagine a complex of video recorders as a 
measuring instrument (MI), the result of which is a 
virtual digital three-dimensional sensor (VDTDS). 

Let us consider its physical principle, organization, 
technical and metrological characteristics, issues of 
assessing the instrumental and methodological 
components of the error - certification, as well as 
possible ways of its application for creating a database 
of digital twins based on the KPP. 

 
 

2. Materials and Methods 
 

The hardware and software measurement 
instrument VDTDS is a certain space controlled by a 
system of video recorders located according to a 
specific scheme and providing the specified 
metrological characteristics for determining the 
coordinates of an informative controlled point, which 
is located inside of this space, with help of software for 
a PC, which is the core of the virtual measurement 
instrument (VMI). 

 
 

2.1. Physical and Mathematical Basis for VDTDS 
 

From the above definition, it can be seen that the 
basis of VDTDS is a 3-dimensional space, the 
formation of which determines the metrological 
characteristics of VMI. 

 
 

Controlled space and layout of recorders 
The size and location of the controlled space is 

determined by the layout of video recorders (VR), 
which are installed along the perimeter relative to the 
center of the formed three-dimensional scale (TDS).  
Locations of VR installation are determined by the 
coordinates (see Fig. 2): VR1(X1, Y1, Z1), VR2(X2, 
Y2, Z2), etc. 

TDS - virtual scale (VS), is formed relative to the 
base coordinate (X0, Y0, Z0), which can be located in 
any reasonable place and is specified in the TOR for 
the creation of the VDTDS (see Fig. 2). The size of the 
TDS is determined by the metrological characteristics 
of the scale, the values of which must satisfy the 
required accuracy. 

The size of TDS is defined as: 
 

 

System of video recorders 
At the given moment of time each video recorder 

forms a frame that displays the entire control space (3-
dimensional analysis space is represented as an 
information frame). At the same time, an informative 
point (a series of points) is displayed on each frame. 
The registered frames are the basis for the 
implementation of the main operation modes of the 
software and algorithms: "Calibration", 
"Certification", "Measurement". To implement these 
modes, frames from video recorders are transferred to 
a PC (see Fig. 3) or any other computing module, 
where linearization algorithms for the filmed non-
linear space are applied. 

 
 

Fig. 2. Controlled space and layout of video recorders. 

 
 

Fig. 3. Scheme of frame transmission from video recorders. 

 𝑇𝐷𝑆 𝑋 𝑥𝑚𝑖𝑛. . . 𝑥𝑚𝑎𝑥 ; … 
… 𝑌 𝑦𝑚𝑖𝑛. . . 𝑦𝑚𝑎𝑥 ; 𝑍 𝑧𝑚𝑖𝑛. . . 𝑧𝑚𝑎𝑥

 
(1) 
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3. Results 
 

3.1. Calibration 
 

The purpose of calibration is to form a linear three-
dimensional space for a specific layout of video 
recorders relative to a given base point (reference 
point). 

Source data:  
– the VR frame has a non-linear virtual scale (VR) 
space display function, which depends on the 
coordinates of the base (reference) point and the 
coordinates of the VR placement. 
 

 𝑉𝑣𝑟 𝑓 𝑋0, 𝑌0, 𝑍0, 𝑋𝑣𝑟, 𝑌𝑣𝑟, 𝑍𝑣𝑟 (2) 
 

therefore, the error of determining the coordinates is 
also non-linear function 

 

 ∆𝑉𝑣𝑟 ∆𝑋𝑣𝑟, ∆𝑌𝑣𝑟, ∆𝑍𝑣𝑟
𝑓 𝑋0, 𝑌0, 𝑍0, 𝑋𝑣𝑟, 𝑌𝑣𝑟, 𝑍𝑣𝑟  

(3) 

 

– Several frames shot by several VRs are registered at 
the same time. 

Calibration - algorithmic transformation of the 
non-linear space of the VS into a linear one 
(conversion to a linear metric) based on the results of 
shooting with several video cameras. 

Algorithms: a system of non-linear analytical 
equations for approximating the results of registration 

of several VRs; training of a multilayer neural network 
according to several VR data using exemplary tools 
(intellectual part of the system). 

Operating modes: statics - setting the quantization 
step; dynamics - setting the sampling step. 

Purpose: the formation of a variety of points of the 
reference linear 3-dimensional virtual scale. 

 
 

𝑉𝑟𝑒𝑓 𝑋 , 𝑌 , 𝑍
𝐹 𝑋0, 𝑌0, 𝑍0, 𝑉𝑅1 𝑥 , 𝑦 , 𝑧 , .. 

𝑉𝑅2 𝑥 , 𝑦 , 𝑧 , … 𝑉𝑅𝑛 𝑥 , 𝑦 , 𝑧 , 
(4) 

 
where x ϵ (xmin, xmax), y ϵ (ymin, ymax), z ϵ (zmin, zmax), F 
is the calibration algorithm. 

An example of the implementation of the 
calibration algorithm: 

1. Resolving power of VR – 0.05 mm; 
2. Calibration error – 1.0 mm; 
3. Size of VS – 2.0m × 2.0m × 3.0 m; 
4. Number of scale points – 2ꞏ103 × 2ꞏ103 × 3ꞏ103 

= 12ꞏ109. 
As a result of calibration, a reference 3-

dimensional set of cells (Fig. 4) of a virtual digital 
scale is formed and it sets the value of the coordinates 
of the informative point of the controlled object with a 
given accuracy ΔX, ΔY, ΔZ (in the example, the 
calibration error is 1.0 mm). 

 

 
 

Fig. 4. Structure of the reference cell of VDTMS. 
 
 
The entire VS space is divided into a set of cells 

that are positioned relative to the origin of the scale X0, 
Y0, Z0. Each cell defines a set of reference points 
{(Xref, Yref, Zref), (Xref, Yref+1, Zref+1), …., (Xref+1, Yref+1, 
Zref+1)}, and their coordinates are the values of VS. 
These values are determined during the calibration 
process. Also, these values are assigned to the 
measurement result during the measurement 
experiment. 

If the result of control (the value of the coordinates 
of the informative point) falls within the spatial 
coordinates of the reference cell (in Fig. 4 that is the 
point marked with an asterisk - *), the measurement 
result is assigned the value of the coordinates of the 
vertex of this cell, for which the error will have a 
minimum value: 

𝑉∗ 𝑋∗, 𝑌∗, 𝑍∗ 𝑋 , 𝑌 , 𝑍 .. 
𝑖𝑓 ∆ 𝑋∗, 𝑌∗, 𝑍∗ 𝑋 , 𝑌 , 𝑍 .. 

𝑚𝑖𝑛 ∪ 𝑋 , 𝑌 , 𝑍  
𝑖𝑓 ∆ 𝑋∗, 𝑌∗, 𝑍∗ 𝑋 , 𝑌 , 𝑍 .. 

𝑚𝑖𝑛 … 𝑋 , 𝑌 , 𝑍  .. 
𝑖𝑓 ∆ 𝑋∗, 𝑌∗, 𝑍∗ 𝑋 , 𝑌 , 𝑍  

𝑚𝑖𝑛  
 
In this case, the methodological error of measuring 

the value of the coordinates will not exceed 0.5 mm, 
and the measurement error of finding the informative 
point in space is ΔL = 0,5 × 30,5. 

Let's consider the instrumental component of the 
error associated with the technical characteristics of 
the VR. 
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For example, let's take the technical characteristics 
of the Miqus M5 camera used in the Qualisys motion 
capture system: 

•  Resolution 2048  ×  2048, 
•  Maximum capture distance (with 16mm marker) 

is 15 m. This is the maximum distance at which the 
marker covers 2×2 pixels at 200 frames per second, 

•  Standard lens (field of view) – 49  × 49 °. 
The scheme of shooting scale space is shown 

in Fig. 5. 
From the given geometry of the VS space shooting 

scheme and the technical characteristics of the VR, it 
follows that recorders of this class provide the 
following minimum errors at various distances from 
the optical focus of the camera:  

Δ = 6.5 mm, at a distance of 15 m; 
Δ = 4, mm, at a distance of 10 m; 
Δ = 2, mm, at a distance of 5,0 m; 
Δ = 1, mm, at a distance of 2,5 m. 
Thus, as a result of calibration, a VS is formed, and 

it’s metrological characteristics are determined by the 
methodological and instrumental components of the 
error of the developed algorithmic software and the 

hardware used, the layout of the VR, the location and 
size of the VS. Intelligent algorithms for the 
linearization of three-dimensional space and 
algorithms for determining (measuring) the 
coordinates of an informative point are implemented in 
a PC (see Fig. 3). The results of measuring the 
coordinates of an informative point with a known value 
of uncertainty are provided to a specialist or transferred 
to the system. That is, as a result, a hardware-software 
measurement tool was created - a virtual three-
dimensional digital sensor (VDTDS). 

 
 
3.2. Certification 
 
As a result of the calibration we obtain a VDTDS, 

which provides a measurement of the coordinates of an 
informative point located in the area of the scale space 
relative to its zero. Measurements must be carried out 
with a given accuracy ΔX, ΔY, ΔZ, ΔL. To confirm the 
value of accuracy, it is necessary to carry out 
certification. 

 

 
 

Fig. 5. Scheme of shooting scale space. 
 
 

Certification is carried out using the working 
standard "Cane" (RET) (Fig. 6), the length of which is 
determined with an accuracy of an order of magnitude 
higher than the accuracy of the used VDTDS. 

 
 

 
 

Fig. 6. The working standard "Cane". 
 
 

1. Single measurements of the value of the length 
of the working standard in order to determine the 
maximum error of the VDTDS. 

The result of measuring the WSC length value is 
obtained by implementing the algorithm for measuring 

the coordinates of the WSC start Lb*{Xb*, Yb*, Zb*} 
and the WSC end Le*{Xe*, Ye*, Ze*}. Since the 
VDTDS is a digital homogeneous space, the errors in 
measuring the coordinates of the beginning and end of 
the WSC are of a random nature and are uniformly 
distributed in the range of +0,5 × ΔX*, +0,5 × ΔY*, 
+0,5 × ΔZ*. In this example, the instrumental error is 
1.1 mm at a distance of 5.0 m in the center of the virtual 
digital scale. 

The result of measuring the WSC length is 
determined by the values of the results of measuring 
the coordinates of its beginning and end: 

 

𝐿∗ 𝐹 𝐿∗ 𝑋∗, 𝑌∗, 𝑍∗ , 𝐿∗ 𝑋∗, 𝑌∗, 𝑍∗  (6) 
 

The resulting total error in measurement of the 
coordinates +ΔL* is also random and it is described by 
the triangular probability density distribution law. In 
the considered example, the value of the instrumental 
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error of the scale varies in the range 
+ΔLs = 2.0 × 0.5 × 30.5. 

During the certification process, measurements of 
the length of the WSC are made at the VDTDS points 
which reflect its structure (see Fig. 7). 

For obtaining a reliable result, it is necessary, on 
the basis of metrological analysis, to develop a 
methodology that determines the measurement sites 
and the position of the WSC. 

It is obvious that the measurement results have the 
minimum error if the informative point is located on 
the optical axis of the VR survey or in close proximity 
to it, and the maximum error is at the edges of the scale 
space or in the proximity to its tops, since the 
maximum nonlinear distortion of the metrics of space 
can be observed in these areas. 

 

 
 

Fig. 7. Controlled space. Layout of WSC. 
 
 
The WSC length measurement error can be defined 

as the difference between the measurement result using 
the VDTDS and the true value 

 
 ∆𝐿∗ 𝐿∗ 𝐿  (7) 
 
If the measurement result has an error less than the 

given scale error – ΔLwsc
* ≤ ΔLs, the scale meets the 

requirements for accuracy and it can be assigned the 
appropriate accuracy class. 

If not – ΔLwsc
* > ΔLs, it is necessary to calibrate it 

and confirm the requirements. If this is not possible, it 
is necessary to change the structure (hardware scheme) 
and algorithmic software function of the VDTDS in 
order to achieve the desired result. 

2. Multiple measurements. Determination of the 
systematic component of the error, whether it is of 
methodological or instrumental nature, or resulting 
from the impact of influencing factors. 

If multiple tests show that the mathematical 
expectation of the WSC length measurement error 
ΔLwsc* tends to “0”, that means that there is no 
systematic component. 

Otherwise, it is necessary to specify that 
component and include it into the assessment of the 
uncertainty of the results of measurement with the 
VDTDS. At the same time, the total error must meet 
the requirements of the accuracy class assigned to the 
certified scale. 

 
 

3.3 Measurements 
 
We carried out experiments to measure the 

reference object and calculate the errors and 
uncertainties of the measurement result. The reference 

object is a working standard "Cane" of known length, 
and on its edges markers are fixed. The measurement 
is carried out using Miqus M5 cameras and specialized 
software. The cameras cover the entire measurement 
space, and each marker is visible to at least two 
cameras. 

The location of the cameras is shown in Fig. 8. Also 
Fig. 8 shows the distances from a certain point of the 
boundary of the working space to two cameras that 
simultaneously record the marker located at this point. 

The results of calculating the error in the length of 
the working standard, depending on the coordinates of 
one of the markers are given below. Fig. 9 shows the 
dependence of the error value of the working standard 
length on the values of the coordinates along the X and 
Y axes. Fig. 10 shows the dependence of the error on 
the coordinates along the X, Y, Z axes, the color shows 
the number of values of the error calculation results for 
a given coordinate.  

In the experiments carried out in the working space 
shown in Fig. 8, there was a person who moved 
holding the working standard "Cane" at the level of the 
knees, hips and chest. From Figs. 9-10 it can be seen 
that the maximum error in the length of the working 
standard is achieved at the edges of the space along the 
X axis, which is explained by the location of the 
cameras and the boundaries of the working space. Out 
of the location of cameras (Fig. 8), when a person turns 
at the edge of the working space along the X axis, the 
view of several cameras to the markers of the working 
standard is obstructed. When the view of the nearest 
cameras is blocked, the markers are fixed by two 
cameras VR1 and VR2, installed at a distance of 7271 
mm and 6943 mm, which is shown in Fig. 8. VR1 and 
VR2 are selected, because the total distance to the 
fixed marker is minimal, while VR3 will not affect the 
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error of the measurement result, since it is located 
farther from the fixed marker. The distances from VR1 
and VR2 are in the range of 5 ÷ 10 m, which gives the 
measurement error of the marker coordinates Δ from 
2.2 mm to 4.5 mm according to Fig. 5. Since the 
definition of the length of the working standard is 

based on measuring the coordinates of two markers, 
then in the worst case, the length measurement error 
will be 9mm. According to the figures below and  
Table 1, the error in measuring the length of the 
working standard is not more than 6 mm, which 
confirms the calculations. 
 
 

 
 

Fig. 8. Location of cameras relative to the workspace. 
 
 

 
 

Fig. 9. Error distribution relating to the working space. 
 
 

 
 

Fig. 10. Error distribution along each axis. 
 
 
Figs. 11-12 show the results of the distribution of 

the error in the length of the working standard when 
measuring the coordinates of the markers in the corners 
of the working space, while view of the cameras do not 
overlap. In this case, the value of the error in the length 
of the working standard was experimentally 
determined, which is not more than 3.5 mm. The 
distance from the corners of the working space to the 
nearest camera is about 3 m, and according to Fig. 5, 

in the range from 2.5 m to 5 m, the error in determining 
the marker coordinate is from 1.1 to 2.2 mm. Thus, the 
error in measuring the length of the working standard 
in the worst case will be 4.4 mm, which does not 
contradict the experimental data. 

 
 

 
 
Fig. 11. Error distribution relating to the working space. 
 

 
 

Fig. 12. Error distribution along each axis. 
 
 

Figs. 13-14 show the results of the experiment for 
determining the error in measuring the length of the 
working standard during rotational movement in the 
entire working space, while the markers of the working 
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standard were in the field of view of camera lens. As 
can be seen from Figs. 13-14, the value of the error in 
the length of the working standard is distributed rather 
evenly in the space and does not exceed 2.5 mm, 
because the markers are fixed by cameras, the distance 
to which is less than 5 m. according to Fig. 5, in the 
range from 2.5 m to 5 m, the error in determining the 
marker coordinate is from 1.1 to 2.2 mm. Thus, the 
error in measuring the length of the working standard 
in the worst case will be 4.4 mm, which does not 
contradict the experimental data. 

Table 1 shows the results of calculating the errors 
in measuring the length of the working standard for the 
experiments described above. The calculation of errors 
was carried out according to the expressions presented 
below. Calculation of the maximum absolute error: 

 
 ∆𝐿 𝐿 𝐿  , (8) 
 

where ∆L is the error of the result of measuring the 
length of the working standard, Lspl is the length of the 
working standard. 

Average error calculation: 
 

 ∆𝐿
∑

 , (9) 

 
where N is the number of measurements. 

The uncertainty estimate was calculated according 
to the expression: 

𝑆
∑ 𝐿 𝐿обр

𝑁
 (10) 

 
 

 
 

Fig. 13. Error distribution relating to the working space. 
 
 

 
 

Fig. 14. Error distribution along each axis. 
 

 
 

Table 1. Results of calculation of errors and uncertainties when measuring the length of the working standard 
 

Experiment 
number 

∆𝐋, mm ∆𝐋𝐚𝐯𝐠., mm 𝐒𝐋, mm Notes 

1. 6.0 0.40 0.3 

Calculation of the error and uncertainty of the length of 
the working standard when measuring the coordinates 
of markers during the movement of a person 

2. 3.2 -0.20 0.5 

Calculation of the error and uncertainty of the length of 
the working standard when measuring the coordinates 
of markers in the corners of the working space 

3. 2.1 0.13 0.5 

Calculation of the error and uncertainty of 
measurements of the length of the working standard 
during rotational movement in the entire working space 

 
 

4. Discussion and Conclusions 
 
According to the results of the experiments, it can 

be noted that the calculated values of the errors in 
measuring the length of the working standard do not 
exceed the value of the error estimate in terms of the 
analysis of the instrumental component. In order to 
assess the methodological component of the error, it is 
customary to carry out simulation modeling. This 
procedure can be planned for the next stage of the 
work. 

When creating digital twins of objects, processes 
and systems, an important aspect is to reduce the 
uncertainty of pattern boundaries, which increases the 
reliability of the system application and the generation 

of a control action or a prediction result. It is advisable 
to reduce uncertainty on the side of the measuring 
instrument used for caring out measurement 
procedures. 

In this paper, the system for controlling the 
coordinates of an informative point (a set of points) 
and motion functions for creation of digital twins, is 
presented as a means of measuring. The article 
analyzes the main stages of the creation and 
application of the VDTDS in order to determine the 
instrumental and methodological errors and the 
uncertainty of the control results. These modes are: 
certification, calibration, measurements. The obtained 
results are important, because more and more 
researchers and engineers in this field are trying to 
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increase the accuracy of measuring system data, while 
the confirmation of the measurement result error is 
carried out only according to experimental data, which 
evidently is a necessary condition, but insufficient 
from the point of view of the subsequent procedure for 
metrological certification of equipment. Equipment 
certification involves a set of tests, and the result of 
these tests serves as confirmation of the accuracy class 
of the measuring instrument. At the same time, 
developers, engineers and researchers need to evaluate 
the components of the errors and the uncertainty of the 
measurement results in order to correctly assess the 
declared accuracy class.  
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Summary: The broad digitalization of the company's activities is focused on solving complex tasks of monitoring and 
managing production and socio-economic systems. The functioning of such systems takes place in conditions of significant 
uncertainty of information, active and unpredictable influence of the external environment, dynamism of situations. Therefore, 
for the effective implementation of digitalization systems, special methodologies, technologies and systems focused on such 
situations are required. First of all, this concerns methods and means of obtaining measurement information. 

The article discusses a new direction of modern measurement theory, which has been called intelligent measurements. A 
comparison of classical and intellectual measurement methodologies is given. It is shown that classical measurements are a 
special case of intelligent measurements. The advantages of using this type of measurement are indicated both for the theory 
and practice of measurements, and for solving problems of artificial intelligence. Examples of the use of Bayesian measurement 
methodology, technology and practice for solving various applied problems are given 
 
Keywords, Intelligent measurements, Bayesian approach, digitalization. 
 

 
1. Introduction 

 
For a sufficiently long period of time, measurement 

was understood as the process of obtaining a numerical 
value of a physical quantity by comparing it with some 
model quantity. At the same time, all components of 
the measuring process (measurement model, model 
standard, comparison scheme or measurement 
technique) were clearly defined a priori. The 
measurement conditions were considered unchanged 
at any time during the implementation of 
measurements. 

The processes of digitalization of various spheres 
of human activity in industry, energy, ecology, social 
and economic spheres have defined new measurement 
tasks, such as measurement of non-quantitative 
quantities, measurement with uncertainty (fuzziness, 
significant inaccuracy, incompleteness of a priori 
information), measurement in changing conditions and 
the active influence of environmental factors on the 
object of measurement. It is appropriate to note that, 
despite the fact that the term "digitalization" has 
become popular in the last decade, the processes of 
digitalization have begun to intensify since the mid-
80s of the last century, which was associated with the 
development of computer systems. 

At that time, in order to solve new measurement 
problems, the development of a new type of 
measurement – intelligent measurements - began. 
Moreover, this term was originally introduced in 1986 
in the works of D. Hoffmann, A. Karaya, L. Finkelstein 
[1, 2] to define self-testing and self-adjusting 
measuring systems. However, such intelligent 
measurements and tools based on them could not solve 
the above tasks, since their intellectualization was 
focused only on improving the structure of the 

measuring systems themselves, and not on developing 
the methodology of the measuring process. 

In the mid-90s of the last century, a new direction 
of measurement intellectualization was developed  
[3-5], in which intelligent measurements were 
primarily understood as involving artificial 
intelligence methods in the measurement process. New 
types of measuring scales have been proposed, focused 
on application in conditions of significant uncertainty 
and integration of data and knowledge to obtain a 
measuring solution. The use of such measurements 
was especially effective for complex measuring 
objects that actively interact with the external 
environment. Measurement techniques have become 
much more complicated and have become quite 
complex information technologies implemented by 
means of integrated sensor and processor systems. 

Currently, there is an intensive development of this 
type of measurement, which covers the development 
of intelligent sensor systems, in particular intelligent 
IoT, control systems for complex industrial and socio-
economic complexes, big data processing systems, 
business sustainability management systems, image 
processing systems, messages, weakly structured and 
unstructured information [6, 7]. 

An important stage in the development of 
intelligent measurements is the development of new 
terminology standards, the release of which is 
scheduled for 2023. 

However, despite a number of numerous 
monographs and articles, defended dissertations 
devoted to intellectual measurements, despite a 
sufficient number of projects carried out on this 
methodological basis, the systematization of 
knowledge and experience in the use of intellectual 
measurements remains very relevant for a wide range 
of specialists. 
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In this regard, this article attempts to show the new 
fundamental possibilities of intellectual measurements 
and provide guidelines for obtaining information about 
them to solve the problems of digitalization in various 
spheres of society. 

 
 

2. Intelligent Measurements: what are the 
Fundamental Differences from Classical 
Measurements 

 
Speaking about the differences between the 

principles of intelligent measurements and 
measurements according to the classical scheme, we 
can note a number of positions on which there are 
significant differences. 

In classical measurements of physical quantities, 
three main positions are methodologically determined: 

1. What to measure. 
That is, the object of measurement is determined – 

the value of a physical quantity. 
2. What type of measuring device. 
The type of measuring instrument is determined. 
3. How to measure. 
The measurement method is determined. 
4. Measurement metrology. 
As an assessment of the quality of the measurement 

result, the first two central moments of a random 
variable are used: estimates of mathematical 
expectation and variance. 

5. Interpretation of measurements. 
The interpretation of the received solution is made 

by the meter itself. 
In intelligent measurements, there are, in addition 

to the above, additional positions: 
6. Object type. 
The type of object is characterized by three 

features: 
-simple and complex measurement objects; 
- An object of a quantitative or qualitative type; 
- An object of static or dynamic type. 
A simple object has no additional measurable 

properties, like a measurement object in classical 
measurements. 

A complex object is a system with a number of 
properties that will be measured. A complex object has 
a hierarchical structure determined by the presence of 
these additionally measurable properties and their 
relationships. 

The result of measuring an object of a quantitative 
type is determined by numerical values. 

The result of measuring an object of a qualitative 
type is represented by linguistic values. 

An object of static type has a constant measurement 
model. 

A dynamic type object has a time-varying 
measurement model. 

7. Measurement conditions. 
In intelligent measurements, it is assumed that the 

object of measurement has relationships with its 
surrounding environment. In classical measurement 

schemes, this relationship is absent, and it is assumed 
that the measurement conditions are unchanged and do 
not affect the object of measurement. 

Measurement conditions in intelligent 
measurements are represented by a set of sets of a 
priori knowledge, metrological requirements, 
restrictions. They are explicitly included in the 
measurement equation. 

8. Implementation of the measurement process 
and measurement equations. 

The technologies for implementing the measuring 
process are fundamentally different. In classical 
measurements, under conditions of complete a priori 
certainty on the components of the measuring process, 
such as the model of the measuring object, 
measurement methods, model objects, the 
measurement process was a simple transformation of 
the sensory value into the required physical quantity. 

Equation of classical measurements: 
 
 h = f{X}, (1) 
 
where h is the result of measuring a physical quantity; 
f{X} is a measurement function that converts the 
sensory value of X into a measurement result. 
Intelligent measurements are designed for 
measurements under conditions of considerable 
uncertainty of the components of the measuring 
process listed above and therefore require special 
technologies for their implementation. 

In the intelligent measurements proposed in [3-5], 
the measurement process is based on the principle of 
organizing perceptron pattern recognition, which are 
the reference points of special scales, called scales with 
dynamic constraints (DBS) because of their ability to 
change the measurement range during measurements. 
Therefore, the measurement process in measurements 
of this type is implemented on the basis of the logical 
conclusion of solutions. In conditions of uncertainty, 
with such implementation of measurements, 
measurement solutions are obtained in a fuzzy form in 
the form of a set of reference points of the SDO scale 
with their corresponding probability values for 
numerical values or possibilities for linguistic values 
of SDO. Therefore, the equation of intelligent 
measurements is written in the form [3-5]. 

The equation of intelligent measurements: 
 
{hkt(Q) |{MX}kt(Q)} | (Yt(Q); {Xit}) ={argexstr C  
[ φjt(fit{Xit} | (Yt(Q) *Yt(OE) * Gt(OE))]}, (2) 
 
where hkt(Q) is the measuring solution with a set of 
metrological characteristics {MX}kt(Q)}, obtained 
under conditions of Yt (Q) and the external 
environment model Gt(OE)); obtained under 
conditions of Yt (OE); C is the criterion for choosing a 
solution (scale reference); φjt is the optimizing 
transformation of the measurement result into a 
measurement solution, fit{Xit} is the functional 
transformation of the initial information presented in 
numerical or linguistic form. 
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If criterion C takes the form of a Bayesian decision 
rule, then such intelligent measurements are called 
Bayesian. 

By the form of equation (2), it can be concluded 
that the measurement result in intelligent measurement 
systems is subject to additional processing in order to 
obtain an interpreted measurement solution in the form 
of estimates or recommendations. However, this 
processing is based on full metrological support of 
each stage of its implementation. Thus, the 
implementation of equation (2) is an integral 
measurement method for obtaining and intelligent 
processing of information. 

A comparison of the formulas of the measurement 
equations (1) and (2) shows that classical 
measurements are a special case of intelligent 
measurements, provided that the measurement result is 
obtained by calculating functional dependencies, the 
selection criterion is the proximity of the distance of 
the obtained experimental value to the reference point, 
the measurement conditions are not taken into account 
and the result is obtained only in the form of numerical 
values. 

If, in equation (2), some other criterion is used as a 
criterion for choosing solutions, rather than Bayesian, 
then it is possible to obtain intelligent measurement 
equations of other types, other than Bayesian. 

Some of them are given in [3-5], where the 
classification of measurements, including intellectual 
ones, is also given. 

For example, if we take the criteria of Zadeh's 
fuzzy logic, then equation (2) will be the equation of 
soft measurements. In the works of V. B. Tarasov  
[13] the possibility of using other logics, for example, 
logic to create systems of cognitive measurements, is 
being considered. 

9. Why measure – the purpose of measurements. 
In intelligent measurements, the answer to the 

question "why measure" is very important, since the 
measurement result is not a value of a physical 
quantity, but a measurement solution that can be 
expressed in the form of an assessment, a comparative 
(audit) assessment, a conclusion, a recommendation 
with explanations of the reasons. That is, this type of 
measurement result corresponds to the purpose of 
measurements. If the purpose of the measurements is 
to check for compliance with regulations, then the 
result of the measurement will be an audit decision. If 
a measuring solution is necessary for the management 
of an object, then the result of the measurements will 
be a management recommendation with explanations 
of its application. 

10. Metrology of knowledge. 
In intelligent measurements, not only the 

metrology of the values obtained (data metrology) is 
used, but also the metrology of obtaining a quality 
solution (knowledge metrology). 

All of the above allows you to significantly expand 
the functionality of measurements. 

As will be shown later, these capabilities are 
realized on the basis of integration of measurement 
theory and artificial intelligence methods. 

For artificial intelligence methods, new capabilities 
of intelligent measurements are also very important, 
allowing you to answer and solve problems: obtained 
and manage the quality of measurement solutions. 

In the theory of intelligent measurements, the 
direction of metrological justification of decisions has 
been developed. Each measurement solution is 
accompanied by a set of metrological characteristics, 
including not only accuracy indicators, as in classical 
measurements, but also reliability indicators, 
consisting of error levels of the 1st and 2nd kind, 
reliability, risk of decisions, the amount of entropy 
removed during measurements, the amount of 
information received. This is very important in 
conditions of uncertainty and the construction of 
complex measurement technologies. In addition, an 
important function implemented in intelligent 
measurements is the possibility of metrological 
synthesis of solutions, which allows you to build 
highly reliable and efficient measuring systems 

2. How to integrate data and knowledge 
In intelligent measurements, the principles of 

modern trends in DATA SCIENCE, BIG DATA, BI 
are implemented, and therefore a very significant 
opportunity is the possibility of integrating data and 
knowledge, which is realized through the use of scales 
such as SDO. 

3. How to make decisions interpretable and 
understandable 

Users (Ambient AI) is the main issue of artificial 
intelligence at the moment. 

In intelligent measurement and their systems, this 
problem has been solved. Each decision has an 
explanation in the form of the reasons that influenced 
the state of the factor, and the factors that need to be 
adjusted to normalize the state of the measured 
indicator are indicated. 
 
 
3. Intelligent Measurements: new 

Opportunities in the Theory and Practice 
of Measurements and in Artificial 
Intelligence 

 
Let's define new opportunities of information 

technologies based on intelligent technologies. 
They can be represented by the following list: 
1. Using different types of data. This is possible 

with the use of coupled scales with dynamic 
constraints; 

2. The use of knowledge based on linguistic SDOs; 
3. Integration of data and knowledge based on the 

USDO and BIT; 
4. Accelerated processing of big data, and 

dimension reduction based on modified Bayesian 
convolution; 

5. Processing of small samples and data from 
unique experiments based on expert assessments and 
SDO; 

6. Quality management of solutions and metrology 
of data and knowledge based on metrological support; 
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7. Dynamic modeling in conditions of uncertainty 
and the creation of developing digital counterparts of 
complex technical and socio-economic systems; 

8. Measuring the influence of environmental 
factors and factors of mutual influence of the object 
and the environment; 

9. Self-learning and self-development of intelligent 
measuring systems; 

10. Building intelligent sensor networks based on 
the regularizing Bayesian approach; 

11. Development of hybrid measurement networks 
based on the integration of instrument measurement 
systems, IIoT and neural networks under uncertainty; 

12. Creation of intellectual workplaces (IRM) of 
specialists – self-training of users; 

13. Integration of technical and socio-economic 
systems based on a holistic system approach as a way 
to sustainable development of a digital society. 
 
 
3. Practical examples of the use of Bayesian 
intelligent measurements. 
 

Since the 90s of the last century, over several 
decades of development of the theory and practice of 
intelligent measurements, in particular, Bayesian 
intelligent measurements, considerable experience has 
been accumulated in their application in various fields 
of activity, scientific projects, in the field of education 
and professional training of specialists. 

Practical examples of such experience are given 
below with links to relevant sources where detailed 
information can be found. 

1. Intelligent sensor networks in power engineering 
[3-6]: 

1.1. Power generation; 
1.2. Power supply; 
1.3. Renewable energy sources; 
2. Intelligent sensor networks in ecology and 

environmental protection [3, 6, 12]; 
2.1. Industrial ecology; 
2.2. Protection of wild animals; 
2.3. Digitalization of nature reserves and protected 

areas; 
3. Digitalization systems in the socio-economic 

sphere [3, 4, 6]; 
3.1. Digitalization of the regional economy. 

Management of sustainable development of territories; 
3.2. Housing and communal services and water 

supply [7]; 
3.3. Digitalization of cultural and scientific objects 

for the spiritual development of society [4, 6, 7]; 
3.4. Digitalization of environmental management. 

[3, 4, 11]; 
3.4.1. Fishery activities. [3, 4, 5, 11]; 
3.4.2. Agricultural activity. [3, 4, 5, 11]; 
3.4.3. Management of the use of natural resources; 
3.5. Digitalization of municipal administration. [3, 

4, 5, 11]; 
3.6. Investment design and development of the 

region based on intelligent measurement technologies 
[3-5]; 

4. Digitalization of industrial production and 
enterprise management. [3-5, 11, 12]; 

4.1. Enterprise management systems in conditions 
of uncertainty based on risk accounting and potential 
development [3, 4, 12]; 

4.2. Digitalization of personnel management based 
on Bayesian intelligent measurements for the use of 
unstructured data [3, 11]; 

5. Digitalization and forecasting of geopolitical 
processes based on global measurement technologies. 
[3, 10]. 
 
 
Conclusion 
 

Thus, the new direction in measurement theory is a 
bridge between the classical measurement theory and 
artificial intelligence, which makes it possible to 
effectively use the advantages of these theories based 
on the deep integration of their methodologies. 
Intelligent measurement technologies are particularly 
effective for implementing digitalization processes in 
conditions of significant flows of diverse information, 
the predominance of the importance of processing and 
interpreting information over "raw" data and the 
special relevance of obtaining analytical solutions in 
conditions of uncertainty. We hope that the 
information provided on the experience and 
effectiveness of using intelligent measurement 
technologies will be useful to a wide range of both 
researchers and practitioners. 
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