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Foreword 

 
 
On behalf of the ASPAI’ 2023 Organizing Committee, I introduce with pleasure these proceedings devoted to 
contributions from the 5th International Conference on Advances in Signal Processing and Artificial Intelligence 
(ASPAI' 2023), 7-9 June 2023, Tenerife (Canary Islands), Spain. 
 
Advances in artificial intelligence (AI) and signal processing are driving the growth of the artificial intelligence 
market as improved appropriate technologies is critical to offer enhanced drones, self-driving cars, robotics, etc. 
Today, more and more sensor manufacturers are using machine learning to sensors and signal data for analyses. 
The machine learning for sensors and signal data is becoming easier than ever: hardware is becoming smaller and 
sensors are getting cheaper, making Internet of things devices widely available for a variety of applications ranging 
from predictive maintenance to user behavior monitoring. Whether we are using sounds, vibrations, images, 
electrical signals or accelerometer or other kinds of sensor data, we can build now richer analytics by teaching a 
machine to detect and classify events happening in real-time, at the edge, using an inexpensive microcontroller 
for processing - even with noisy, high variation data. 
 
The global artificial intelligence market size was valued at US $ 136.55 billion in 2022 and is projected to 
expand at a compound annual growth rate (CAGR) of 37.3 % from 2023 to 2030.  Artificial intelligences currently 
transforming the manufacturing industry. Virtual reality, automation, Internet of Things (IoT), and robotics are 
some important features of AI that are benefitting the manufacturing industry. AI has been one of the fastest-
growing technologies in recent years. The market growth is mainly driven by factors such as the increasing 
adoption of cloud-based applications and services, growing big data, and increasing demand for intelligent virtual 
assistants. The major restraint for such market is the limited number of AI technology experts. 
 
The Series of ASPAI Conferences have been launched to fill-in this gap and to provide a forum for open discussion 
and development of emerging artificial intelligence and appropriate signal processing technologies focused on 
real-word implementations by offering Hardware, Software, Services, Technology (Machine Learning, Natural 
Language Processing, Context-Aware Computing, Computer Vision and Signal Processing). The goal of the 
conference is to provide an interactive environment for establishing collaboration, exchanging ideas, and 
facilitating discussion between researchers, manufacturers and users. The first ASPAI conference has taken place 
in Barcelona, Spain in 2019, the second (2020) and the third (2021) – in the virtual format due to the COVID-19 
pandemic – in Berlin, Germany and Porto, Portugal. In 2022 we have returned to the in-person conference format 
in Corty, Greece. 
 
The conference is organized by the International Frequency Sensor Association (IFSA) - one of the major 
professional, non-profit association serving for sensor industry and academy since 199, in technical cooperation 
with media partners – IOS Press (journal ‘Integrated Computer-Aided Engineering’) and World Scientific 
(International Journal of Neural Systems). The conference program provides an opportunity for researchers 
interested in signal processing and artificial intelligence to discuss their latest results and exchange ideas on the 
new trends. 
 
I hope that these proceedings will give readers an excellent overview of important and diversity topics discussed 
at the conference. 
 
We thank all authors for submitting their latest work, thus contributing to the excellent technical contents of the 
Conference. Especially, we would like to thank the individuals and organizations that worked together diligently 
to make this Conference a success, and to the members of the International Program Committee for the thorough 
and careful review of the papers. It is important to point out that the great majority of the efforts in organizing the 
technical program of the Conference came from volunteers. 
 
 
Prof., Dr. Sergey Y. Yurish 
ASPAI’ 2023 Conference Chairman 
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Estimation of Selected Geometric Dimensions during Manufacturing  
of Aircraft Accessory Gearboxes on a CNC Machine Using ANFIS 

 
P. Gierlak 1, M. Muszyńska 1, A. Burghardt 1, D. Szybicki 1, K. Kurc 1 and B. Bomba 2 

1 Rzeszów University of Technology, Faculty of Mechanical Engineering and Aeronautics,  
al. Powstańców Warszawy 12, 35-959 Rzeszów, Poland 

2 Pratt & Whitney Rzeszów S. A., ul. Hetmańska 120, 35-078 Rzeszów, Poland 
Tel.: + 48 178651854 

E-mail: pgierlak@prz.edu.pl 
 
 
Summary: The subject of this paper includes quality control of the most important geometric dimensions of an accessory 
gearbox for a PW1000G series aircraft engine. The main objective of the research described in this paper was to develop an 
inference tool aimed at eliminating the need for coordinate measuring machines, in favor of using geometric measurements 
taken on a CNC machine, in the production inspection of aircraft accessory gearboxes casing covers. The research presented 
in the paper focused on the most important geometric dimensions, namely the positions of the bearing seat axes. For this 
purpose, a method was developed to determine the deviation of bearing seat positions from nominal values based on 
measurements on the CNC machine using neuro-fuzzy models. These models take into account the relationship between the 
results of measurements in different states of clamping on the CNC machine and coordinate measuring machine. 
 
Keywords: Accessory gearbox, On-machine measurements, CNC, CMM, ANFIS. 
 

 
1. Introduction 

 

The subject of this paper includes quality control of 
the most important geometric dimensions of an 
accessory gearbox (AGB) for a PW1000G series 
aircraft engine. This AGB provides the drive of all 
external accessories of the engine. The AGB consists 
of induction-hardened gears supported in conventional 
roller bearings built into the gearbox housing. The 
aircraft accessory gearbox housing is designed for 
clamping and mutual arrangement of various 
components, assemblies and mechanisms, mainly 
bearings, shafts and gears. The gearbox housing is 
made of two elements, which are the casing and the 
cover. Both components are made as aluminum alloy 
castings and are classified as thin-walled components 
due to the small ratio of wall thickness to external 
dimensions. The AGB casing covers are mainly prone 
to deformation under low loads and therefore their 
manufacturing, machining and measurement methods 
are among the more difficult issues in aerospace 
manufacturing and they require a special approach [1]. 

One of the most important geometric 
characteristics of an AGB is the arrangement of 
bearing seats. It has a direct impact on factors that 
determine the service life of aircraft gearboxes, such as 
[2]: change in the clearances of a pair of mating gears, 
improper gear meshing, surface flaking and the risk of 
damage or tooth breakage. Therefore, the AGB 
housing after machining must meet the following 
requirements [3]. The high required accuracy entails 
the necessity to minimize the influence of the human 
factor on the technological process of gearbox 
manufacturing and geometric measurements. For this 
reason, in the manufacturing process of gearbox 
components, eliminating human factor from the 
process is sought. 

In the case of the discussed AGB casing cover, the 
number of dimensional and shape-related 
characteristics produced for each piece is about 100. 
Due to the required manufacturing accuracy, the 
dimensional and shape-related characteristics are 
obtained as standard using a coordinate measuring 
machine (CMM). Taking such measurements requires 
unclamping the AGB casing cover from the CNC 
machine, pressure cleaning the workpiece, drying it, 
transporting it to the measurement laboratory and 
setting it up on the CMM. The biggest drawbacks of 
this type of approach are the high cost of purchasing 
and maintaining a CMM, additional time, and the 
introduction of the human factor into the process. The 
measurement laboratory is also a so-called bottleneck 
in the production process. This is due to the fact that a 
control cell equipped with a CMM usually supports 
multiple production lines. 

In recent years, probing packages with dedicated 
software to support them have become standard 
equipment in CNC machining centers. This made it 
possible to take basic measurements in the machining 
center and save the results as CNC system variables or 
measurement reports. It has also opened a new field for 
research and engineering works known as on-machine 
measurement [4] or on-machine probing [5]. The core 
feature of this subject is that it allows reliable 
measurements of workpieces to be carried out during 
and after production using CNC machines [6]. 

Research in this area addresses both basic and more 
advanced issues. Authors [7] studied the uncertainty of 
an inspection probe based on point coordinate 
measurement, length measurement using one and 
simultaneously two CNC machine’s axes, and length 
measurement using multiple measurement strategies. 
In paper [8] authors analyzed the possibility of using a 
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measuring probe on CNC machine to determine 
selected linear dimensions of workpieces during the 
machining process, as well as after it. Authors in [9] 
investigated the use of a CNC machining center with a 
touch probe as a measuring device. The capabilities of 
the measuring system were verified based on a 
combined method with length measurement using a 
simple touch probe in combination with the use of a 
laser interferometer. 

In all of the above-mentioned works, high-stiffness 
workpieces that do not undergo significant 
deformation in the machining process were measured. 
A gap that needs to be filled is the final inspection of 
thin-walled components after the machining process 
with the use of CNC machines. The main objective of 
the research described in this paper was to develop an 
inference tool aimed at eliminating the need for 
CMMs, in favor of using geometric measurements 
taken on a CNC machine, in the production inspection 
of AGB casing covers for a PW1000G series aircraft 
engine. The research presented in the paper focused on 
the most important geometric dimensions, namely the 
positions of the bearing seat axes. 
 
 
2. Material and Methods 
 
2.1. PW1000G Engine Accessory Gearbox 
 

A view of the PW1000G accessory gearbox is 
shown in Fig. 1. Fig. 1a shows the AGB housing,  
Fig. 1b shows the AGB casing cover, and Fig. 1c 
shows the interior view of the accessory gearbox, 
which is a kinematic chain consisting of gears. 

The key features of the AGB housing, from the 
point of view of gearbox quality, are the positions of 
the bearing seats in which the gear shafts are fixed. A 
particularly difficult element to manufacture is the 
AGB casing cover (Fig. 1b) owing to the fact that it 
undergoes significant deformation after unclamping 
after the machining process, which results from the 
release of stresses. The deformation of the front surface 
of the AGB casing cover reaches up to 0.6 mm [3], 
which affects the spacing of the bearing seats. The 
inspection of the proper spacing of the bearing seats in 
the AGB casing cover relative to the base elements is 
usually a factor in determining the AGB casing cover's 
compliance with technical requirements, and was 
chosen as the subject of this research. Fig. 2 shows a 
model of AGB casing cover with the base holes (9) and 
(1) and bearing seats (2-8) marked. The center of hole 
B is the origin of the reference system in both the 
CMM as well as the CNC machine. The X axis of the 
reference system passes through the center of the base 
hole A. The position tolerance of the bearing seat  
axes is 75 µm. 

Most of the AGB components are measured on the 
CMM in a freely supported state. The AGB casing 
cover is an exception, as it is measured in its clamped 
state on the CMM. This is due to the fact that after the 
gearbox is assembled, the cover, as a prone part, adapts 
to the face of the stiffer casing. The way the cover is 

clamped on the CMM corresponds to the clamping of 
the cover to the casing, while the way it is clamped 
during machining on the CNC is quite different, due to 
the need for machining operations. 
 

 
(a) 

 

 
(b) 

 

 
(c) 

 
Fig. 1. A view of the PW1000G engine accessory gearbox: 
a) AGB housing, b) AGB casing cover, c) kinematic chain. 
 

 
 

Fig. 2. AGB casing cover with marked base holes  
and bearing seats (in yellow) and reference system. 

 
 
2.2. Quality Control System 
 

The problem to overcome when trying to replace 
the CMM with a CNC machine is the dissimilarity of 
conditions when taking measurements. This 
dissimilarity is due, among other things, to the 
different clamping condition of the cover on the CNC 
machine and on the CMM. The change in the clamping 
condition affects the release of stresses, which in turn 
causes the workpiece to deform. Thus, the results of 
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measurements on the CNC machine and on the CMM 
differ significantly. For this purpose, a method was 
developed to determine the deviation of bearing seat 
positions from nominal values based on measurements 
on the CNC machine using neuro-fuzzy models. These 
models take into account the relationship between the 
results of measurements in different states of clamping 
on the CNC machine and CMM. 

In Fig. 3 two options for a quality control system 
are presented. The first option (Fig. 3a), which can be 
called conventional, relies on measurements by a 
single CMM of workpieces produced on multiple CNC 
machines. The second option (Fig. 3b) relies on the 
Adaptive Neuro Fuzzy Inference System (ANFIS), 
which generates outputs based on measurements from 
the CNC machine only, which are the values of 
deviations of bearing seat positions from nominal 
values. Data from the CMM is needed only in the 
learning phase of the system. In Fig. 3b, the blue color 
indicates the data flow during learning, while the green 
color indicates the data flow during the manufacturing. 
 

 
(a) 

 

 
(b) 

 
Fig. 3. Quality control of production: a) carried out entirely 
in the measurement laboratory; b) carried out entirely on the 

production line. 
 

Neuro-fuzzy systems were chosen for processing 
measurement results from the CNC machine, as they 
combine the advantages of artificial neural networks 
(ANN) and fuzzy systems. The main advantages of the 
ANN include: the ability to learn nonlinear mappings 
from a dataset, the properties of generalizing the 
information contained in the data, and robustness to 
errors and data noise [10]. 

The main drawback is that the relationship between 
input and output data cannot be represented in the form 
of clear principles, and the parameters of the ANN do 
not have an interpretation related to the subject being 
solved. In contrast, a feature of fuzzy systems [11] is 
the clear representation of knowledge in the form of 

inference rules, and the ability to operate on the basis 
of not only numerical, but also linguistic data; thus, it 
is imprecise. It was shown in [12], that a fuzzy system 
can be converted into an ANN structure by creating an 
ANFIS that combines the advantages of both types of 
structures. This allows the possibility of learning 
nonlinear mappings from a dataset, and at the same 
time obtaining an inference rule base that is a readable 
representation of knowledge. 

Test of accuracy of the five-axis Okuma MU6300V 
machining center is presented in paper [13], and 
accuracy of the machine measurement system based on 
Renishaw RMP600 probes used in research is 
presented in paper [14]. 
 
 
2.3. Measurement Data 
 

In order to acquire data for training ANFIS, the 
positions of the bearing seats (holes 2 to 8 in Fig. 2) 
were measured during the machining of 97 covers in a 
normal production cycle. The measurements were 
taken on a CNC machine and on a CMM (Fig. 4). After 
data collection was completed, the accuracy of the 
CNC machine was re-evaluated and no significant 
change in geometric error values was registered. The 
data acquisition process took 8 months, due to the fact 
that the monthly production of AGBs is a dozen pieces. 
 

 
(a) 

 

 
(b) 

 
Fig. 4. AGB casing cover: a) in a fixture in a CNC 

machine, b) in a measurement laboratory on a CMM. 
 
On the basis of measurement results, hole position 

deviations (HPDs) for bearing seats with respect to the 
nominal values specified in the documentation were 
determined. Deviations determined from 
measurements on the CMM were designated as 
TPCMMji, whereas deviations determined from 
measurements on the CNC machine were designated 
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as TPCNCji, where j = 2, 3, ..., 8, is the bearing seat 
number, and i = 1, 2,...,97 is the cover number. Position 
deviations for base holes A numbered 1 were 
determined in a similar manner. In the next step, the 
correlation between the deviations obtained on the 
CMM and the CNC machine was determined by 
determining the Pearson correlation coefficient (Table 
1). The axis of hole 1 is the origin of the coordinate 
system for the measurements on the CNC machine and 
the CMM and is therefore not included in Table 1. The 
values of the correlation coefficient are in the 
negligible to moderate range. In addition, the 
measurement errors on the CNC machine were 
determined, defined for each hole as: 
 

 	= 	 | − |, (1) 
 
followed by the maximum error EMAX and the average 
error EAVE of the measurement on the CNC machine for 
each hole: 
 

 	= max( ), (2) 

 

 	= 	 	 	   (3) 

 
The maximum and average error values obtained 

are shown in Table 2. 
 
 

Table 1. Correlation of bearing seat position deviations 
measured using CNC and CMM. 

 
Bearing seat 

number j 
Value of the Pearson 
correlation coefficient 

1 0.13 
2 0.09 
3 0.28 
4 0.02 
5 0.43 
6 0.30 
7 0.18 
8 0.22 

 
Table 2. Values of measurement errors EMAX and EAVE. 

 
Bearing seat 

number j 
EMAX EAVE 

mm 
1 0.036 0.013 
2 0.032 0.012 
3 0.028 0.010 
4 0.030 0.010 
5 0.024 0.009 
6 0.028 0.004 
7 0.014 0.003 
8 0.067 0.009 

 
The maximum values of measurement errors take 

values close to the half of positional tolerance for each 
hole, and for the bearing seat 8, a value close to the 
maximum tolerance of its position. The presented 
values of correlation and measurement errors indicate 
that the measurements on the CNC alone are 

unreliable, since they are not strongly correlated with 
the results of measurements on the CMM. This is due 
to the fact that the way the cover is clamped in the 
fixture on the CMM corresponds to the clamping of the 
cover to the casing and is different from that on the 
CNC machine. A different state of stress, resulting in 
deformation of the cover, is responsible for the 
difference in the results of measurements on the CNC 
machine and CMM. 

The base face of the cover, in which the base hole 
1 is located (Fig. 2), is firmly clamped in the fixture. 
Thus, it can be assumed that the position of the face of 
the cover does not change during its machining and 
measurement on the CNC machine, or the changes in 
position are negligibly small. The bearing seats, on the 
other hand, are located on a free surface (diaphragm, 
blue color in Fig. 2), which is not supported by 
anything during the machining of the seats. This 
surface, along with the bearing seats, is subject to 
relaxation and displacement when the cutting forces 
disappear. Thus, it was assumed that this observation 
provides important information about the process of 
measuring the positions of the bearing seats on the 
CNC machine, and that this information can provide 
an important premise in fuzzy inference, and will make 
it possible to realize the scheme shown in Fig. 3b. 

The error TPCNCji, which is determined for each 
characteristic in relation to the nominal value, does not 
contain any information about local cover 
deformations. Thus, it is necessary to obtain a variable 
describing the relationship between the measurement 
results of the two selected elements. A reference of 
measurement results not to a global system, but to 
another measured element, will provide information on 
cover deformations, and indirectly on the released 
stress. As a result of numerous tests carried out, it 
turned out that all hole position deviations show the 
highest correlation with the deviation of hole 1  
(Table 3). 
 
 

Table 3. Correlation of bearing seat position deviations 
with deviation of base hole 1 – according to measurements 

on CNC. 
 

Correlation 
coefficient 

Value of the Pearson 
correlation coefficient 

R(2,1) 0.80 
R(3,1) 0.62 
R(4,1) 0.67 
R(5,1) 0.75 
R(6,1) 0.36 
R(7,1) 0.01 
R(8,1) 0.000044 

 

A variable described by the following relationship 
was proposed: 
 

 = − , (4) 

 

where TPCNC1i is the deviation of the base hole 1 
position from the nominal value determined by 
measurements on the CNC machine. 
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Summing up the above considerations, it should be 
stated that the results of measurements carried out on 
the CNC machine alone cannot be used to generate an 
appropriate measurement report. To overcome this 
difficulty, an application of ANFIS is provided, in 
which inputs will include two values: TPCNCj which is 
the deviation of a given bearing seat expressed with 
respect to nominal values, and , which is the 
deviation expressed relatively. This second input to 
ANFIS, combined with the output pattern (actual 
deviation) determined from measurements on the 
CMM, provides information about the relationship 
between the results of measurements made on the 
CMM and CNC. It should be made clear that only the 
output pattern, and only at the learning phase of 
ANFIS, is used from measurement data from the 
CMM. The inputs, on the other hand, come only from 
measurement data from the CNC machine 
 
 
3. Calculations 
 

The aviation industry is characterized by the fact 
that production usually involves up to dozens of 
engines and gearboxes of a given type manufactured 
per year. Consequently, the time to collect the required 
amount of data from the manufacturing process is long. 
ANFIS learning and testing, on the other hand, requires 
having as much data as possible, which additionally 
needs to be divided into a learning, validation and test 
set. In contrast, in the case under review, only  
97 samples were included in the dataset. To solve this 
inconvenience, an approach based on generating a 
synthetic learning dataset was used [15]. Synthetic data 
was generated using interpolation procedures for real 
data. Using interpolation methods, curves passing 
through all nodal points [16], which are measurement 
points, were obtained. Since there are various 
interpolation methods, these methods were evaluated 
in the context of generating synthetic data in the 
analyzed problem. The following methods were tested: 
linear interpolation, polynomial interpolation, spline 
interpolation and Akima interpolation. The analysis 
shows that the best representation of the original 
measured data was achieved using the Akima method 
for holes 1, 3, 4, 6, 7, 8, and the spline for holes 2 and 
5. The synthetic data obtained in this way was used in 
the ANFIS learning process. On the other hand, the 
procedure of validation and testing of the obtained 
neuro-fuzzy models was carried out using a set of real 
measurement data. 

A Takagi-Sugeno model, separate for each bearing 
seat under consideration, was provided for solving the 
problem of generating actual deviation of bearing seats 
positions. In each case, the same general structure of 
the neuro-fuzzy system was provided (Fig. 5). 

The differences in the models, depending on the 
bearing seat number, concerned the number of fuzzy 
sets, singletons and shapes of membership functions. 
These parameters were selected on the basis of the tests 
conducted, in which the quality of the system's outputs 
was examined for the number of fuzzy sets for input 

variables from 2 to 4, the number of singletons from 4 
to 16, and the following membership functions: 
triangular, trapezoidal, Gaussian, bell-shaped,  
bell-shaped asymmetric, π-shaped. The selected 
parameters of the system, along with the shape of the 
model surface, are presented in Table 4. 
 
 

 
 

Fig. 5. A diagram of a neuro-fuzzy system. 
 
 
Table 4. Parameters of ANFIS models selected  
for individual bearing seats: NMF1 is the number  
of membership functions for input 1, NMF2 is the number  
of membership functions for input 2, NS is the number  
of singletons. 

 
Bearing 

seat 
number 

j 

Model parameters 

2 

Membership function Bell-shaped 
NMF1 2 
NMF2 3 

NS 6 

3 

Membership function 
Bell-shaped 
asymmetric 

NMF1 4 
NMF2 4 

NS 16 

4 

Membership function Gaussian 
NMF1 4 
NMF2 4 

NS 16 

5 

Membership function Gaussian 
NMF1 3 
NMF2 2 

NS 6 

6 

Membership function Bell-shaped 
NMF1 3 
NMF2 3 

NS 9 

7 

Membership function Bell-shaped 
NMF1 4 
NMF2 3 

NS 12 

8 

Membership function Bell-shaped 
NMF1 3 
NMF2 2 

NS 6 

 
The complexity of the ANFIS model, related to the 

number of fuzzy sets and singletons, is not of great 
importance, since the computation time is not a critical 
criterion and is of negligible value compared to the 
time of manufacturing and measurement on the CNC 
machine. The advantage of using bell-shaped and 
Gaussian functions is the smoothness of the model 
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surface, which is not always the case with, for 
example, trapezoidal or triangular functions. 
 
 
4. Results 
 

Trained ANFIS were used to estimate actual 
bearing seat deviations from CNC machine data. For 
each hole, the estimation errors of bearing seat 
deviations determined by ANFIS models were 
determined: 
 

 	= 	 | − |, (5) 
 
followed by the maximum error δMAX and the average 
error δAVE estimated by ANFIS models for each hole: 
 

 	= max( ), (6) 
 

 	= 	 	 	   (7) 
 

The maximum and average error values obtained 
are shown in Table 5. 
 
 

Table 5. δMAX and δAVE error values. 
 

Bearing seat 
number j 

δMAX δAVE 

mm 
2 0.012 0.003 
3 0.015 0.003 
4 0.011 0.002 
5 0.014 0.004 
6 0.010 0.003 
7 0.014 0.003 
8 0.013 0.006 

 
It can be seen from Tables 5 and 2 that the 

reduction in errors is significant, especially in the case 
of bearing seats, for which the measurement results 
from the CNC were subject to large errors. 
 
5. Conclusions 
 

The main findings of the research are as follows: 
1. Using properly trained ANFIS based on 

knowledge extracted from the data, the need for CMM 
can be eliminated in favor of CNC for geometric 
inspection. 

2. Training ANFIS requiring large amounts of data, 
which is difficult to obtain in low-volume 
manufacturing, was made possible by expanding the 
dataset by generating synthetic data. 

3. A separate ANFIS must be built for each bearing 
seat, and the systems created differ significantly in the 
number and shape of membership functions, the 
number of singletons, and the surface of the model. 

4. ANFIS models are not universal so their 
application is limited to the CNC machine on which 
the machining and measurements were carried out. 
However, the approach to the problem itself is 

universal and can be applied to other machines and 
machined parts, with the entire process presented  
in Fig. 3. 
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Summary: This paper describes the navigation system of a robotic vehicle named "Kalypso" which was developed to inspect 
nets in fish farms. Kalypso can distinguish between clean areas on the net and areas that are either torn or covered in algae. 
The need for underwater works in fish farms is being increased. These works include the supervision of the operation of the 
facilities, the maintenance and repair of faults as well as the expansion, upgrading and construction of new units. Most tasks 
are particularly demanding and time-consuming and are traditionally carried out by divers, who are exposed to fatigue and 
other risks. The last decades, AUVs have replaced divers in many cases, reducing costs and accidents [1]. In addition, AUVs 
undertake tasks that cannot be performed by humans, such as exploring at great depths or unknown and dangerous 
environments. 
 
Keywords: Fish farms, Navigation, Ultrasonic sensor, Artificial intelligence, Autonomous Unmanned Vehicle (AUV). 
 

 
1. Introduction 

 
Over the past few decades, there has been a 

growing demand for underwater activities in fish 
farms. These activities encompass overseeing facility 
operations, addressing maintenance issues, repairing 
faults, and even constructing new units or expanding 
existing ones. Many of these tasks are highly 
challenging and time-consuming, typically assigned to 
divers who face fatigue and various risks. The accurate 
navigation of Autonomous Underwater Vehicles 
(AUVs) frequently proves vital in accomplishing these 
tasks successfully, as precise coordinates are necessary 
for data collection and any necessary interventions. 
The systems used initially for underwater navigation 
were mainly based on depth and orientation sensors 
(like magnetic compasses), as well as acoustic range 
systems. In recent decades, new sensors with higher 
accuracy and lower cost have become available. In 
many cases AUVs combine multiple sensors, which 
complement each other's functionality and improve 
overall accuracy. However, errors due to noise and 
drift can always occur. To overcome these problems, 
most systems integrate a method for stochastic state 
estimation [1]. 

Whether one single or many sensors are used, AUV 
position is calculated from continuously updated 
measurements. In most cases a state estimation 
algorithm processes the data in order to output more 
reliable results. Assuming gaussian state distribution, 
Kalman filtering can be applied. Many sensors fusion 
based systems use an extension of Kalman filter, the 
Extended Kalman Filter (EKF) that is slower but 
accommodates non-linear measurement models [2-4]. 
Systems that rely on acoustic range positioning often 
combine triangulation with an EKF [5]. Another flavor 
of Kalman filter is the Unscented Kalman Filter (UKF) 
that is even slower than EKF but reduces linearization 
errors further [6]. Invariant Extended Kalman Filter 
(InEKF) is one more extension of the EKF that has 

been applied for longer-term localization and faster 
convergence [7]. In case non-gaussian state 
distributions and non-linear models need to be 
incorporated, non-parametric estimation 
representations like Particle Filters (PFs) are an option 
[8]. Artificial Neural Networks (ANNs) have also been 
used in order to approximate non-linear conditions [9]. 

Localization is achieved as long as precise 
measurements match to specific points on a map. 
When a-priori maps are not available, the vehicle has 
to construct them. An AUV can build the map of the 
environment, while estimating its position at the same 
time. This process is called Simultaneous Localisation 
and Mapping (SLAM) and is being extensively applied 
in underwater robot navigation since 2000 [10]. 
SLAMs compare images and features that can be 
extracted either from acoustic systems or from 
cameras. In the case of an AUV inside a fishery cage, 
maps are either available or can be easily constructed 
if needed by calculating the distance between the 
vehicle and the nets with an acoustic distance sensor 
[1] or by optically recognizing visual markers attached 
on the net. 

In this paper, the navigation experiments for 
Kalypso (Fig. 1), a robot for fisheries, are presented. In 
Section 2, the navigation system is presented in detail, 
while the experimental results and the conclusion is 
given in Sections 3 and 4, respectively. 
 

 
 

Fig. 1. The AUV Kalypso. 
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2. The Navigation System 
 

The main objective of the navigation system is to 
enable the robot to autonomously navigate through the 
mesh structure of the fishing cages (Fig. 2) and inspect 
their condition. To achieve this, various navigation 
methods were explored and tested during the 
development process. In more detail, the used 
techniques are based on variety of sensors and they are 
described in the following paragraphs. 
 

 
 

Fig. 2. Navigating close to the nets. 
 
 
2.1. Navigation with IMU 

 
The code had already been tested in previous 

missions. The robot would start from a corner of the 
net and move parallel to the net (facing it) for a specific 
period of time. The time had been experimentally 
calculated and was approximately the duration 
required for the robot to reach the next corner. At that 
point, it would make a 90-degree left turn and then 
repeat the process four times (for all sides of the cage) 
before submerging. The most significant problem with 
this method is that the robot cannot maintain its 
distance and orientation relative to the net due to the 
compass (used to calculate the turn) having a  
large error. 

 
 

2.2. Navigation with IMU and Distance Sensor 
 

The distance sensor is placed looking in front. This 
code was also ready and had been tested before. It 
successfully addresses the issue of the robot's distance 
from the net (important for video quality by keeping 

the robot relatively close to the net). While the sensor 
effectively calculates and adjusts the distance, it does 
not correct the problem of the continuously increasing 
orientation error. 

 
 

2.3. Navigation with Two Distance Sensors 
 

In this case, two sensors were tested, positioned 
vertically between them (front and left). The sensors 
operated at the same frequency and had a long range 
(50 meters), resulting in receiving signals from 
multiple reflections and often providing incorrect 
values. It was not possible to rely on the sensors for 
controlling the distance from the net or for the robot's 
rotation (the accuracy of the measurements decreased 
further as the robot turned). 

 
 

2.4. Navigation with IMU and Two Distance  
       Sensors 
 

This case is the same as the previous one, with the 
difference that compass is used instead of sensors for 
rotation. The problems stemming from both 
orientation error and sensor interaction still persist. 

In order to arrive at a solution that would address 
the aforementioned problems, we started with the 
latest code and the logic of the two sensors and made 
the following changes: 
1) Measurements from the sensors are taken into 

account only when the robot is close to the net (we 
experimentally observed that in this case, the 
values are usually reliable); 

2) The robot turns manually, with a rotation speed and 
timing that we adjusted through testing (we found 
this method to be the most accurate  
by far); 

3) After each correction of the distance from the net, 
the robot moves backwards (Fig. 3) briefly (this 
allows it to return to a normal position in case it has 
touched the net due to sensor inaccuracies); 

4) After a sufficient period of lateral movement and 
three failed attempts to measure the distance to the 
left side of the net, the robot moves to the right for 
a short period and then turns (this addresses the 
scenario where it touches the net due to sensor 
inaccuracies). 
To address these issues, the final version (Fig. 4) of 

the navigation code involved taking measurements 
from the sensors only when the robot was close to net 
(Fig. 5), as it was experimentally observed that in this 
case, the values were usually reliable. The robot was 
rotated (by telecontrolling it), with a rotation speed and 
time that were adjusted after testing, as this was found 
to be the most accurate method. 

The code that was checked and eventually worked 
satisfactorily operates as follows: The robot starts at a 
depth of one meter, adjusting its distance from the net, 
and then moves laterally to the left for a specific period 
of time. At intervals, it checks its distance from the net. 
When the time is up, it checks its distance from the side 
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of the net on its left. If the distance is small, the robot 
rotates 90 degrees to the left. Otherwise, it continues to 
move laterally for some more time. The process is 
repeated, with the robot increasing the depth it moves 
by one meter after four consecutive rotations. 

 
 

3. Experimental Results 
 

The testing phase of Kalypso involved evaluating 
the vehicle's ability to identify damaged areas on the 
net using the algorithm partitioning. The results 
showed that the vehicle was able to distinguish 
between clean areas on the net and areas that were 
either torn or covered in algae with high accuracy. The 
leak sensor was also evaluated during the initial 
testing, and it proved to be a critical component in 
detecting water leakage in the watertight housing and 
alerting the operator. 

 
 

Fig. 3. Navigation in rectangular and circular cage. 
 
 

 
 

Fig. 4. The navigation procedure for the fisheries. 
 
 

 
 

Fig. 5. Image from the ROV. 
 

 

4. Conclusions 
 

The experimental results from the initial testing 
phase of Kalypso demonstrated the effectiveness and 
potential of the robotic vehicle in the fish farming 

industry. The vehicle's stable design, advanced 
sensors, and precise movement capabilities make it a 
cost-effective and efficient solution for inspecting nets 
in fish farms. The ability to identify potential issues 
and prevent the spread of diseases in the fish 
population is critical to the success of the industry, and 
Kalypso's success in this area provides a promising 
model for future innovations in the field. 
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Summary: We have entered an era with an increasingly demand for safe and effective monitoring and control of complex 
systems. In this line of development, artificial intelligence (AI) has proved to be a powerful tool to produce decision support 
to decision makers. As humans, sometimes correctly, are reticent to apply decision support they don’t understand a demand 
for explainable artificial intelligence (XAI) has emerged. To further enable human users to understand, trust and manage an 
artificial intelligent partner, we are introducing a new similarity measure in cluster analysis to treat asymmetric categorical 
attributes. This measure is further developed to adapt to categorical attributes that naturally may be organized in a hierarchical 
structure. These measures naturally generalise the traditional similarity measure of "simple matching". 
 
Keywords: Explainable artificial intelligence (XAI), Machine learning, Cluster analysis, Asymmetric categorical attributes, 
Hierarchical categorical attributes. 
 

 
1. Introduction 

 
Cluster analysis, a branch of unsupervised learning 

within the field of machine learning, is the art of 
finding groups in data. Let O = {o1, o2,..., oN} be a set 
of objects (e.g., persons or mechanical failures). A 
partition divides O into subsets (clusters)  
O = {O1, O2,..., Ok} that satisfy 
 

 Oi ∩ Oj = Φ (∀ i ≠ j), (1) 
 

and 
 

 O1∪O2∪... ∪Ok = O (2) 
 

The objective is to find clusters in such a way that 
objects in the same cluster are similar to each other, 
while objects in different clusters are as dissimilar as 
possible. Such a partition can be presented as decision 
support to a decision maker as it can suggest that 
objects in the same cluster can be treated similarly. 

Suppose there are N objects to be clustered by 
means of J attributes (e.g., personality and age, or 
cause and effect of mechanical failures). The data can 
be arranged in an (NxJ) matrix, where the rows 
corresponds to the objects and the columns to the 
different attributes. 

 
 	 = 	 ⋯⋮ ⋱ ⋮⋯  (3) 

 
1. In cluster analysis human intervention is (most 

often) called for in the following four steps; 
2. Selection of attributes to characterize the 

objects; 

3. Selection of metrics to quantify the different 
attributes; 

4. Selection of (dis-)similarity to measure the 
distance between objects, between objects and 
clusters, and between clusters; 

5. Selection of algorithm to create the clusters. 
The actual choices made in each of these steps will 

influence the final classification, and thereby the 
validity of the decision support system. In some 
applied analyses, surprisingly little attention has been 
placed on steps 1-3, though. This lack of attention 
should come as no surprise with all the heuristics 
coming into action regarding human attention and 
human perception [1]. Another reason may be a focus 
on artificial intelligence (AI) instead of explainable 
artificial intelligence (XAI). Explainable artificial 
intelligence produces details or reasons to make its 
functioning clear and easy to understand to a certain 
audience [2]. Here, we will focus on step 3. 
 
 
2. Similarities for Categorical Attributes 
 
2.1. Traditional Approach 
 

As the similarity is a measure that quantifies the 
degree of natural association between objects, this is 
what we will utilise to identify a possible underlying 
unknown clustering structure in the data. 

Suppose there are N objects to be clustered by 
means of J categorical attributes A1, …, AJ. Assume 
A1, …, AJ to be a finite number of discrete stochastic 
variables where each takes on some categorical value 
from the finite sets Aj = {0, …, Mj-1} (j = 1, …, J). 

The similarity measure between two objects X and 
Y, both characterized by A1, …, AJ, is traditionally 
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defined by the relative number of matches of the 
corresponding attribute values of the two objects [11], 
 

 ( , ) 	= 	∑ ( , )	 , (4) 
 

where 	= 	 , and , 	= 	 1, 	= 	0, ≠ . , 	may be understood as a partial similarity 
with respect to attribute Aj. 

Several alternative similarity functions have been 
suggested focusing on different characteristics of the 
attributes (e.g., [3, 5, 7, 8], and [14]). Brossier [4] are 
discussing partial (dis-)similarities. Zeinedine et al. 
[15] are among other techniques applying ensemble 
methods, which give good predictions that may be 
harder to explain. Of special interest here are the works 
by Goodall [9] and by Spärck Jones [12], who both 
considered relative frequencies of the categories. Sulc 
and Rezankova [13] gives an excellent overview of 
what has been presented in the literature of cluster 
analysis regarding (dis-)similarities based on nominal 
characteristics. 
 
 
2.2. A Similarity Measure Reflecting Occurrence 
 

This section studies a situation where the possible 
outcomes of some of the attributes characterizing the 
objects are not equally important (i.e., some of the 
attributes are asymmetric). An example of an 
asymmetric binary attribute is "presence of intelligent 
life" on planets somewhere in space. While it can be 
said that two planets with intelligent life have 
something in common, it is not as clear if the same 
should be said of two planets without intelligent life. 

We seek to improve the explain ability of the 
artificial intelligence providing decision support by 
claiming that if two objects are equal with respect to 
some asymmetric attribute, the more unlikely it is to 
find such values the more we prefer to assign the 
objects to the same cluster. Such a cluster may 
typically need special attention (e.g., persons 
constituting a terrorist cell, or failure modes that can 
create disasters). This generalises naturally from 
binary to nominal categorical attributes (i.e., attributes 
taking values with no natural ordering of the  
different outcomes). 

Basically, there are two different roads to follow to 
handle objects characterized by asymmetric attributes. 
The traditional way is to give extra weight to the 
attribute which has an unlikely outcome when defining 
the similarity [8]. When the actual attribute is binary, 
this may be a better procedure than when the attribute 
is nominal. Although a particular outcome of a nominal 
attribute may be extremely rare and important, it may 
not be beneficial to place additional weight on the more 
common outcomes of the same attribute. Therefore, we 
will focus on the partial similarities of the different 
outcomes of the attribute. 

Let the least probable outcome of a categorical 
attribute Aj be coded Mj – 1, the second least probable 

Mj–2, and so on. We define the partial similarity 
between two objects X and Y to be 1 if xj = yj = Mj–1 
and 0 if xj ≠ yj. Reflecting that the less probable an 
outcome is the more similar are the objects, we would 
like to expand the possible values of this partial 
similarity by suggesting the following similarity 
measure. 

The similarity between two objects X and Y 
characterized by J categorical attributes is defined by 
 

 ( , ) = ∑ ( , ), (5) 

 

where 	= 	  and , , the partial similarity 

with respect to attribute Aj (j = 1, 2,, …, J), is defined 
as the probability of an object to be different from the 
respective outcomes, standardised to the 0–1 scale. 
That is, 

 , =  = 1 if xj = yj = Mj–1, , 	= 	  if xj = yj = Mj–2, 

… , =  if xj = yj = 0, , = 0 otherwise, 

(6) 

 
where pMj-m = P{Aj = Mj-m}, m = 1, …, Mj. 

Instead of just counting the number of attributes 
where two objects are equal, we add their weighted 
partial similarities. By adding partial similarities to 
create a similarity between objects, categorical 
attributes may directly be mixed with (standardised) 
non-categorical attributes. Observe also, that under the 
assumption that all outcomes of a categorical attribute 
are equally probable (i.e., the attribute is symmetric), 
this similarity measure will be equal to the traditional 
similarity measure of “simple matching”. 

This measure reflects that the less probable it is for 
two objects to be equal with respect to a specific 
variable – the more equal they are (if they actually are 
equal). Let for example two objects be characterised 
by one nominal attribute only (A), with only three 
possible outcomes a, b, and c, and let P(A = a) = 0.01, 
P(A = b) = 0.20 and P(A = c) = 0.79. Then, the (partial) 
similarities of two objects, X and Y, will become as 
presented in Table 1. 
 
 

Table 1. Partial similarities based on probability. 
 

Probability Outcome Partial similarity 
P(A = a) = 

= 0.01 
x = y = a s(x, y)  = 1 

P(A = b) = 
= 0.20 

x = y = b 
s(x, y) = 

= (1-0.2)/(1-0.01) 
= 0.81 

P(A = c) = 
= 0.79 

x = y = c 
s(x, y) = 

= (1-0.79)/(1-0.01) 
= 0.21 

 x ≠ y s(x, y)  = 0 
 

Lingoes [10] has suggested a somewhat similar 
measure for a simpler situation without generalising to 
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attributes organised in a hierarchical structure as we 
will in Section 2.3. 
 
2.3. A Similarity Measure Reflecting Hierarchy 
 

In for example a survey among passengers or while 
clustering failure modes in a risk analysis, it is 
common that the attributes characterizing the objects 
naturally split the objects into two or more groups (see 
Table 2). It is also common that within each group 
there may be several subgroups, where each subgroup 

again might be divided into several items, and so on. 
This hierarchical structure may hold important 
information to a decision maker. 

It is natural to claim that two objects are more 
similar if they are in the same group than in different 
groups (e.g., A: Business traveler or B: Pleasure 
traveler). Within each group, we would also claim that 
objects in the same subgroups are more similar than 
objects in different subgroups. And so on. 
Furthermore, some of the alternatives may be common 
and some rare (i.e., the attribute can be asymmetric). 

 
 

Table 2. Hierarchical structure of a nominal attribute. 
 

Group level (3) A: Business traveler B: Pleasure traveler 
Sub-group 

level (2) 
A1: Education A2: Contracts B1: Holiday B2: Visiting B3: Adventure 

Item A11: Course A21: Sales B11: Short stay B21: Friends B31: Sports 
level (1) A12: Conference A22: Purchasing B12: Longer stay B22: Relatives B32: Culture 

 A13: Congress   B23: Hospital  
    B24: Ex-wife  

 
 
Observe that traditionally the term hierarchical 

clustering methods reflects the hierarchical structure of 
the clusters, while we in this subchapter are discussing 
the hierarchical structure of the attributes. 

The similarity between two objects characterized 
by categorical attributes, each organized in a 
hierarchical structure, is defined in a similar way as 
suggested in equation (6). This new similarity measure 
is taking into account the probabilities of an attribute 
taking values in the different groups, subgroups,  
and items. 

The similarity between two objects X and Y 
characterised by J categorical attributes all organised 
in a hierarchical structure is defined by 
 

 ( , ) 	= 	∑ ( , )	 , (7) 
 

where 	= 	  and sj, the partial similarity with respect 

to attribute Aj (j = 1, 2,, …, J), is defined as the 
probability of each of the objects to be different from 
the respective outcome, standardised to the 0 – 1 scale.  

That is: 
1. If two objects X and Y have equal values at item 

level (level 1), the partial similarity between the two 
objects is defined by 

 
 , 	= 	  = 1 if xj = yj = Mj–1, , 	= 	  if xj = yj = Mj–2, 

… , 	= 	  if xj = yj = 0, 

(8) 

 
where pMj-m = P{Aj = Mj-m}, m = 1, …, Mj. 

2. If two objects have non-equal values at item 
level, but belong to the same subgroup sg (level 2), the 
partial similarity between the two objects is defined by 

 , = 	 , (9) 

 
when xj≠yj, xj∈sg and yj∈sg, where 	= 	∑ : ∈ . 

3. If two objects have non-equal values at subgroup 
level, but belong to the same group g (level 3), the 
partial similarity between the two objects is defined by 

 
 , = , (10) 

 
when xj∈sgk, yj∈sgl, sgk ≠ sgl, xj∈g, and yj∈g, where 	= 	∑ : ∈ . 

4. If the two objects have non-equal values at group 
level the partial similarity between the two objects is 
defined by 

 
 , = 	0 (11) 

 
The number of levels in the hierarchical structure 

may of course be expanded. 
This definition of similarity is introducing a more 

nuanced structure than the traditional number of 
matches (with some kind of weighting) and may also 
improve explain ability. By adding partial similarities 
to create a similarity between objects like introduced 
here, also categorical attributes organized in a 
hierarchical manner may directly be mixed with 
(standardised) non-categorical attributes. In Table 3, 
partial similarities are calculated based on some 
suggested probabilities as an example. 
 
 
3. Estimation 
 

A naïve estimator for pMj-m is the relative frequency 
 

 ̂ = ∑ 	 	∑ 	 	 , (12) 
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where: 
• δ1n = 1 if xj = Mj–m, m = 1, …, Mj, and 0 

otherwise; 
• δ2n = 1 if the value for object n is non-missing, 

and 0 otherwise; 

• N is the number of objects to be clustered. 
Alternatively, some prior knowledge about the 

parameter pMj-m may be available, for example that 
 

 pMj-m ∼ Beta(α, β) (13) 

 
Table 3. Probabilities and respective similarities of the hierarchical nominal attribute in Table 1. 

 

Outcome 
Probability 

(level 1) 
Probability 

(level 2) 
Probability 

(level 3) 

sj(xj,yj) 
Equal 

at level 1 

sj(xj,yj) 
Equal just 
at level 2 

sj(xj,yj) 
Equal only at 

level 3 

sj(xj,yj) 
Not 

equal at 
level 3 

A11 0.05 
0.2001 

0.75 

0.95 
0.80 

0.25 

0 

A12 0.0001 1.00 
A13 0.15 0.985 
A21 0.35 

0.55 
0.65 

0.45 
A22 0.20 0.80 
B11 0.08 

0.09 

0.25 

0.92 
0.91 

0.75 

B12 0.01 0.99 
B21 0.02 

0.050000001 

0.98 

0.95 
B22 0.01 0.99 
B23 0.02 0.98 
B24 0.00000001 1.00 
B31 0.1 

0.1098999 
0.90 

0.89 
B32 0.0098999 0.99 

 
 
After observing the sufficient stochastic variables 

 
 ∑ 	 	  and ∑ 	 	  (14) 

 
The posterior distribution in a Bayesian framework 
will be [6] 
 

pMj-m | ∑ 	 	 , ∑ 	 	  ∼ 
 ∼ Beta(α+∑ 	 	 , β+∑ 	 -∑ 	 	 ), (15) 

 
and the posterior expectation 

 
E(pMj-m | ∑ 	 	 , ∑ 	 	 ) =  

= (α+∑ 	 	 )/(α+β+∑ 	 	 ) (16) 

 
With a "non-informative" rectangular prior  

Beta(α = 1, β = 1), a reasonable estimate would be the 
posterior expectation 
 

 
E(pMj-m| ∑ 	 	 , ∑ 	 	 ) =  
= (1+∑ 	 	 ) / (2+∑ 	 	 ) (17) 

 
 
4. Conclusions 
 
The introduced similarity measures are both easily 
explainable and are reflecting the occurrence of the 
different outcomes of the attributes. This may increase 
the value of the decision support. 
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Abstract: Intelligent monitoring system plays an important role in social security and criminal case detection. However, most 
of the traditional intelligent surveillance systems cannot automatically identify abnormal behaviors and automatically record 
abnormal information, which leads to a long time for the relevant personnel to retrieve the abnormal behaviors after the 
occurrence of abnormal situations. In this paper, the multiple instance learning model is selected to identify 13 types of 
abnormal behaviors according to the characteristics of abnormal behavior data. The model uses the idea of multiple instance 
learning to use normal video and abnormal video as bags, and video clips as instances in multiple instance learning, and then 
predict abnormal video clips. To obtain better training results, we add the dense block, soft thresholding algorithm, and Bi-
LSTM to the feature extraction network, and add sparsity constraints and smoothness constraints to the model to more 
accurately locate the time of anomaly occurrence. We also design the anomalous behavior recognition system based on the 
model. Through experiments, our model achieves 94.19% recognition accuracy on the UCF-Crime dataset. The comparison 
experiments can show that our model is competitive in terms of recognition accuracy. 
 
Keywords: Abnormal behavior recognition, Multiple instance learning, Residual network, Dense block,  
Soft thresholding. 
 

 
1. Introduction 

 
In today's social security situation has become 

complex and diversified, and people also gradually 
began to pay attention to their own life and property 
security. However, for the traditional surveillance 
cameras currently in use on the market, because of the 
limited ability of the system to discriminate 
independently, these products usually simply play and 
save the incoming images from the camera, and do not 
analyze the video. This leads to an analysis process that 
still relies on manual surveillance to identify anomalies 
in the video footage. However, in a video surveillance 
room, the number of displays is large and the number 
of surveillance personnel is limited, so that it is 
difficult to catch the useful information in the video 
with human eyes alone. More importantly, when 
people stare at multi-screen surveillance images for a 
long time, human attention will be distracted and 
judgment and concentration will be significantly 
reduced. According to a study, when people stare at a 
surveillance screen for more than 20 minutes, 95 % of 
the information is discarded intentionally or 
unintentionally. On the other hand, when a violent 
incident occurs, the surveillance personnel is not the 
first to find the abnormality in the video screen, which 
leads to both failure to stop the violence in time, and 
the difficulty of tracing the incident after it happens, 
resulting in unnecessary property losses. Therefore, the 
development of an efficient, accurate, real-time, highly 
robust behavior recognition system has important 
economic value and social significance. 

In recent years, behavior recognition based on deep 
learning has developed rapidly, and current deep 
learning methods [1, 2] have made many 
improvements on the basis of traditional artificial 

neural networks. Among them, the convolutional 
neural network has become the mainstream method of 
deep learning, and behavior recognition is also mostly 
based on continuous improvement and optimization. Ji 
et al. proposed the 3D CNN [3], where they extended 
the 2D convolution to 3D. This network performs 
spatial convolution while also capturing feature 
information in the temporal dimension as a way to 
establish connections between different video frames 
of a video stream. The network has a simple structure, 
and feature extraction is performed in the horizontal 
and vertical directions for the 2D spatial domain and 
optical domain respectively. This network performs 
very well on the KTH dataset, which also opens up 
new solution ideas for subsequent behavior 
recognition. Simonyan et al. proposed a Two-Stream 
network structure [4]. They divided the static single-
frame video and the stacked optical stream into two 
independent branches for training and feature 
extraction, which resulted in a network structure with 
a significant effect on behavior recognition. Qiu et al. 
proposed P3D [5]. They found that although 3D 
convolution can capture behavioral features well, the 
computational effort is much larger than 2D 
convolution. Therefore, they proposed to replace the 
original 3D convolution with a spatio-temporal 
asymmetric convolution kernel and added residuals to 
the 3D convolution, which enables the model to extract 
spatio-temporal features efficiently. Tran et al. 
proposed the R(2+1)D model [6]. They used 2D 
convolution and 1D convolution instead of 3D 
convolution, which has the advantage of introducing 
more nonlinear activation layers and making the model 
more representable. 

Although behavior recognition has achieved good 
results after decades of development. However, 
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developing efficient and accurate algorithms is still 
very challenging due to the variability of abnormal 
behaviors and the complexity of the environment. 
Developing efficient and robust behavioral recognition 
algorithms with high accuracy is also the goal of 
researchers. 

In this paper, we mainly design the anomalous 
behavior recognition system based on deep learning 
with the premise of real scene use and the idea of 
multiple instance learning. The system does not need 
to modify the traditional surveillance video 
architecture, but only needs to connect the video 
stream to the behavior recognition analysis system to 
be able to use it normally, which is easy and fast to 
deploy. At the same time, we use accurate, efficient, 
and highly robust algorithms instead of manual 
monitoring of video walls to make up for the 
shortcomings of traditional surveillance video that is 
not notified in the first place when anomalies occur and 
is difficult to find afterward, which greatly saves labor 
costs. The main work of this paper is as follows: 

(1) To obtain better training results, we analyzed 
the characteristics of anomalous behavior. We add 
sparsity restriction and smoothness restriction to the 
multiple instance learning algorithm according to the 
characteristics of anomalous behavior, so that the 
model can locate the time when the anomalous 
behavior occurs and ends more accurately. 

(2) We choose the residual network as the 
backbone network of the feature extraction network, 
and optimize and improve it. To better extract the 
spatio-temporal features in the video, we use 3D 
convolution instead of 2D convolution, and use the 
dense block and soft thresholding to reduce the number 
of parameters of the model and improve the 
computational efficiency of the network. 

(3) We tested the abnormal behavior recognition 
system based on multiple instance learning and 
verified that the system can perform the expected task 
well. The system can identify the time period when the 
abnormal behavior occurs in the video based on the 
content of the input video. 
 
2. Proposed Method 
 

2.1. Multiple Instance Learning 
 

Since the determination of anomalous behavior is 
often subjective, and the nature of the behavior varies 
with the actual situation and may be ambiguous 
depending on our subjective view, it is difficult to 
define. Therefore, it is not easy to distinguish 
anomalous behaviors directly by using positive and 
negative labels, and it is not possible to distinguish 
them precisely in time. Therefore, we constructed an 
abnormal behavior recognition model based on 
multiple instance learning [7, 8], and the structure of 
the model is shown in Fig. 1. In this model, we 
consider anomalous behavior recognition as a 
regression problem. Before training, the surveillance 
videos in the dataset are divided into video clips of the 
same length according to the number of frames. The 

spatio-temporal features of each video clip are 
extracted by the feature extraction network, and then 
all video clips in each video are rated separately. 
Finally, the video clip with the highest rating in each 
video is selected. The result of the training is that all 
the abnormal video clips are expected to have higher 
ratings than the normal video clips among all the 
selected video clips. 
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Fig. 1. Multiple instance learning model. 
 

The most intuitive way to make the score of 
anomalous video clips exceed that of normal video 
clips is to use a ranking loss function. It can motivate 
the anomalous video clips to achieve higher ratings, as 
shown in Equation (1): 
 > ( ),                          (1) 
 
where  and  are denoted as abnormal video clips 
and normal video clips respectively, and  and ( ) denote the scores of both respectively. However, 
since we are not sure of the precise time point of 
abnormal behavior, we cannot use Equation (1) for 
ranking, but instead use the ranking loss function 
shown in Equation (2): 
 max∈ > max∈ ( ),                  (2) 

 
where max denotes the range of all video clips in a 
given video. Instead of selecting all the video clips in 
a video to sort, we sort only the two video clips with 
the highest abnormal scores in the abnormal video and 
the normal video. The clip with the highest anomaly 
score in the anomaly video, which is the most likely to 
contain truly anomalous behavior, is a positive 
instance. The clip with the highest anomaly score in 



5th International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2023),  
7-9 June 2023, Tenerife (Canary Islands), Spain 

25 

the normal video is the clip that looks most like 
anomalous behavior, but is actually a negative 
instance. This negative instance can also be seen as a 
confusing instance, which may be misrepresented 
during anomalous behavior identification. By using 
Equation (2), we want to separate positive and negative 
instances as much as possible in anomalous behavior 
recognition, so we use Equation (3) as the loss function 
of the model. 
 , = max	 0,1 − max∈ +max∈ ( ) (3) 
 

However, the disadvantage of the loss function 
mentioned above is that it ignores the temporal nature 
of the anomalous behavior. In practice, anomalous 
behaviors tend to appear only in a short period of time. 
Under this premise, we should consider that the 
distribution of high-rated instances in anomalous 
videos is relatively sparse, indicating that only a few 
video clips contain anomalous behaviors. Secondly, 
since the videos are time-continuous, the anomalous 
scores of video clips should also be smoothly varying. 
Therefore, we reduce the anomalous behavior score 
difference of adjacent video clips in the same video to 
make the anomalous score of adjacent video clips 
change more smoothly. Equation (4) is the ranking loss 
function with the addition of sparsity and smoothness 
constraints. 
 , = max	 0,1 − max∈ +max∈

+ −① + ② (4) 
 
where ① denotes the temporal smoothing term and ② 
denotes the sparse term. In this ranking loss function 
for multiple instance learning, the model parameters 
are back-propagated from the highest rated video clip 
in the positive and negative packets to optimize and 
iterate the model. 
 
2.2. Feature Extraction Network 
 

Based on previous deep learning experiments, we 
can conclude that the recognition accuracy of the 
model is related to the number of layers of the network. 
The more layers of the network, the better the 
recognition ability of the model. However, if the 
number of layers of the network is too many, the 
network may suffer from gradient disappearance. This 
causes the parameters of the network to stop updating 
and leads to a decrease in recognition accuracy. To 
solve this problem, we use the residual network as the 
backbone network of the feature extraction network. 
However, traditional residual networks use 2D 
convolution. This can only extract the spatial features 
in the image, but not the temporal features in the video. 
In order for the network to better understand the 
information in the video, we also need to make the 

network have the ability to acquire temporal features. 
To solve the above problem, we use 3D convolution 
instead of 2D convolution. In 3D convolution, we set 
the number of layers of the filter convolution kernel to 
be much smaller than the number of channels of the 
input data, so that the filter can slide over the length, 
width, and height dimensions of the input data. After 
the filter slides over the entire input data, the output 
result is still 3D. This allows the output to include the 
spatio-temporal characteristics of the input data. 
 
2.3. Soft Thresholding 
 

Soft thresholding [9] is the basis of many 
information noise reduction techniques, which 
eliminates the features with values below the threshold 
and adjusts the features with values above the 
threshold, as in Equation (5): 
 = −0+ 				 >− ≤ ≤< − (5) 
 

The derivatives of soft thresholding are only 0  
and 1. This property of the soft thresholding function 
is consistent with the ReLU activation function, so soft 
thresholding can also reduce the phenomenon of 
gradient dispersion and gradient explosion of the 
model in deep learning to some extent. Since the noise 
content of different samples in the same dataset tends 
to be different, it is desirable for us to allow different 
samples to automatically adjust the threshold for their 
own noise content if we want to improve the 
generalization ability of the model. Therefore, we 
design and use the network in Fig. 2 to achieve the 
autonomous adjustment of soft thresholds. 

 

input

output

A α  

S 

×

 
 

Fig. 2. Soft thresholding. 
 
In this network, we first take the absolute values of the 
input information and then pool them by the global 
mean to derive a new set of feature values, denoted as 
A.Then we designed a small fully-connected network 
and used the Sigmoid activation function in the output 
layer to adjust the output values to between 0 and 1. 
The final threshold is given by α×A.In this way, each 
sample is guaranteed to have its own unique threshold 
value. In a sense, this algorithm can be understood as 
a unique attention mechanism. It can pay attention to 
features that are irrelevant to the current task, set them 
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to 0 using soft thresholds, and pay attention to features 
that are relevant to the current task, adjust them 
accordingly, and keep them. 
 
2.4. Dense Block 
 

The principle of the dense block [10, 11] is similar 
to that of the residual network. The principle of the 
residual network is to establish short-circuit 
connections between the input and output features, 
which facilitates the backward gradient transfer during 
the training process, and therefore allows the training 
of deep convolutional neural networks. The dense 
block is characterized by making the features 
connected in the channel dimension to achieve feature 
reuse. This allows the network to achieve better 
performance than the residual module with fewer 
parameters and computational costs. Therefore, we 
incorporate the dense connection module in the 
residual module, as shown in Fig. 3. 
 

Conv3D CC

C
Soft

Thresholding
+

Conv3D Conv3D Conv3D

 
 

Fig. 3. Dense block. 
 

Before the input data enters the convolutional 
layer, we let each group of feature maps is stitched in 
the channel dimension instead of summing up. 
Compared with the summation, stitching in the channel 
dimension does not introduce additional computation, 
which makes the network significantly more 
computationally efficient. In order to show the process 
of building the network in this paper more intuitively, 
we summarize the specific internal structure of the 
network in the following table, as shown in Table 1. 
 

Table 1. Feature extraction network. 
 

Layer name Output size Network 

Conv1 56×56×32 
1 × 1 × 13 × 3 × 31 × 1 × 1 × 3 

Conv2 28×28×16 
1 × 1 × 13 × 3 × 31 × 1 × 1 × 4 

Conv3 14×14×8 
1 × 1 × 13 × 3 × 31 × 1 × 1 × 6 

Conv4 7×7×4 
1 × 1 × 13 × 3 × 31 × 1 × 1 × 3 

 
Since the network reuses the same feature maps 

many times, this makes the network prone to 

overfitting during training. Therefore, we use Dropout 
to deactivate some parameters randomly during the 
training process. In the forward pass process of the 
network, we let some neurons stop working with a 
certain probability, which can effectively avoid the 
overfitting phenomenon of the network. Since Dropout 
will make two neurons not necessarily work at the 
same time in every computation, this makes the update 
of weights no longer depend on the joint action 
between two hidden nodes with fixed meanings, thus 
preventing the model from working properly only 
when a particular feature is identified, and making the 
model have more robust performance. 
 
2.5. Bi-LSTM and Multilayer Perceptron 
 

Although LSTM [12] can analyze the content of the 
later information according to the content of the 
previous information, in some cases, the perception of 
the current information may be related not only to the 
previous information but also to the later information. 
Therefore, we use a Bi-LSTM to further extract 
temporal features from the video. The Bi-LSTM 
consists of two layers of LSTM combined top and 
bottom together. The final result is determined by the 
output of these two LSTM layers together. 

At the end of the model, we use a multilayer 
perceptron [13] with three hidden layers to predict the 
anomalous behavior of the extracted video features and 
to output the anomalous behavior score. First, we input 
the extracted features into the multilayer perceptron 
sequentially, and in each of the three hidden layers, the 
features are L2-normalized. The first hidden layer has 
a total of 1024 neurons, the second hidden layer has 
512 neurons, the last hidden layer has 32 neurons, and 
the output layer has only 1 neuron, and a 60 % Dropout 
is used between all the hidden layers. Also, the ReLU 
activation function was used in all three hidden layers 
to introduce nonlinearity, while in the output layer, we 
used the Sigmoid activation function to adjust the 
predicted values. 

Finally, the highest rated instance in the positive 
and negative bags are used as input to the loss function, 
and the loss values are counted and passed backward 
to adjust the model. At the same time, the method also 
adjusts the learning rate in training by an Adagrad 
optimizer with an initial learning rate of 0.001. Finally, 
our trained model can output anomalous behavior 
scores in real-time based on the input video, and we 
can determine whether there is anomalous behavior in 
the video based on the output scores, and when the 
anomalous behavior starts and ends. 
 
3. Experimental Results 
 

After the model is trained, the first thing we need 
to focus on is how the model converges during the 
training process. If the value of hyperparameters or the 
model is not constructed reasonably, the model will be 
difficult to converge, which in turn will cause the 
model not to work. Therefore, we recorded and plotted 
the loss function curves of the model on the training 
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and test sets at each stage of the training process. Using 
this curve, we can determine whether the model 
proposed in this paper is able to learn the 
characteristics of the abnormal behavior, and then 
judge the convergence of the algorithm. In order to see 
the trend of the loss values, we performed 70 iterations 
of the experiment and recorded the results once for 
each iteration. Fig. 4 shows the change curve of the 
loss value in different periods. 
 
 

 
 

Fig. 4. Loss curve for training and testing. 
 
 

In the figure, we can find that the loss value has 
stabilized after 25 training sessions. This indicates that 
the model has been trained and the loss value continues 
to oscillate during the next training, indicating that the 
performance of the model will not be improved by 
further training. During the training process, the loss 
values of both the training and test sets converge 
gradually with the training, indicating that our model 
performs well in the abnormal behavior recognition 
task. At this point, we can conclude that our model is 
workable. 

After verifying that the model has converged, we 
conducted ablation experiments on the model in order 
to compare the change in performance before and after 
the model improvement. As seen in Table 2 and Fig. 5, 
for the UCF-Crime dataset used in this paper, the 
recognition accuracy of the model using only the 
residual network as the feature extraction network is 
71.15 %, which is not good. In contrast, the recognition 
accuracy using the dense block and using soft 
thresholding is 86.35 % and 85.40 %. Both methods 
led to a certain degree of improvement in the 
performance of the model. The best result was 
achieved by using both of these improved methods, 
with a recognition accuracy of 94.19 %. 

We chose videos of different durations to 
demonstrate the recognition effect of the abnormal 
behavior recognition system in this paper, as shown in 
Fig. 6. After running, the system can output the 
predicted scoring curve of abnormal behavior and play 
it simultaneously with the video, which verifies that 

this system can greatly reduce the working time of 
relevant staff and improve the working efficiency. 

Table 2. Ablation experiment. 
 

Model 
Dense 
block 

Soft 
thresholding 

Accuracy 

R3D   71.15 % 

Dense-
R3D 

√  86.35 % 

Soft-R3D  √ 85.40 % 

Dense-
Soft-R3D 

√ √ 94.19 % 

 
 

 
 

Fig. 5. Accuracy curve of ablation experiment. 
 
 

 
 

Fig. 6. Abnormal behavior recognition system. 
 

4. Conclusions 
 

Abnormal behavior recognition algorithms have 
extremely rich practical application needs in both 
computer vision and deep learning fields. The multiple 
instance learning model combines the latest methods 
in the field of deep learning for anomalous behavior 
recognition, so that the algorithm proposed in this 
paper can improve the effectiveness of anomalous 
behavior recognition. In this paper, we mainly study 
and analyze the algorithm of multiple instance 
learning, and analyze and improve the loss function to 
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lay the foundation for system development. Also, we 
analyze and improve the feature extraction network. 
We use the residual network as the backbone network 
of the feature extraction network based on our previous 
research. We also used 3D convolution to optimize the 
problem of poor model recognition caused by 2D 
convolution due to the inability to extract temporal 
features. Then, the number of network parameters and 
computational effort in surveillance video feature 
extraction is effectively reduced by using dense block 
and soft thresholding. Finally, the Bi-LSTM also 
solves the long-term dependency problem in video 
understanding. 

The abnormal behavior recognition system based 
on multiple instance learning proposed in this paper 
has basically accomplished the expected functions and 
can realize the recognition of traffic abnormal 
behavior. However, there are still some shortcomings 
in the research of this paper. We found through 
experiments that the computation time occupied by the 
bidirectional LSTM network during the testing of our 
model accounts for more than 50 % of the total 
computation time. Therefore, we need to consider 
whether to replace the structure of the recurrent neural 
network, which is research with a high difficulty 
factor, which is not only a breakthrough in the 
technology of abnormal behavior recognition, but also 
a breakthrough in the research of models with temporal 
feature extraction in deep learning. Moreover, 
according to the current research results, we have been 
able to identify the time point when the abnormal 
behavior appears and disappears, but we cannot 
identify the type of abnormal behavior yet. If we can 
classify the anomalous behaviors and identify the types 
of current anomalous behaviors, it will make the whole 
system more meaningful. 
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Summary: The measurement of morphological properties in complex multiphase flows is a challenging task in many areas of 
science and industry, and is particularly difficult in dense environments with limited optical access. This work introduces a 
novel approach capable of extracting three-dimensional (3D) information of spherical particle systems based only on  
two-dimensional (2D) projections. The approach consists of generating synthetic images of the system using a stochastic 
geometrical model with the same geometrical features as the system under study. They are then projected into 2D images and 
labeled with the appropriate 3D information. A convolutional neural network (CNN) is then trained from this set of images 
and applied on both synthetic and experimental images. Validation results show that this technique successfully predicts the 
3D properties of the studied systems, even for high particle overlapping, with high computational efficiency. 
 
Keywords: Multiphase flows, Convolutional neural network, 3D stochastic model, Image processing, 3D properties. 
 

 
1. Context 

 

Imaging-based method combined with image 
processing techniques are one of the most extensively 
used tool for monitoring complex particle systems. 
These systems are generally defined as mixtures of two 
or more substances where one is suspended in another 
(liquid-gas, emulsions, liquid-liquid, …). Acquiring 
properties of these systems, such as the particle size 
distribution, the mean characteristic diameters, the 
volume fraction of the dispersed phase, or 
morphological information, is essential to optimize 
and improve the performance of many processes 
involving multiphase flows. 

Various image processing techniques have been 
employed, in particular deterministic methods that 
allow to separate and segment overlapping particles  
[1, 2]. More recently, the uprise of deep learning 
algorithms in the field of image processing has led 
researchers to rely more extensively on these 
techniques [3]. In this field, 3D information can be 
retrieved from multiple viewpoints provided that a 
complex setup with multiple optical access points is 
used. However, most experimental setups are limited 
to 2D projected images that do not allow access to 3D 
information. 

In this communication, we present a new approach 
for extracting 3D properties such as volume fraction 
( ) and particle size distribution (PSD) from 2D 
projections of arbitrary systems by combining a 3D 
stochastic model and a convolutional neural network 
(see Fig. 1) [4]. 

 
2. Main Workflow 
 

The proposed approach relies on three main steps. 
First, a 3D stochastic geometrical model that consist of 

a hard-core model of spherical particles that take into 
account all particle-particle and particle-wall 
interactions [5], is used to generate a large dataset of 
2D synthetic images. The full set of several thousand 
of images is then split into three parts: training, 
validating, and testing. Each one of these images are 
then labeled with their corresponding 3D geometrical 
properties and feed to the CNN so that it would be 
trained to extract 3D properties (Fig. 1b). Once trained, 
the network can be used directly to extract the desired 
3D properties from images after just a binarization 
procedure (Fig. 1c). 

 
 

3. Results and Discussion 
 

This approach was first validated on digital images 
before being tested on real images acquired on particle 
suspensions of calibrated PMMA beads submerged in 
brine stirred in a rectangular mockup. Pictures were 
acquired using a telecentric backlight setup to limit 
perspective effects. Results, presented in Fig. 1c and 
Table 1 prove that all 3D quantities (volume fraction 

 and the particle size distribution) can be measured 
using this approach from a single optical access, even 
for flows with high-dispersed phase volume fractions. 
The approach remains effective in the presence of high 
particle overlap, where traditional image-processing 
techniques typically fail. 

It is also computationally efficient, with the 
analysis of thousands of images typically complete in 
less than 30 min. A second validation on a liquid-liquid 
flow in a perfectly stirred reactor confirmed the 
relevance of the method by allowing the simultaneous 
determination of the holdup and the drop size 
distribution from simple images. 
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Fig. 1. Schematic outline of the main steps of the workflow. a- Acquisition and preprocessing of experimental images.  
b- Generation of a simulated dataset and training of the neural network. c- Results of the prediction of 3D properties  

(  and PSD) from experimental data. 
 
 
Table 1. Comparison between the average predicted value 

of the volume fraction ( ) and the actual value ( ); std, 
standard deviation; MAE, mean absolute error. 

 
Exp. 	(%) 	(%)( 	std)  ( std) 

1. 1.48 1.49 	0.19 0.15 0.12 
2. 2.91 2.95 	0.31 0.25 0.19 

3. 4.31 4.76 	0.44 0.52	 0.37 

4. 5.67 6.51 	0.39 0.84	 0.38 
 
 
4. Conclusion and Perspectives 
 

In this communication a new image processing 
technique for dense flow imaging, combining a 
stochastic geometrical model with convolutional 
neural networks to retrieve 3D properties of particle 
systems using only 2D projected images is introduced. 
Using this approach, the volume fraction of the 
dispersed phase and the particle size distribution are 
predicted directly from 2D images in a 
computationally efficient manner. 

Based on these encouraging results, future studies 
will focus on improving the stochastic model by 
incorporating spatial inhomogeneities and introducing 
more complexly shaped particles that are more 
common in real-life applications. 
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Summary: Early detection of plant diseases is one of the most important challenges to limit the spread of diseases and reduce 
farm losses. The coffee plant is considered one of the most important plants in several economic aspects. also, the high price 
and is one of the most used daily drinks. Convolutional neural networks are a great technology and one of the most efficient 
and fast detection algorithms for classifying and detecting objects compared to classical methods. The images of the coffee 
leaves were analyzed, based on the datasets JMuBEN and JMuBEN1, which contain five classes of the most important and 
dangerous ones that affect the Increase production of coffee. The model CNN with Maxpool 2D &Batch Normalization 
achieved a result of an accuracy of 99 % to diagnose diseases affecting coffee. 
 
Keywords: CNN, Deep learning, Arabica coffee, Image dataset, Disease diagnosis. 
 

 
1. Introduction 

 
The field of agriculture has been an important 

sector for AI researchers in recent years. The goal is to 
reduce losses and increase the production of plants and 
fruits with high quality and quantity [1]. The coffee 
plant is of economic importance to many countries that 
are famous for growing coffee. The traditional 
methods of detecting coffee diseases are observation 
with the naked eye, which is expensive, time-
consuming and requires great expertise. Therefore, it is 
important to identify diseases automatically without 
the need for experts. The most dangerous diseases that 
affect coffee diseases are four Cerscospora, Phoma, 
Rust, and Miner and have many causes, including 
weather and climate is not suitable. The area of 
Artificial Intelligence research has shown significant 
growth in the few years concerning the applications of 
Machine Learning, which led to the emergence of a 
new category of models called deep Learning [2]. Deep 
Learning methods have shown state-of-the-art 
performance when compared to traditional machine 
Learning approaches in different domains. amid deep 
learning methods, convolutional neural networks 
(CNNs) have shown outstanding performance in image 
classification and object detection and tasks [3]. CNN 
automatically learns appropriate features from the 
training dataset while traditional methods rely on 
handcrafted features, i.e. features are calculated based 
on prior knowledge of the problem. In addition, the 
segmentation step is intrinsic to convolutional CNN 
filters, which further simplifies their use. CNNs are 
powerful tools that deal well with the problem of plant 
diseases. However, there are still many challenges 
associated with automatic diagnosis of plant diseases. 
 
2. Materials and Methods 
 
2.1. Data Materials 
 

The leaves of Arabica coffee are called JMuBEN 
and JMuBEN1, and this data was collected in the 

country of Kenya by experts in this field under natural 
conditions and using a digital camera. The two 
volumes contain (58555) images 128×128 pixels size 
across five classes (Phoma, Cescospora, Rust, Healthy, 
Miner,) [4]. Fig. 1 show the number of images for 
every class. 
 

 
 

Fig. 1. Diseases of the leaves with the number of images  
for each disease. 

 
 

2.2. Convolution Neural Network 
 

We proposed a CNN structure with different layers 
and different numbers of neurons for data filtration to 
increase the accuracy. The network contains only three 
convolutional layers, which are followed by a  
non-linearity ReLU filter and a max-pooling layer. To 
complement the network performance optimization, 
the structure that Batch normalization is applied after 
the max-pooling layer. Therefore, we chose to apply 
this normalization to each output of the max-pooling 
layers. At this output, we applied a dropout of 25 %. 
 
 
3. Results 
 

Using MaxPooling 2D with batch normalization, 
we are dividing the dataset into train and test sets, with 
the application utilizing 80 % of the images for training 
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and 20 % for testing. The results of the proposed CNN 
model using MaxPooling2D with batch normalization 
achieved an accuracy of 99.8 % and have been 
analyzed and compared using standard metrics as 
accuracy, precision, recall, F-score, confusion matrix, 
and ROC graph. Table 1 shows the preliminary results 
of these standard metrics. 
 
 

Table 1. Preliminary results of the proposed model. 
 

Accuracy 99.88 
Precision 99.85 

Recall 99.84 
F-score 99.84 

 
Fig. 2 shows the Confusion Matrix and Roc Curve 

on test data using the proposed model and we got its 
accuracy of 99 %. 

4. Conclusions 
 

In order to help coffee farmers boost output and 
quality, this study looked at computer approaches for 
recognizing illnesses in photos of the coffee leaf. We 
performed studies for recognizing five output classes: 
Cercospora, Rust, Miner, Phoma, and healthy leaves. 
The proposed model achieved an accuracy of 97 % Our 
findings demonstrated the viability of approaches for 
creating a system to detect diseases in coffee leaves 
that may be used to aid coffee farmers. Future research 
employing this method should investigate not just new 
coffee illnesses, but also their effects on the stem and 
root of the plant. Additionally, other sorts of texture 
properties, such as spectral attributes should be 
validated. Nevertheless, more tests with other picture 
samples are recommended. 

 
 

 
 

Fig. 2. Confusion matrix and roc curve perform prediction of coffee. 
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Summary: In the last ten years, many Analog-to-Digital Converters (ADC) have had faster sampling rates, eliminating the 
need for multiple down conversion stages. These advances are beneficial to designing robust systems but produce a large 
amount of data. If not properly handled, these data create a bottleneck in the data and signal processors. As a result, techniques 
that can extract relevant information from high data rates are an important research area. Trained deep learning networks are 
known for quickly extracting relevant features from complex data, making them a modern approach to sensing and processing 
such data. This paper uses a Convolutional Neural Network (CNN) design to extract the Direction of Arrival (DOA) of targets 
from radar return signals. To minimize delay in the signal processor, the CNN is configured uniquely, with In-phase and 
Quadrature (IQ) components data fed directly to the trained network without preprocessing. The design shows high 
performance, and the results are presented. 
 
Keywords: Artificial intelligence, Deep learning, Direction of arrival, Radar, Signal processor. 
 

 
1. Introduction 
 

The current environment requires that we make 
decisions for complex systems at machine speed. The 
proliferation of deep learning architectures provides 
the framework to tackle many problems that we 
thought impossible to solve a decade ago [1]. The 
introduction of faster CPU, GPU, and parallel 
processing make the application of deep leaning 
feasible. With advances in GPU, more sophisticated 
deep learning architectures are developed. Therefore, 
it is logical to replace traditional signal processing 
techniques with deep leaning. 

Deep learning is a specific type of machine learning 
(ML) type that utilizes neural networks to make 
predictions about certain types of data [2]. It is called 
“deep” learning because these networks often have 
great depth, propagating data through many layers to 
perform classification. Deep learning applications 
include facial recognition, natural language 
processing, and self-driving cars, to name a few. In our 
case, deep learning will be used to complete the task of 
radar signal processing. 

More specifically, it performs angle of arrival 
classification on a section radar signal. 

Sequence-to-sequence classification takes a 
temporal data sequence and classifies each time step 
using a label [3-6]. In this paper, the trained CNN 
network is applied on each radar receive window. In 
this case, the classification of time steps of a reflected 
radar signal is performed. The complex data from the 
received window is transformed into real sequences to 
accomplish this classification process, which is more 
efficient than further adjusting the deep leaning model 
to accommodate complex datasets [7]. 

First proposed in [8], CNN has shown its ability to 
train a multi-layer network using gradient descent for 
complex, high-dimensionality, and a large amount of 
data. More specifically, the CNN model uses multiple 

layers of trainable filters to convolve with test samples, 
extracting local features in the lower and global 
features in the higher layers. More recent applications 
of CNN involve facial emotion recognition [9], PET 
image reconstruction [10], and many other 
classifications of image processing applications. 
CNN’s capability in determining the angle of arrival is 
explored by Kokkins et al. [11]. Yet, the authors use a 
sample correlation matrix transformation on the input 
data, demanding additional computational power to 
transform the raw input signals. 

Data transformation is a common step in deep 
learning signal processing, but it can be problematic in 
applications where hardware is limited and system 
requirements demand low latency. In radar, for 
instance, the computational burden and time delay 
associated with these transformations can significantly 
impact some radar modes and render the system 
inefficient. To address this issue, we develop a CNN 
model that analyzes the direction of arrival of a target 
using the raw signal at the output of a Uniform Linear 
Array (ULA) and evaluates its performance. This 
modern approach using the trained network replaces 
traditional radar signal processors, providing a faster 
response time. 

The paper is organized as follows. In Section 2, the 
radar data model is formulated. In Section 3, the CNN 
training methodology is described. In Section 4, the 
network model developed in the paper is shown. In 
Section 5, the simulation results are presented. We 
conclude in Section 6. 

 
 

2. Radar Model 
 

The signal model is developed using the constant 
low-velocity target model [12]. The radar uses a Linear 
Frequency Modulated (LFM) signal, and each 
transmitted pulse signal is given by 
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 ( ) 	= 	 , (1) 

 
where ( ) represents the envelope of the LFM wave, 

 represents pulsewidth, and  is the linear modulation 
rate. Down-converting this transmit signal gives the 
baseband signal 

 

 ( ) 	= 	   (2) 

 
Under the constant and low-velocity target model 

assumptions, the target’s movement is modeled as 
static when the signal reflects off the target. Therefore, 
the following equation describes the reflected 
baseband signal 

 

 ( ) 	= 	 + ( )  (3) 

 
In the equation 	= 	2 /  represents the time 

delay resulting from the signal propagating to and from 
the target and the radar receiver, and the noise of the 
environment is modeled by the random Gaussian noise ( ). Since, for our purposes, the desire is to study the 
detection of the target, there is a need to set up the 
return signal amplitude for our single pulse system. 

If we consider a ULA of  Omni-directional 
sensors receiving  independent narrowband reflected 
signals from targets in the field of view ( < ), the 
output of the antenna array system becomes 

 
 ( ) 	= 	 ( ) ( ) + ( ), (4) 

 
where ( ) 	∈ 	ℂ  is the antenna array output at each 
sample time . ( ) 	= 	 [ ( )	⋯ ( )] 	∈ 	ℂ  
denotes the reflected target signals, ( ) 	∈ 	ℂ  is the 
sensor noise vector, and the Direction of Arrival 
(DOA) of the reflected signals are ≜ [ 	⋯	 ] . 
The array manifold is given by 
 

 ( ) 	= 	 [ ( )	⋯ 	 ( )], (5) 
 
where ( ) 	= 	 1	 ( ) / 	⋯	 ( ) / 	 ∈ℂ  is the steering vector,  denotes the carrier 
wavelength, and 	 = 	 /2 is the antenna element 
spacing. 

The intensity of the return follows the Radar Range 
Equation (RRE). For the single pulse case, the RRE is 
given by 

 

 	 = 	 ( ) , (6) 

 
with the parameters: Pt is the Peak transmit power, G 
is the Array gain, λ is the Transmit signal wavelength, 
σ is the Target radar cross section, k is the Boltzman 
constant, B is the Radar bandwidth, F is the Noise 
figure, L is the Total system losses. 

We then assume that a 13 dB signal-to-noise ratio 
is enough from the return signal for a general detection. 
It is further assumed that the radar is properly sized to 

detect a target at the instrumented range with a given 
radar cross-section. 

 
 

3. Training Methodology 
 

The training dataset consists of samples generated 
by sampling the receiver output as described in the 
radar model discussed in equation (4), with 100 sample 
signals generated for each angle in the -90 to  
90 degrees range. The samples are generated using a 
randomly chosen range between 200 km to 300 km to 
keep some generality in the target distance. The target 
velocity was kept constant at 10 meters/second. The 
receiving antenna was simulated with 40 channels and 
a 5 km range window (or 1.67e-5 second time 
window), resulting in a 40 × 40 complex-valued 
matrix. To avoid complex-valued weights in the deep 
learning networks, each signal sample is further 
partitioned into a corresponding real and imaginary 3D 
matrix with dimensions 40 × 40 × 2 to reduce 
complexity in the training of the deep  
learning network. 

There are several details worth noting in the 
training process as well, one of which is the selection 
of learning rates. The learning rate is a hyperparameter 
that dictates how much adjustment is made to the deep 
learning model weights after each iteration. Higher 
learning rates converge faster but could overlook 
essential details or optimal outcomes. In comparison, 
lower learning rates are more accurate with further 
information at the cost of slower convergence and the 
potential risk of being stuck at local gradient 
minimums [13]. For the current model, the learning 
rate is set high to 0.001 in the beginning to ignore the 
noise patterns in the training dataset, as is often the 
case in managing noisy training datasets in the training 
process. The learning rate is then reduced by (10 %) 
for every ten epochs to extract more acceptable 
attributes of target signals in the later stages of training. 

Overfitting is often encountered in the training 
process; batch normalization is a mechanism that helps 
to avoid such problems [14]. With mini-batches, 
gradient update after each iteration contains small 
noises that accumulate into a more generalized model 
that is robust towards variations. A batch size of  
128 samples is used in the training process as it reduces 
the time needed to train while still providing enough 
robustness [15]. It is not desirable to use more  
min-batches because it would increase the  
training time. 

The last hyperparameter to tune is the epoch 
number, which directly correlates to the training time 
of the model. A longer epoch takes longer to train and 
also suffers the potential risk of overfitting after 
convergence is reached. The training is initialized with 
100 epochs as a starting point, and early stopping is 
implemented when convergence is achieved around  
40 epochs. Several runs are done to ensure that  
40 epochs are optimal as it captures the convergence 
without being too long to induce overfitting. 
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4. Network Architecture 
 

Despite the temporal nature of radar signals, a close 
examination of the dataset and expected outcomes 
revealed that CNN is well-suited for this type of data. 
A block matrix can represent an excerpt of a radar 
signal with dimensions of 40 × 40 × 2 as mentioned 
in section III, and the output range of -90 to 90 degrees 
can be mapped into 181 categories, with each angle 
being a distinct category. Other time series models, 
such as LSTM [16] could be viable and could be 
further examined and compared, but this is beyond the 
scope of this paper. 

 

 
 

Fig. 1. CNN Architecture. 
 
The CNN model mainly consists of 3 repeating 

layers following the input layer. Each layer consists of 
a convolutional learning layer, a batch normalization 
layer, and a dropout layer to prevent overfitting, a 
Leaky ReLU layer to avoid vanishing gradient [17], 
and max pooling in the first two layers to ensure the 
extraction of features. It is worth noting that the input 
data has large dimensions, and the angle of arrival 
requires a receptive field that covers multiple channels 
over a time interval. Therefore, a larger filter 5 × 5 is 

used in the first convolutional layer, while 3 × 3 filters 
are used in later layers. The results are then passed 
through a fully connected layer and a SoftMax layer 
for the final classification output. 

 
 

5. Simulation Results 
 

The resulting loss and accuracy curves for test and 
validation converged quickly, indicating that a simpler 
model or a shorter signal window would also produce 
a trained network that captures all the features. But, in 
the interest of generating a high-fidelity detector or 
signal processor, it may be necessary to keep the 
current model. In the current setup, the radar signal 
processor is used to indicate the existence of a target. 
When the hypothesis is true, other signal-processing 
functions are triggered to extract additional features 
from the target return. 

To test the accuracy of the model, a separate dataset 
is often generated. In this example, 1000 samples are 
randomly created in the range of -90 to 90 degrees to 
ensure that we cover all possible cases for a ULA. A 
prediction is considered accurate if it is within  
+/-1 degree of the actual angle, and the results are 
shown in Fig. 3. 

The accuracy criteria can be further reduced if the 
application requires a tighter limit. For the  
1000 samples tested, 975 samples were correctly 
predicted, leading to a 97.5 % accuracy. It is worth 
noting that many wrong predictions are found towards 
either end of the range, i.e., < −80	degrees and  > 80 degrees. This corresponds to the fact that angle 
changes are rather minuscule at such ranges. It is also 
worth noting that some false predictions exist when the 
actual angle is at 90 degrees, as the data there are very 
similar to the data from -90 degrees. Aside from these 
errors, the model performed extraordinarily well in the 
middeep learning e section from -80 to 80 degrees, 
showing the model’s reliability and potential for 
further improvements in angle accuracy. 

 
 

6. Conclusion 
 

With the introduction of faster analog-to-digital 
converters, radar receiver designs can be less complex, 
more efficient, and less costly. As such, the technology 
trend is converging toward sampling the radar return at 
RF. This gain comes with some challenges that must 
be addressed; otherwise, the computational complexity 
will be high for the signal processor. A novel radar 
target direction of arrival classification scheme was 
investigated using deep learning convolutional neural 
network. The results show that our approach is 
accurate and can be easily implemented in the radar 
signal processor. The classification scheme presented 
in this paper indicates that target DOA can be 
estimated in real-time using the raw radar data without 
preprocessing. 
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Fig. 2. Training Performance. 
 
 

 
 

Fig. 3. Plot of angle classification accuracy. 
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Summary: This article aims to describe a reliable expert system for the early diagnosis of schizophrenia using only EEG 
signals. EEG is an inexpensive, safe, and non-invasive method for diagnosing neurological diseases. The study employs the 
reconstructed phase space (RPS) and the continuous wavelet transform to better reveal the hidden interrelations of EEG 
nonstationarities and provide valuable insights. The resulting images are then fed into a deep-learning network for better 
classification. The proposed algorithm was tested using 70 % of the data for training, 15 % for validation, and 15 % for testing. 
After 50 attempts, the DL-CNN achieved an accuracy of 97.09 ± 2.22 %, and the MCC was 94.19 ± 4.40 %. Various metrics 
were applied to validate the precision and robustness of the results, leading to a minimum mean value of 96.17 % and a range 
of standard deviations of 2.22 % to 3.47 %. The study's outcomes lay the foundation for researchers and technology 
professionals to develop more accurate methods for identifying brain illnesses and abnormalities. The results demonstrate a 
comprehensive and stable system implementation that can automatically differentiate between schizophrenic patients and 
healthy individuals. 
 
Keywords: Reconstructed phase space (RPS), Deep learning (DL), Continuous wavelet transform (CWT), Schizophrenia (SZ) 
classification. 
 

 
1. Introduction 
 

Schizophrenia (SZ) is a highly complex psychiatric 
disorder that affects millions of individuals worldwide. 
While research on the early detection of SZ is limited 
compared to other forms of neurodegeneration, recent 
studies have started focusing on identifying the 
disorder at its earliest stages [1]. 

One promising approach in SZ research involves 
analyzing electroencephalogram (EEG) signals, 
specifically using auto-regressive (AR) coefficients 
and vector autoregressive (VAR) models [2]. The 
least-squares (LS) approach is used to estimate VAR 
coefficients, and the student t-test is employed to rate 
the essential characteristics of an SZ study [3]. Phase 
locking value (PLV) and coherence have also been 
utilized as valuable tools to build brain networks and 
detect SZ [4]. Additionally, researchers have measured 
decision-making abilities using P300, a potential 
endogenous component of event-related  
potential (ERP). 

Classification methods have been applied to almost 
every research problem, and machine learning (ML) 
algorithms have been chosen often and perform well in 
supervised learning [5, 6]. For example, a new  
multi-domain connectome CNN (MDC-CNN) has 
been used in an SZ study. This proposed model 
extracts connectivity features and performs 
classification based on a CNN [2]. Another promising 
approach involves using time-frequency analysis and a 
convolutional neural network (CNN) using three 
press-button tasks to segregate normal subjects from 
SZ patients [7]. EEG signals were analyzed using 
continuous wavelet transform, short-time Fourier 

transform, and smoothed pseudo-Wigner-Ville 
distribution (SPWVD) techniques to obtain 
scalograms, spectrograms, and SPWVD-based  
time-frequency representation (TFR) plots, 
respectively. These 2-D plots were fed to pre-trained 
AlexNet, VGG16, ResNet50, and CNN, achieving an 
accuracy of 93.36 % using the SPWVD-based TFR 
and CNN models [7]. 

Early detection of SZ with precision is essential. 
Current methods proposed in the literature for 
identifying SZ entail separating rhythms, extracting 
features such as time, frequency, entropy, spectral, and 
nonlinear, and classifying them with reasonable 
accuracy. Notable is the fact that selecting appropriate 
features can be laborious and time-consuming. 
Moreover, conventional methods require multiple 
tuning parameters for decomposition, feature 
extraction, and classification. In addition, relying 
solely on the empirical selection of these tuning 
parameters may lead to information loss and an 
increase in misclassification. Therefore, there is an 
urgent need to devise a novel method for the precise 
and efficient detection of SZ. In this paper, a novel 
method is presented that, for the first time, integrates 
the capabilities of RPS and the CWT to maximize the 
differences between N and SZ characteristics and use 
these differences as input to a high-performance pre-
trained DL network. 

After a concise explanation of the methodology, 
the article proceeds to showcase its principal 
discoveries. Furthermore, it undertakes a comparative 
analysis of these findings with those of recent studies 
and concludes with a brief discussion of the outcomes. 
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2. Methodology 
 
The EEG signals used in this study were obtained 

from a publicly available database [8]. To obtain 
detailed time-frequency representations and 
information about the phase from the EEG signals, the 
RPS and CWT were employed. The deep-learning 
CNN network was then trained to test images for the 
presence of SZ automatically. The proposed 
methodology is presented in Fig. 1. 

Only specific channels (C3, C4, P3, and P4) are 
utilized for further processing in both N and SZ to 
enhance the detection of N and SZ EEG signals. It was 
found that these channels can better amplify the 

differences between N and SZ EEG signals [4]. For 
each subject, only the average of the aforementioned 
channels is processed. To ensure accuracy, each signal 
undergoes a band-pass filtering operation in the  
0.5-40 Hz region using a Butterworth IIR digital filter 
to minimize electrical interference and high-frequency 
noise. Furthermore, other noises are eliminated by 
applying smooth filtering to low and higher 
frequencies of the processed EEG signal using the 
Daubachies wavelet filtering method. The data is 
normalized in the next step to establish a baseline for 
various patients and datasets. This preprocessing step 
is necessary for generating reliable and consistent 
signals [9].

 
 

 
 

Fig. 1. Proposed automatic classification model. 
 
 

All the processed average signals from both N and 
SZ are then further analyzed by the average mutual 
information function and the false nearest neighbor 
method to extract the best time lag (L) and dimension 
(d) for the RPS attractors. The achieved maximum time 
delay lag was (L = 10) and the best embedding 
dimension was found to be four (d = 4). The generated 
RPS attractors are then used to extract two signals. The 
first is the fourth vector of the RPS matrix, and the 
second is the average vector of all vectors of the RPS 
matrix. The two signals are then fed into the CWT, 
whose mother wavelet is the Morlet filter, to produce 
two different scalograms for each subject. The 
outcomes of CWT will produce cross-term 
interferences in the time-frequency domain [10]. The 
tradeoff between time–frequency localization and the 
inter-phase relations will reveal distinct patterns in the 
signals of N and SZ subjects [10]. The difference 
between the two scalograms maximizes their 
distinguishability. The final difference images for all 
subjects are then used as training and testing datasets 
for the DL network. In this work, ResNet 101 was 
considered due to its excellent performance. 70 % of 
the data is used as a training set, 15 % for validation, 
and 15 % for testing. The ResNet 101 parameters were 
as follows: the solver used was stochastic gradient 
descent with momentum, the minimum batch size was 
64, the maximum epochs were 80, the learning rate was 
1e-4, the validation frequency was 3, and Shuffle the 
data every epoch. 

3. Results and Conclusions 
 

The DL network trained and tested the RPS version 
of the EEG signals and the CWT version to understand 
the significance of the combination of RPS and CWT 
processing. The resulting accuracies were 74.32 % and 
75.35 %, respectively. Accordingly, the RPS-CWT is 
proposed. The RPS-CWT is judged based on six 
performance parameters: sensitivity (SEN), accuracy 
(ACC), specificity (SPE), F-1 score, Mathew's 
correlation coefficient (MCC), and precision (PRC). 
The mathematical formulation of these parameters is 
obtained from [7]. Table 1 shows the performance 
parameters for the tested dataset using the RPS-CWT 
approach. The automatic classifier is robust when 
dealing with all calculated parameters, achieving an 
accuracy of 97.09 % with a standard deviation (SD) of 
2.22 % (CI 0.95, p<0.05). The minimum average 
parameter for N is SPE at 96.17 %, while the maximum 
is sensitivity (Recall) at 98 %. Meanwhile, the 
minimum average parameter for SZ subjects is Recall 
at 96.17 %, while the maximum is PRC at 98.03 %. 
The average MCC parameter between N and SZ is 
94.19±4.40 %. Furthermore, the SD for N ranged from 
2.18 % to 3.47 % for other metrics, while the standard 
SD for SZ subjects ranged between 2.22 %  
and 3.47 %. 

Table 2 shows a comparison between the proposed 
algorithm and recently published literature. The 
proposed algorithm has provided higher ACC, SPE, 
MCC, F1-Score, and PRC than most available 
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algorithms in the recently published articles. 
Additionally, its performance parameters are robust. 

 
 
Table 1. Performance parameters for the RPS_CWT 
proposed model for 50 iterations of the deep learning  

CNN network. 
 

 
 

C M 
 

Mean (%) Standard deviation (%) 

N SZ N Sz 

Recall 98.00 96.17 2.67 3.47 
ACC 97.09 2.22 
SPE 96.17 98.00 3.47 2.67 
MCC 94.19 4.40 

PRC 96.35 98.03 3.25 2.62 

F-1 Score 97.12 97.05 2.18 2.27 

 
In conclusion, this work accurately detects SZ in its 

early stages, leading to better management and 
treatment of the disorder. The proposed method 
showed accurate, stable, and robust performance 
parameters, with very close variances and means and 
the highest accuracy. Further research would enhance 
the results and contribute to the field significantly. 
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Table 2. Comparison of recent studies about EEG-based detection of SZ. 
 

Ref. Classifier Algorithm Acc (%) 
[1] SVM Nonlinear features 92.91 
[2] MDC- CNN Connectomic feature extraction 91.69 
[3] SVM EMD 89.59 
[4] SPN, SVM, LDA HT, REST, PLV, P300 90.48 
[5] HLM Butterworth filter, ICA, FFT p < 0.05 
[7] CNN CWT, STFT, SPWVD 93.36 

[11] RAE  81.81 
[12] G- SVM Microstate analysis 90.93 
[13] CNN Random walk generation 93.00 

[14] 
LDA, 

Rule-based LDA 
utterworth filter, ERP, WRS 71.00 

Proposed CNN RPS and CWT 97.09 
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Summary: Aircraft engine blades are manufactured by a number of methods. One of them is precision electrochemical 
machining, after which the blades are subjected to a manual grinding process. When grinding aircraft engine blades, high 
precision is required and iterative dimensional control is necessary. This control includes the thickness of the blade's feathering 
in the required sections, the radii of the leading and trailing edges, the chords, the twist angles, etc. This paper presents the 
developed robotic blade grinding process with proprietary iterative laser measurement of geometric parameters. A measuring 
device with laser heads was designed and fabricated, calibrated and checked for repeatability. The measurement data were 
used in the process of selecting the machining feed rate and tool speed by a fuzzy logic decision-making system. The proposed 
solution was verified on twenty aircraft engine blades. 

 
Keywords: Industrial robot, Laser scanners, Software, Decision-making system, Fuzzy logic, Communication. 
 

 
1. Introduction 

 
One of the basic methods of manufacturing 

complex-shaped parts made of difficult-to-machine 
materials is electrochemical machining (ECM). The 
machining method is based on the phenomenon of 
anodic dissolution of the machined surface. The 
workpiece (anode) is connected to the positive pole, 
while the working electrode (cathode) is connected to 
the negative pole. The inter-electrode space is filled 
with flowing electrolyte. The excess is removed atom 
by atom by electrochemical reactions. An important 
advantage of electrochemical machining is that there is 
no wear on the tool (the working electrode – the 
cathode), since the reaction equivalent to the removal 
of material from the workpiece is the release of 
hydrogen on the surface of the cathode, which is 
removed by the electrolyte flowing through the 
machining area. Because of the above, electrochemical 
machining is widely used in the aerospace, aviation, 
automotive and electromechanical industries. The 
accuracy of machining depends on a number of 
interrelated factors: the geometry of the working 
electrode, the machining parameters (electrical, 
hydrodynamic), the machining time, the 
electrochemical properties of the electrolyte, the initial 
geometry of the machined surface, etc. [1-7]. The 
aggregate accuracy during hollowing reaches values  
of 0.1-0.3 mm. 

Because of this, manufactured parts with complex 
shapes require grinding and polishing. These activities 
are mostly performed manually by workers. During the 
grinding of the blade, they repeatedly check the 
obtained effect on specially prepared measuring 
gauges in a visual and organoleptic way. This activity 
is tedious, monotonous requiring a lot of manual skills, 

and in the current labor market it is increasingly 
difficult to find and train a worker in this profession. 
For the above reasons, attempts have been made to 
automate and robotize this task [8-10]. 

In the article [8, 9], the authors implement the 
process in a robotic way, however, the measurement 
with an optical 3D scanner greatly increases the 
measurement time and there is also the need for an 
anti-reflective agent. In the article [10], the authors 
measure the thickness of the blade profile only in three 
places with tactile sensors without the ability to 
measure, for example, the radii of the leading and 
trailing edges. 

In article [11], the authors present the process of 
robotic grinding of complex components and focus on 
process performance and challenges, solutions and 
applications. 

The authors [12] present the industrial robot 
approach as a new idea for manufacturing complex 
components. Compared to multi-axis CNC machine 
tools, robots are attractive due to their large workspace 
and competitive price, making them a cost-effective 
solution for machining complex components, 
especially large-sized parts. 

Over the past two decades, research results on 
robotic grinding of complex-shaped parts have mainly 
focused on feasibility studies of robotic machining 
[13-15], or modeling and analysis of machining 
dynamics [16-18]. Research is mainly conducted on 
aspects of robot position optimization [19-21], robot 
calibration [22-27], robot path planning [28-30], 
allowance removal control [17, 31-33], and force 
control [34-37]. 

In the article [38], the authors reviewed the 
research and development of turbine blade profile 
measurement methods, describing common and 
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advanced measurement methods. They described the 
principles of measurement, key technical issues and 
analyzed the characteristics of these methods. 

Geometric and optical measurement conditions, 
such as surface quality, surface color, measurement 
distance and surface orientation, affect the 
measurement accuracy of laser displacement sensors 
(LDS). Measurement errors caused by these factors 
have been extensively studied in works [39-43].  
Non-contact methods, thanks to their numerous 
advantages such as good stability, large measurement 
range, high accuracy and speed, have become widely 
available in geometric inspection of parts [44], product 
quality control [45, 46], three-dimensional shape 
measurements [47, 48]. Some traditional measurement 
systems, such as the well-known coordinate measuring 
machine (CMM), often fail for some large free-form 
surfaces [49]. The paper [50] proposes an adaptive 
grinding method for precision cast blades with 
geometric deviation to improve precision and 
machining performance. Precision-cast blades are 
essential components of aircraft engines, and the 
precision of their machining has a significant impact 
on the performance of an aircraft engine. 

Currently, the measurement of aircraft engine 
blades is mainly carried out using coordinate 
measuring machines. This method makes it possible to 
measure most aircraft engine blades by direct contact. 
However, the complex surface, chord width and high 
twist of the blade profile lead to measurement 
difficulties. The article [51] proposed a new method for 
obtaining over-dimension data based on a point cloud 
of spatial scanning with blue light similarly to the 
article [52]. 

An aircraft engine blade is a typical thin-walled 
workpiece with low stiffness. The article [53] presents 
a new cantilever grinding process for high-precision 
machining of aircraft engine blades. Only one end of 
the blade is fixed, and the other end is free to eliminate 
deformation of the blade caused by excessive 
stiffening. 

Reviewing the above solutions, it can be concluded 
that the grinding and polishing process as well as the 
measurement of aircraft engine blades is a 
developmental issue and there is still much room for 
improvement, such as the time of acquiring geometric 
information on the basis of which process parameters 
are selected. 
 
 
2. Developed Process 
 

Turbine machines have an extremely wide range of 
applications in aviation, aerospace, automotive, power 
generation and many other industries. Measuring the 
profile of a blade is a difficult issue especially because 
of its complex shape. 
 

2.1. Robotic Station Design 
 

Two KEYENCE LJ-X8080 laser profilometers and 
the KEYENCE LJ-X8000 blade profile measurement 

management controller were used to measure the blade 
profile. This controller has a system for writing 
complex measurement programs (Fig. 1). 
 

 
 

Fig. 1. An application for writing measurement programs. 
 

The KEYENCE LJ-V7200 laser profilometer and 
KEYENCE XG-X2800 controller were used to correct 
the repeatability of the ABB IRB 2400 robot, which 
holds the blade during measurement in different cross 
sections (Fig. 2). 
 

 
 

Fig. 2. Robotic station for the iterative measurement  
and machining process. 1 is the ABB IRB 2400 robot, 2 is 
the blade profile in the process of grinding, 3 is the two 
KEYENCE LJ-X8080 laser profilometers, 4 is  
the KEYENCE LJ-V7200 laser profiler, 5 is the spindle  
with Lukas P6SE1 grinding wheel on compensator  
(φ – compensator deflection angle), 6 is the two spindles (one 
with flap wheel, the other with polyamide brush). 
 

A compensator with a deflection angle φ has two 
springs in its design. The role of the springs is to 
provide a constant clamping force of approximately  
5 N (Fig. 3) and to compensate for tool wear. 

Communication between (Fig. 4) the KEYENCE 
controllers and ABB's PLC and robot controller is 
provided by the Profinet protocol. 

A PLC works as the management system. It 
receives information from two measurement systems. 
The first is a KEYENCE XG-X2800 controller 
together with a KEYENCE LJ-V7200 laser 
profilometer, whose task is to correct the repeat 
position of the robot holding the blade during 
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measurement. The second system is a KEYENCE  
LJ-X8000 controller and two KEYENCE LJ-X8080 
laser profilometers, which provides measurement of 
the allowances on the convex and concave of the blade 
profile in selected sections. 
 

 
 

Fig. 3. Measurement of the achieved force. 
 

 
 

Fig. 4. Information flow between devices. 
 
 
2.2. Measuring System 
 

KEYENCE laser profilometers and controllers 
were used to build the designed measurement system. 
After many measurement tests, it was decided to 
position the heads opposite each other with the 
measurement zone in the middle. This arrangement 
makes it possible to simultaneously measure the 
allowances on both the blade convex and blade 
concave, as well as the blade thickness at the controlled 
sections (Fig. 5). The blade is delivered into the 
measurement zone in pre-programmed sequences by 
an ABB IRB 2400 robot. A reference blade with 
nominal parameters was used to write the 
measurement program. The profiles of the reference 
vane held by the ABB robot in sections A-A, B-B,  
C-C, D-D (Fig. 5) were stored in the controller's 
memory and served as a reference element (Fig. 6). 

The currently measured values are compared to 
these stored reference profiles and the deviations 
(allowances) on the convex as well as concave of the 
blade profile and blade thickness at the controlled 
locations are obtained. 

The required tolerance of the blade thickness, 
depending on the measuring point of the blade, is 

approximately ±0.1 mm. The aim is to iteratively grind 
the blade to approximately the same dimensions as the 
reference blade. 
 

 
 

Fig. 5. Measurement concept. 
 

 
 

Fig. 6. View of D-D section of blade profile. 
 

A certain difficulty during measurement is the 
robot's repeatability of ±0.05 mm. With this 
repeatability, the robot is able to deliver the blade into 
the measurement zone once again. For this reason, the 
KEYENCE XG-X2800 controller with the KEYENCE 
LJ-V7200 laser profiler was used to correct the 
repeatability of the robot, so that the measured blade is 
deposited in the same place every time. Without this 
correction, deviations were obtained, e.g. plus towards 
the concave of the blade and minus towards the convex 
of the blade or vice versa. 
 
 
2.3. Selection of Process Parameters 
 

In order to select the optimum parameters (feed 
rate) in the blade machining process, a solution based 
on fuzzy logic systems was proposed. The proposed 
solution was simulated in MATLAB, using the 'Fuzzy 
Logic Toolbox' library (Fig. 7). A Mamdani-type fuzzy 
model, a fuzzy implication of type (MIN) and a 
sharpening method of type (CA) were adopted to 
determine the dependence of the tool feed rate on the 
amount of collected material (allowance). 

Twenty regularly spaced measurement points were 
adopted, where measurements were taken to determine 
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the allowance value. Six feed rates ranging from 3 to 
18 [mm/s] were used to build the fuzzy model. The 
proposed fuzzy model consists of three input signals x, 
y, N and one output signal (velocity). Where x, y are 
the coordinates of the position of the measurement 
points on the blade surface. Each input signal was 
divided into an appropriate number of fuzzy sets. A 
uniform division of the consideration space by the 
fuzzy sets was assumed. The fuzzy sets were adopted 
in the form of triangular sets. The consideration space 
for signal x was divided into 5 fuzzy sets from A1  
to A5 (Fig. 8). 
 

 
 

Fig. 7. Fuzzy model proposed for the blade  
machining process. 

 

 
 

Fig. 8. 'Membership Function Editor' window showing  
the subdivision of the consideration space  

for the input signal x. 
 

For the y signal, 4 fuzzy sets from B1 to B4 were 
adopted. This decomposition is due to the division of 
the blade into corresponding fragments. For signal N 
(collected allowance), the space was divided into  
6 fuzzy sets ranging from 0 to 0.18 [mm]. These values 
are related to the amount of the allowance collected by 
the tool (sets from n1 to n6). For the output signal,  
6 fuzzy sets were adopted. These are triangular sets 
with centres 3, 6, 9, 12, 15, 18 with an assumed 
tolerance of 0.5 [mm/s]. The graphical interpretation of 
the fuzzy rules is shown in Fig. 9. 

At the beginning of the process, sharp values are 
introduced where their blurring takes place, i.e. the 
calculation of the degree of membership of the 
individual fuzzy sets Ai, Bj, Nk. When fuzzy inference 
is realised, it is required to assess the degree to which 
the individual rules are satisfied. 

The higher the degree of fulfilment of a premise, 
the higher the membership of a rule. In the proposed 
fuzzy model, a premise consists of three simple 
premises connected by a logical conjunction AND. 
The next step is the inference of the proposed fuzzy 
model. Using the input membership degrees, the 
resulting membership function of the model output is 
calculated. In this block, a rule base is defined,  
which includes: 

 

	( 	 	 ) 	( 	 	 )	 	( 	 	 )	 ℎ 	( 	 	 ) 
 

 
 

Fig. 9. Fragment of a graphical interpretation of fuzzy rules. 
 

The rule is interpreted as follows: if the measuring 
point is defined by the set A1 and B1	and the amount of 
collected allowance is n2 then the feed rate of the tool 
should be 15 [mm/s]. The rest of the rule runs as 
follows: 
 	( 	 	 ) 	( 	 	 )	 	( 	 	 )	 ℎ 	( 	 	 ) 	( 	 	 ) 	( 	 	 )	 	( 	 	 )	 ℎ 	( 	 	 ) 	( 	 	 ) 	( 	 	 )	 	( 	 	 )	 ℎ 	( 	 	 ) ⋮ 	( 	 	 ) 	( 	 	 )	 	( 	 	 )	 ℎ 	( 	 	 ) 
 

A fuzzy model surface was also obtained (Fig. 10). 
 

 
 

Fig. 10. Graphical interpretation of the fuzzy  
model surface. 

 
An intelligent controller based on fuzzy logic 

generates tool speed values depending on the value of 
the material allowance present. The proposed solution 
was implemented on the controller using PLC Coder. 
 
 
3. Iterative Process Algorithm 
 

The process algorithm for iterative measurement of 
an aircraft engine blade in a robotic grinding process is 
shown in Fig. 11. 

The start of the process is the retrieval of an aircraft 
blade from the details magazine by the developed robot 
gripper. The blade has sharp edges from previous 
processes, so the blade is pre-treated with robotic 
deburring brushes. The blade is then taken to the 
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measuring position by the robot gripping the blade, and 
the blade is measured and aligned to a reference blade 
stored in the program. The next step is to measure the 
blade in the required cross sections and determine the 
allowances. This is followed by a decision as to 
whether the blade is in accordance with the reference 
and the process is complete or whether corrections are 
required. If so, the process parameters are selected by 
the fuzzy logic system. The feed rate of the grinding 
process and the selection of the programmed  
blade-to-tool contact path are selected (Fig. 12). 
 

 
 

Fig. 11. Process algorithm. 
 

  
 

Fig. 12. Examples of blade processing paths. 
 

The next stage involves machining the blade and 
arriving at the measuring positions. The blade is 
measured and ground as many times as necessary until, 
in the decision-making process, it conforms within the 
specified tolerance to the reference blade. 
 
 
4. Conclusions 
 

The aim of the study was to develop a robotic 
grinding process that takes into account the individual 
geometric parameters of each blade based on iterative 
measurements with laser heads. Two measurement 
systems were used, whereby the repeatability of the 
robot was corrected with respect to the master 
measurement and the blade was measured in 
programmed sections. The measured allowances with 
respect to the reference profiles allowed the feed rate 

to be determined by a fuzzy logic system. The 
proposed fuzzy model consists of three input signals x, 
y, N and one output signal. The proposed iterative 
machining process, consisting of measurements and 
grinding of the blade, is carried out until the objective 
is reached, i.e. grinding of the blade in accordance with 
the compared model. 
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Summary: The rotor blade velocity obtained from the measured time of rotor blade arrival is used in the functional of the 
Least Square Technique, which is a novelty. An additional technique has been devised to determine the frequencies of blade 
vibration coupled modes, which is also a novelty. The approach requires only two sensors in the casing for the algorithm to 
find blade multi-mode vibration components. For comparison, three and four sensors have also been used. Verification of the 
algorithm is based on experimental and numerical analyses of steam turbine Low Pressure last stage rotor blades vibrating 
during run-down in a vacuum spin chamber, for synchronous vibrations, and during nominal work at 3000 rpm in a real 
working turbine for asynchronous vibrations. A multimode analysis is carried out for blade vibration at a nominal rotation 
speed of 3000 rpm. The considered steam turbine rotor blade is found to vibrate with two-mode shapes. 
 
Keywords: Tip-timing, Steam turbine, Last squares technique. 
 

 
1. Introduction 
 

Blade tip-timing (BTT) is a non-contact method for 
measuring blade vibration. Tip-timing methods were 
presented at ASME Turbo-Expo 2012, Copenhagen 
[1], Rzadkowski et al. [2]. 

The first tip-timing models assumed that each blade 
vibrates with one frequency [3]. 

Ao et al. [4] proposed a multimode model of the 
BTT signal. The signal of the blade was decoupled and 
recovered as of single-mode response. 

In our paper, the Least Squares Technique is used 
to find the multimode of synchronous and 
nonsynchronous blade vibrations from the tip-timing 
velocity time of arrival, which is a novelty. The 
measured time of rotor blade arrival is used to find the 
rotor blade velocities. The rotor blade velocities are 
used in the functional of the Least Square Technique. 
A new technique is presented to determine the 
frequencies of the coupled modes in the blade 
vibrations, which is also a novelty. 
 
 
2. Methodology 
 

The presented model uses the j-th blade arrival 
times (t1,n, t2,n, …, tl,n, tl+1,n, …, ts,n), where s is the 
number of sensors and n is the total number of 
rotations. The angles between the probes determine the 
actual velocity of the blade tips (Fig. 1). 

The linear velocity of the vibrating j-th blade tip 
Vc(t) is the sum of rotor velocity VΩ(t) and the velocity 
of rotor blade vibration. 

The measured velocities of blade vibration v in (t1,n, 
t2,n, …, tj,n, tj+1,n, …, tl,n), rotation velocity Ωn in 

successive n rotations (n = 1, 2, …, N, N is the total 
number of rotation), between lth and (l+1)th sensors 
mounted in the casing are: 

 

t v1,n = (t2,n + t1,n)/2 v1,n = R (ϰ2 -ϰ1) /( t2,n - t1,n) - ΩnR, 

t v2,n = (t3,n + t2,n)/2 v2,n = R (ϰ3 -ϰ2) /( t3,n - t2,n) - ΩnR, 
…., 

t vl,n = (tl+1,n + tl,n)/2 vl,n = R (ϰ l+1 -ϰ l) /( tl+1,n - tl,n) - ΩnR

(1) 

 

 
 

Fig. 1. Blade tip position. 
 

The assumed blade vibration velocity is: 
 

V(tv) = ∑ a sin(ω t ) + b 	cos(ω 	t ) = 	 , (2) 
 

where tv = (tv1,n, tv2,n, …., tv(s-1),n), s-number of sensors, k 
is the number of modes. 

For example, tv = tv1,1 (blade velocity time between 
sensor 1 and 2 in first rotation) 

 

 
s = [sin(ω1 tv1,1), cos(ω1 tv1,1), sin(ω2 tv1,1), 
cos(ω2 tv1,1),..., sin(ωk tv1,1 ), cos(ωk tv1,1)], 

a = [a1, b1, a2, b2,…, ak, bk ]T 

(3) 
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The blade displacement is found by integrating  
Eq. (2): 

 
X(tv) = C+∑ (−a (ω ) cos(ω 	t ) ++	b (ω ) sin(ω 	t )), (4) 

 
where C is the constant, in the case of calculation of 
vibration parameters C = 0. 

To find vibration velocities, V Eq. (2) for (tv1,n, tv2,n, 

…., tv(s-1),n) matrix a must be found for (n = 1, 2, …, N). 
To find matrix a, the Least Squares Technique uses 

functional F for various tvm: 
 

 F = ∑ (V(t ) − 	v(t )	) , (5) 
 

where V(tvm) is the blade tip vibration velocity and 
v(tvm) is the measured velocity, M = N *(s-1). 

Taking into account Eq. (2) and Eq. (1) and 
assuming that the first derivative of F(a) is zero: 

 

 a = (∑ )-1 (	∑ ) (6) 
 
The blade amplitude can be found by integrating 

Eq.(2): 
 

 X(tvm) = C + sX(tvm) a, (7) 
 

where  
 

 

sX = sX(tvm) = [-ω1
-1cos(ω1 tvm),  

ω1
-1sin(ω1 tvm), -ω2

-1cos(ω2 tvm),  
ω2

-1sin(ω2 tvm),..., -ωk
-1cos(ωk tvm),  

ωk
-1sin(ωk tvm)], 

(8) 

 
and C are the unknown values. 

The presented algorithm requires the number of 
blade vibration components to be assumed (Eq. (2)). 
Therefore, the first thing to do is to use the measured 
times of blade arrival to determine the number of 
harmonics. The presented method of determining the 
number of coupled modes and frequencies in the mode 
of blade vibrations is also a novelty. It is assumed that 
the blade vibration velocity is: 

 
 V(tv) = a sin(ω tv) + b cos(ω tv) (9) 

 
By varying the frequencies ω and using the 

presented here algorithm, the blade amplitude Aw may 
be found for various ω, where local extremes can be 
identified, which is a novelty. These local extremes 
indicated the number of blade vibration components 
and their frequencies in vibration velocity. The same 
algorithm can be used with these frequencies to 
calculate the blade amplitude and phase of each mode. 
 
 
3. Experimental Results for the Nominal  
    Regime 
 

The experiment was carried out in the last stage of 
a 380 MW low-pressure steam turbine at Ω = 50 Hz 

rotation speed in a nominal regime to measure 
asynchronous blade vibration. Three sensors were 
placed in the inner casing at 0o, 10o and 15o. With the 
Least Squares Technique, two velocity times of arrival 
can be found using three sensors. The numerical 
velocity amplitude and phase are found for 50 rotations 
and four mode components. These components are 
found according to the above methodology for 
determining blade vibration frequencies. The four 
nondimensional frequencies were found: 3.5, 5.47, 
7.89, and 9.95 for varying the frequencies ω up to  
10 in Eq. (9) using the presented algorithm. 

The blade amplitudes, velocities, and phases for 
three sensors are calculated (for k = 2, 3, 4 (Eq. (2)), 
which shows that the last stage rotor blade vibrates 
with dominated non-dimensional frequencies of 3.5 
(0.37 mm amplitude) and 5.47 (0.24 amplitude). The 
other frequencies have smaller amplitudes: 7.89  
(0.06 mm) and 9.95 (0.02 mm) (see Tables 1, 2). This 
shows that the rotor blades vibrate predominately with 
two components. 

The above method can identify the component 
modes of vibration in steam turbine LP last stage 
blades based on experimental measurements using 
three sensors. 

Fig. 2 presents blade vibration velocity V (blue 
line) and displacement X (red line) obtained using the 
least squares technique with three sensors. The 
maximal blade velocity V is 0.61 m/s and the 
maximum displacement is 0.62 mm with simultaneous 
vibration non-dimensional frequencies of 3.5 and 5.47. 
The experimental v is marked with green crosses. 
Here, the numerical values V differ slightly from the 
experimental ones. This is because there are not in 
resonance vibrations and, therefore, the blade 
displacements are smaller (0.62 mm, Fig. 2) than those 
of blades in resonance (3.97 mm). 

Small blade displacements cause considerable 
measurement errors. On the other hand, the numerical 
results using the single-degree-of-freedom fitting 
method for the measured time of blade arrival provide 
a blade non-dimensional frequency of 3.53 and an 
amplitude of 0.7 mm, which is close to 0.62. The 
numerical results compare well with some modes 
obtained from other single-mode numerical analyses. 
However, our results also show that additional blade 
vibration components may appear. 

The above results are for analyses using three 
sensors. Table 1 presents the blade amplitudes and 
phases and the number of blade harmonics k = 4,  
Table 2 for k = 2. The angle between them is 6o. Table 
3 presents the blade amplitudes and phases using only 
two sensors and the number of blade harmonics k = 4, 
Table 4 for k = 2. The angle between them is 6o. 

Tables 3, 4 and Tables 1, 2 show that non-
dimensional frequencies for two sensors in comparison 
with three sensors are ±1 % different. Therefore, for 
two sensors, the accuracy of calculations is very good 
and comparable with results using three sensors. 
Tables 1, 2 and 3, 4 clearly show that, in this particular 
case, blades vibrate with two harmonics. 
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Fig. 2. Numerical vibration velocity V, experimental 
velocity v and blade displacements X for blade vibration 

and rotor velocity during nominal work at Ω = 50 Hz. 
 
 
Table 1. Velocity amplitude A, velocity phase ϕ, and blade 

amplitude Ax for k = 4 with three sensors. 
 

 ω (−) A (m/s) ϕ (deg) Ai (mm) 

3.5 0.27 57 0.37 
5.47 0.28 83.4 0.24 
7.89 0.10 51.4 0.06 
9.95 0.04 45.5 0.02 

 
Table 2. Velocity amplitude A, velocity phase ϕ, and blade 

amplitude Ax for k = 2 with three sensors. 
 

 ω (−) A (m/s) ϕ (deg) Ai (mm) 

3.5 0.26 42.3 0.36 
5.47 0.28 85.2 0.21 

 
Table 3. Velocity amplitude A, velocity phase ϕ, and blade 

amplitude Ax for k = 4 with two sensors. 
 

 ω (−) A (m/s) ϕ (deg) Ai (mm) 

3.51 0.25 47 0.34 
5.46 0.23 61.4 0.21 
7.90 0.10 59.4 0.07 
9.97 0.05 46.5 0.03 

 
Table 4. Velocity amplitude A, velocity phase ϕ, and blade 

amplitude Ax for k = 2 with two sensors. 
 

 ω (−) A (m/s) ϕ (deg) Ai (mm) 

3.51 0.24 52.3 0.32 
5.46 0.21 91.1 0.19 

 

4. Conclusions 
 
This paper presents a multimode tip-timing 

algorithm for the vibration analysis of steam and gas 
turbine rotor blades using the Least Squares 
Technique. The rotor blade velocity obtained from the 
measured time of rotor blade arrival is used in the 
functional of the Least Square Technique, which is a 
novelty. This method requires only two sensors in the 
casing for multimode synchronous and asynchronous 
vibrations. 

The presented algorithm requires the number of 
blade vibration components to be assumed. Therefore, 
the first thing to do is to use the measured times of 
blade arrival to determine the number of harmonics. 
The presented method of determining the number of 
coupled modes and frequencies in the mode of blade 
vibrations is also a novelty. The same algorithm can be 
used with these frequencies to calculate the blade 
amplitude and phase of each mode. 
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Summary: Artificial neural networks (ANNs) have demonstrated impressive performance in various applications, but are 
limited by their simplified models of neurons and synapses. Recent research has shown that incorporating dendrite 
functionality into ANNs can improve their expressivity and learning efficiency. However, most of work has focused on rate-
based models of ANNs. In this paper, we propose a novel framework for incorporating dendrite functionality in spiking neural 
networks (SNNs), which are more biologically realistic and interpretable. We evaluate the effect of dendritic processing in 
SNNs using pyramidal neurons, a common type of neuron in the cerebral cortex. Our results show that the incorporation of 
dendritic processing in SNNs leads to a significant improvement in robustness and continual learning efficiency, enabling 
SNNs to approach the performance of biological neural networks with prominent interpretability. 
 
Keywords: Dendrite dynamics, Spiking neural networks, Pyramidal neuron, Continual learning, Robustness. 
 

 
1. Introduction 

 
Spiking neural networks (SNNs) are a class of 

neural networks that use spikes, rather than continuous 
values, to communicate between neurons. SNNs have 
shown great promise in various applications, such as 
robotics, signal processing, and pattern recognition. 
However, one of the major challenges in SNNs is to 
ensure robustness and continual learning in the face of 
changing environments and input data. 

To address this challenge, we propose a novel 
approach that integrates dendrite dynamics of 
pyramidal neurons into SNNs (dubbed DenNet) to 
boost their robustness and enable continual learning. 
Dendrites are the input branches of neurons that 
receive signals from other neurons. The dynamics of 
dendrites play a crucial role in shaping the response of 
neurons to input signals and modulating the strength of 
synaptic connections. Our approach focuses on 
optimizing the hierarchical dynamics of dendrites and 
non-monotonic activation function to enhance the 
adaptability and resilience of SNNs. Specifically, we 
introduce a set of dendrite dynamics that enable SNNs 
to adapt to changing input distributions and recover 
from neuron failures, based on a biologically-inspired 
framework that incorporates the principles of synaptic 
plasticity and homeostasis. 

We demonstrate the effectiveness of our approach 
on neuromorphic MNIST (N-MNIST) and Shuffled 
MNIST (S-MNIST) benchmark datasets [1,2]. Our 
results show significant improvements in classification 
accuracy, robustness to perturbation attacks, and 
continual learning performance compared to state-of-
the-art SNNs. We also conduct analysis experiments to 
investigate the hidden representation and neural 
activity to obtain better interpretability. 

2. Methods 
 
The dendritic extension is functionalized to be able to 
integrate synaptic inputs not only spatially but also 
temporally with certain degree of leakage over time. 
We model the dynamic process by: 
 , ( ) = − , ( ) − _ + ∑ , ( ) , ( ),

         
 (1)      

 
                    , ( ) = ∑ ( − , ),                   (2) 

 
where wij,k denotes the weight of the synapse 
connecting pre-neuron j and post-neuron i and 
harbouring at the kth dendritic branch of post-neuron i, 
Vi,k

d is the membrane potential of the dendritic branch, 
Vd_rest is the resting potential of dendrite that is set to 
zero in our simulations, τd is the time constant of 
dendritic membrane potential leakage, and sij,k(t) is the 
spike train input from pre-neuron j in sequence of 
firing time tij,k

F to the kth dendritic branch of post-
neuron i (eq. 2). Individual spikes arrived at the kth 
dendritic branch of post-neuron i within each 
minimum time step Δt from Ni,k

L-1  pre-neurons in layer 
L-1 are weighted at the corresponding synapses and 
linearly summed up to provide total input to dendrite 
and then integrated into the instantaneous dendritic 
membrane potential Vi,k

d(t). 
We model the dynamic behaviour of dendrite by 
refering to the leaky integration behaviour of the 
neuron cell body. Apparent differences between 
dendrite and the neuron cell body occur in the ensuing 
activation or nonlinear transfer process. In pyramidal 
neurons, dendrite nonlinearly transforms the spatio-
temporally integrated input through an activation 
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function, i.e., DA. In contrast to the more familiar 
neuronal activation that is commonly abstracted as a 
monotonic function with respect to the integrated 
input, such as sigmoid and ReLU functions, dendritic 
activation is simulated by a non-monotonic Gaussian 
function: 
 , ( ) = G , ( ) = √ ( , ( ) )

        (3) 

 
where Vi,k

DA denotes dendritic output after Gaussian 
activation, μ is position of the peak and is set to the 
activation threshold (Vth) of neuron, σ controls the 
width and the coefficient A controls the height of the 
peak. This process mimics the newly found dCaAP [3]. 
In this way, dendrite responds weakly to small and 
large inputs, but strongly to moderate ones. 
Immediately following dendritic processing, leaky 
integrate-and-fire (LIF) neural processing (eq.4 and 5 
where Vi

n denotes neuronal membrane potential, τn is 
the time constant of neuronal membrane potential 
leakage, Vn_rest is the resting potential of neuron that is 
set to zero in our simulations, Di is the number of 
dendritic branches of neuron i, and H is Heaviside step 
function) begins, by integrating dendritic output Vi,k

DA 
into the instantaneous neuronal membrane potential 
Vi

n(t). 
 ( ) = − ( ) − _ + ∑ , ( )     

(4) 
 

 ( ) = ( ( ) − )          (5) 
 
When Vi

n(t) exceeds a certain threshold Vth, neuron 
emits a spike (activated) and its membrane potential is 
spontaneously reset to Vn_rest, ready to be activated 
again. The network is trained with spatio-temporal 
back-propagation algorithm (STBP) via gradient 
substitution [4]. 
 
 
3. Results 
 
To benchmark the robustness of our proposed DenNet 
to noise perturbations, we train a three-layer model on 
intact neuromorphic MNIST (N-MNIST) dataset for 
100 epochs and test it using salt & pepper noise (SP) 
perturbed test samples. In N-MNIST, we accumulated 
spike trains (5ms) for acceleration and directly input 
them into SNNs. In each trial, the models are initialized 
by a uniform initialization and trained by minimizing 
the mean square error (MSE) loss on the 50000 training 
samples, and tested the accuracy by using 1000 noisy 
testing samples. For all SNN models, we set the 
threshold  as 0.75, set the soma decay factor  as 
0.75, and set dendrite decay factor  as 0.1 to achieve 
their favourable performance; The time window T is 
set as 10 for all models. We adopt the three-layer 
structure [2312-FC512-FC10] and use Adam 
optimizer to train. After training process on clean N-
MNIST data, we validated the model robustness in the 

noise experiments. We controlled the noise intensity 
by control the noise level variable (r), which refers to 
the × 2  for the proportion of noise region, 
ranging from 1~14. All models were pre-trained on 
the standard training dataset and tested on the noise 
dataset with the same parameter configurations and the 
MSE loss, where the results are shown as Fig. 1a. For 
Cosine distance comparison, we used the averaged 
membrane potential of the second hidden layer across 
all timesteps as the learnt representations to calculate 
the distance between noise corrupted samples and 
intact ones. We randomly sampled 1000 testing data 
from N-MNIST and plotted its statistical average 
distance on Fig. 1b. Besides, we calculated the firing 
rate of three layers across different noise levels, shown 
in Fig. 1e. 
We utilize the shuffled MNIST (S-MNIST) to conduct 
continual learning experiments. All tasks are to 
classify handwritten digits from zeros to nine. For each 
new task, the image pixels were randomly permuted 
with the same randomization across all digits in the 
same task and different randomization over different 
tasks. We trained each task by ten epochs and used a 
three-layer spiking neural networks with [784-
FC1024-FC10] structure to minimize the MSE by the 
ADMM. During the training of each task for these 
three SNN models, we randomly generated a sparse 
and fixed connection matrix to receive supervision 
signals, where the sparsity is kept as 3%. For the 
configuration of SNN models, we set the time window 
T as 5, set the threshold  as 0.5, and set the soma 
decay factor  as 0.7. The dendrite decay factor  is 
set to 0.001. After each task is learned, we fixed the 
weights and randomly took validation task samples 
from the learned task set to test the capability for 
exploiting historical information. We trained each 
model with 50 epochs and 4 trials and presented the 
results in Fig. 1 c, d. In addition, we visualized the 
patterns of learnt neural representation in pre-trained 
models across all tasks in Fig.1f-h. The patterns are 
calculated by the averaged membrane potentials of 
layer-2 neurons across all timesteps, then the neurons 
are clustered by K-means algorithm to reveal the 
different modes in these SNN models. 
The superiority of noise-robustness in DenNet, 
compared to other models with different dendritic 
activations, is illustrated in Fig.1a. Furthermore, the 
comparison of neuron membrane potential similarity 
between the two test sets reveals an increasing trend 
from the baseline SNN to DenNet, as depicted in 
Fig.1b. The enhanced noise resilience of DenNet can 
be attributed to its Gaussian dendritic activation, which 
functions as a band-pass filter. Specifically, it 
effectively filters out noise that disturbs the neuron 
membrane potential in either direction, thereby 
preventing overactivity or underactivity of the neuron. 
This is supported by the findings presented in Fig.1e, 
where an analysis of neuronal firing patterns in both 
SNNs, subjected to inputs contaminated by varying 
levels of noise, suggests that the computational 
properties of SNNs are closely tied to their code 
transmission properties, exhibiting adaptivity. 
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Fig. 1 c,d present a comparison of the fifty-task 
continual learning performance of multiple SNN 
models. The results clearly indicate that DenNet 

consistently outperforms the other models as the 
number of learned tasks increases, with the simple 
baseline SNN exhibiting the poorest performance.  

 
 

 
 
Fig. 1. a. Test accuracies on salt & pepper noise perturbed N-MNIST data as functions of noise level for SNN models with 
different dendrite activation. The curves (shadows) are mean accuracies (standard deviations) over four test trials. b. The 
Cosine distances with respect to the average layer-2 neuron membrane potential between tests on noise corrupted samples and 
tests on intact ones for these three SNN models. The error bars are standard deviations over four test trials. c,d. Test accuracies 
averaged over tests on all previously learnt tasks on S-MNIST as functions of the number of tasks for SNN models with 
different activations and continual learning techniques, respectively. The curves (shadows) are mean accuracies (standard 
deviations) over four test trials. e. The layer-2 neuron firing rates as functions of noise level. f-h. Learnt neural representations 
across all tasks for three SNN models. Neurons are sorted by their cluster membership, indicated by coloured lines at the 
bottom. K-means clustering method based on task variances is used. 
 
 
Notably, Fig. 1f-h reveal distinct characteristics 
between the baseline SNN and the two DenNet models. 
In the case of the baseline SNN, no evident clustering 
of neurons is observed, implying that neural resources 
are shared across different tasks. Additionally, the 
overall neural activity is relatively low, with most 
neurons maintaining membrane potentials close to 
their resting-state values (zero), as depicted in  
Fig. 1f-h. In contrast, both DenNet and DenNet(ReLu) 
(where the non-monotonic dendritic activation is 
replaced by ReLu function) exhibit a degree of self-
organization in layer-2 neurons, forming distinct 
clusters through continual learning. This clustering 
indicates that neurons become task-specific, resulting 
in reduced representational overlap and mitigating the 
catastrophic forgetting problem. While both DenNet 
models feature a majority of non-clustered neurons 
serving as a background for each task, they differ in 
terms of the relative activity levels of clustered neurons 
compared to the background activity. Specifically, the 
clusters of neurons in DenNet display higher levels of 
activity than the remaining task-irrelevant neurons, 
which are nearly at rest. In contrast, the neuron clusters 
in DenNet exhibit lower levels of activity than the non-
clustered neurons. This observation suggests that these 
networks are trained to form task-specific neuron 
clusters characterized by activity contrasts with their 
respective backgrounds. This allows for reliable 
propagation and decoding of input spike rates 

encoding specific tasks in the decision layer (layer 3), 
effectively filtering out irrelevant information. 

 
4. Conclusions 
 
In this paper, we have proposed a novel approach that 
optimizes dendrite dynamics in SNNs to boost their 
robustness and enable continual learning, based on a 
biologically-inspired framework that incorporates the 
principles of synaptic plasticity and homeostasis. We 
have demonstrated the effectiveness of our approach 
on benchmark datasets, showing significant 
improvements in classification accuracy, robustness to 
perturbation attacks, and continual learning 
performance compared to state-of-the-art SNNs. Our 
results suggest that optimizing dendrite dynamics is a 
promising approach to enhance the performance and 
reliability of SNNs in real-world scenarios. 
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Summary: Stereophonic communication systems employ terminals with two loudspeakers and two microphones in order to 
create the impression of audio directionality. Such setups can be affected by acoustic echoes corresponding to any loudspeaker-
to-microphone pair. The standard approach for stereophonic acoustic echo cancellation (SAEC) framework was simplified in 
the past with the help of the widely linear (WL) model, which replaces the four corresponding adaptive filters working with 
real-valued variables with a single adaptive filter working with fewer complex-valued variables. In the WL context, this paper 
proposes a complex-valued adaptive algorithm based on the combination between the exponentially weighted recursive  
least-squares (RLS) algorithm and the conjugate gradient (CG) method. The namely WL-RLS-CG replaces the direct solution 
approaches associated with the classical RLS adaptive systems with solving an auxiliary system of equations based on an 
iterative method provided by the CG algorithm. Simulations results will be shown in order to demonstrate the performances 
of the proposed algorithm with respect to another classical solution. 
 
Keywords: Stereophonic echo cancellation, Adaptive filters, RLS, Auxiliary equations, Conjugate gradient. 
 

 
1. Introduction 

 

In recent years, acoustic communication terminals 
were developed to provide an increased sensation of 
comfort for all interlocutors. Such is the case of 
stereophonic endpoints, which are comprised of a pair 
of loudspeakers, respectively a corresponding pair of 
microphones [1]. This configuration has the benefit of 
creating the impression of directionality for the 
acoustic messages. However, each loudspeaker-to-
microphone pair has the potential of creating unwanted 
acoustic replicas, which might return to the original 
speaker [1, 2]. For the purpose of cancelling the 
acoustic echo, four adaptive filters working with  
real-valued variables must be employed in order to 
estimate all possible echo generating impulse 
responses. In [1], the widely linear (WL) model was 
proposed in order to improve the handling of the 
stereophonic acoustic echo cancellation (SAEC) by 
using a single adaptive filter working with a smaller 
amount of complex-valued variables. In this context, 
several adaptive algorithms were proposed from the 
recursive least-squares (RLS) family, which have 
increased capabilities of decorrelating the input 
signals. Such is the case of the RLS version based on 
the matrix inversion lemma (also known as 
Woodburry’s identity), which solves the 
corresponding system of equations using a direct 
method and is susceptible to stability issues [1, 3]. 

Other approaches are designed to iteratively solve 
an associated auxiliary system of equations. The 
dichotomous coordinate descent (DCD) technique  
[3, 4] is a low-complexity inexact line search method 
which was combined with the RLS in the framework 

provided by the WL model. Nevertheless, the 
properties associated with the pairing between the RLS 
and the DCD limits the possibilities of further 
development, such as applying variable forms for the 
classical parameters of the RLS algorithms. 

In this contribution, we analyze the adaptive 
system formed with the mixture between the 
exponentially weighted RLS adaptive and the 
conjugate gradient (CG) iterative method [3, 5]. The 
structure is organized as follows. The theoretical 
model, respectively the proposed algorithm are 
presented in Section 2. Section 3 shows several 
simulation results and compares performances with the 
RLS algorithm based on Woodburry’s identity. 
Finally, conclusions are drawn in Section 4. 
 
 
2. WL-RLS-CG Algorithm 
 

We designate the combination between the RLS 
algorithm and the CG method working within the WL 
framework as the WL-RLS-CG. The algorithm is 
presented in Table 1. We denote the discrete time index 
with n, and the length of the four impulse responses 
corresponding to the unknown echo paths with L. The 
superscript H

 denotes the Hermitian operator. The 
algorithm updates its estimates using the forgetting 
factor ,λ  where 0 1.λ < . In concordance with the 

WL model [1], the 2 1L×  vector ( )nx  comprises the 

last 2L  complex-valued input samples, and the
2 2L L× estimate of the correlation matrix is 

represented by ( )nxR   [1, 4]. The small positive valued 

constant δ  and the identity matrix I2L are employed to 
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initialize ( )nxR   at the start of the simulation. The 

time-shift nature of the input signal ensures that the 
update performed for the correlation matrix in step 2 
can be replaced by copying the upper-left 

( ) ( )2 2 2 2L L− × −  sub-matrix to the lower-right 

( ) ( )2 2 2 2L L− × −  sub-matrix, then compute the first 

column and copy it using the Hermitian operator on the 
first row. Moreover, the second column, respectively 
second row, can be easily obtained by again copying 
and conjugating the values from the first column, 
respectively first row. More details can be found in [1] 
and [3]. The highest costs in terms of arithmetic 
operations are associated with step 5 of the algorithm 
and have a magnitude proportional to the square of the 
complex valued filter length 2L. 

In step 4 of the algorithm the residual component 

0 ( )np  is updated and used in step 5, where the CG 

algorithm determines the so-called 2 1L×  solution 

vector ( )nΔh  and the 2 1L×  residual vector ( )nr  [1], 

[3]. The former is then employed to update the 2L 

adaptive filter’s coefficients ( )nh  in step 6, while the 

latter will be necessary in the next filter iteration (i.e., 
at time index n+1) to update the residual component 

0 ( 1).n +p  The solution replaces the classical direct 

approach for updating the adaptive filter’s taps with the 
auxiliary system of normal equations in step 5, which 

instead determines ( ),nΔh  and subsequently updates 

( )nh  through the summation in step 6 [3]. 

 
 

Table 1. Exponentially Weighted RLS using CG. 
 

Step Actions 

1. 
Initialization: 

2(0) ; (0) ; (0) Lδ= = =xh 0 r 0 R I
  

 For n = 1, 2… 

2.       ( ) ( 1) ( ) ( )Hn n n nλ= − +x xR R x x     

3.       ( ) ( ) ( 1) ( )He n d n n n= − −h x   

4.       0 ( ) ( 1) ( ) ( )n n n e nλ ∗= − +p r x  

5.    0( ) ( ) ( ) ( ), ( )n n n n nΔ = Δ⎯⎯→CG

xR h p h r
  

6.    ( ) ( 1) ( )n n n= − + Δh h h    

 
 

The CG algorithm is summarized in Table 2. It is 
designed to minimize the cost function 

 

 
[ ]

0

1
( ) ( ) ( ) ( )

2

( ) ( ),

H

H

f n n n n

n n

Δ = Δ Δ −

− Δ

xh h R h

p h


 (1) 

 

and it updates the solution vector ( )nΔh  in an iterative 

manner using a variable step size α  and a direction 
vector d. For each iteration, the direction d is chosen 

to ensure conjugacy with respect to ( )nxR   [5], which 

involves that 
 

 ( ) 0, ,H
i jn i j= ≠xd R d  (2) 

 
where u, 1 ,i j N=   respectively Nu denotes the 

maximum number of allowed iterations (i.e., the 
number of steps corresponding the iterative process). 
In practice, it is expected for the parameter Nu to have 
values in the range uN L  [1, 3]. 

The CG method requires divisions at steps 1 and 3, 
and a number of multiplications with an order of 

magnitude 2(4 ),uO L N  which is determined by the 

denominator shown in step 2. The denominator 
imposes the condition 

 

 u( ) 0, 1H
i in i N≠ =xd R d   (3) 

 
Despite having an overall complexity comparable 

to the WL-RLS algorithm based on the matrix 
inversion lemma [4], the WL-RLS-CG approach has 
good convergence speeds and leaves room for some 
possible improvements not attainable using simpler 
versions of the RLS, such as the WL-RLS-DCD. A 
good example would be the implementation of the 
WL-RLS-CG using variable values of the forgetting 
factor [6]. 

 
 

Table 2. The Conjugate Gradient Algorithm. 
 

Step Actions at time index n 

 
Initialization: 

2 x1 0 0; ( ); ;H

L n ρΔ = = = =h 0 r p r r d r  

            For k = 1, 2…Nu 

1.       1

2

1 k

k

f ki
ρ
ρ

−

−

> → = +d r d   

2.       1

( )
k

H n

ρ
α −=

xd R d

 

3.       αΔ = Δ +h h d   

4.       ( )nα= − xr r R d  

5.       H

kρ = r r  

 
 
3. Simulation Results 
 

Simulations were performed in the context of 
SAEC using Gaussian noise, respectively speech, as 
inputs, which were filtered through two acoustic 
impulse responses in order to mimic spatial diversity. 
The two channels were also predistorted using the 
method presented in [1] with the purpose of reducing 
the correlation between the stereo channels. For the 
four unknown echo paths we used real measured 
impulse responses decimated in order obtain the length 
L = 256. For the complex microphone signal d(n), the 
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echo-to-noise ratio (ENR) was experimentally  
set to 25 dB. 

The performance indicator is the normalized 
misalignment measured in dB, which is defined in [1]. 
We compared the WL-RLS-CG method for different 
values of Nu and we used as a reference the RLS 
algorithm based on Woodburry’s identity, (i.e., the 
WL-RLS) [1, 2]. 

In Fig. 1 simulation results are illustrated for the 
Gaussian noise input signal. A compromise can be 
noticed for the WL-RLS-CG as the value of Nu is 
increased. The corresponding convergence speed 
improves, and the accuracy of the algorithm at  
steady-state decreases. However, for Nu > 2 the 
performance increase is caped, and the value Nu = 2 is 
sufficient for the WL-RLS-CG to match the 
convergence speed of the WL-RLS, respectively to 
have superior precision in the steady-state. 

 

 
 

Fig. 1. Normalized misalignment for WL-RLS  
and WL-RLS-CG with different values of Nu. Input signal is 
Gaussian noise and the length of the echo paths is L = 256. 

 
In Fig. 2 the input signal is a speech sequence. It 

can be noticed again that increasing the value of Nu 
leads to improved convergence speeds for the  
WL-RLS-CG. Moreover, for a value of Nu large 
enough, the convergence speed is comparable to the 
WL-RLS, and the performance at steady-state is 
superior to the one corresponding to the reference 
algorithm. 
 

 
 

Fig. 2. Normalized misalignment for WL-RLS  
and WL-RLS-CG with different values of Nu. Input signal 

is speech and the length of the echo paths is L = 256. 

Considering that the speech is a highly correlated 
signal, it can also be noticed that, in comparison to the 
first scenario, a higher value of Nu is necessary in order 
to achieve the cap in performance. For practical 
implementations of SAEC, the parameter Nu should be 
set to values which ensure sufficient performance 
when working with difficult signals. 
 
 
4. Conclusions 
 

Despite having a relatively high arithmetic 
complexity, the proposed WL-RLS-CG algorithm for 
SAEC scenarios can match the convergence speed of 
the WL-RLS method, and it outperforms the latter 
when working at steady-state. The maximum number 
of allowed iterations Nu is one of the key parameters, 
and it influences the overall arithmetic costs associated 
with the WL-RLS-CG. 

When comparing the CG approach to other RLS 
methods which solve the corresponding auxiliary 
system of equations (such as the WL-RLS-DCD), the 
WL-RLS-CG method relies less on the statistics of the 
input signal. Consequently, the proposed algorithm is 
more suitable for further developments, such as 
versions employing variable forgetting factors [6]. 
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Summary: The paper presents a neural system for verifying the correctness of the implementation of the Intermediate Case 
welding process of the PW800 engine parts manufactured by Pratt&Whittney. Welding is carried out on a robotic station, 
whose equipment allows for recording more than a dozen process parameters. In addition, information from quality control 
(FPI, X-ray) about the type and size of defects is provided. This allows for building a knowledge base about the process, and 
in the case of neural networks, to prepare learning data. Currently, elements of descriptive statistics are used for process control, 
which allows process improvement of up to 57 % [1]. The proposed solution using neural networks shows a very good 
efficiency of 99.7 %. 
 
Keywords: Robot, TIG welding, Robot programming, Process monitoring, Jet engine casing. 
 

 
1. Introduction 
 

The jet engines used in modern passenger aircraft 
consist of many complex structural assemblies. In 
order to reduce production costs and weight, and thus 
engine operating costs, the precision casting 
technology used to date is often replaced by the 
implementation of welded complex thin-walled 
assemblies [2]. 

Such an approach requires the use of advanced 
material joining processes, the development of 
implementation and control technologies. Thin-walled 
components such as the engine casing are  
safety-critical components. Each manufactured 
component is subjected to quality control operations 
several times in the form of visual inspection, CMM 
measurements, non-destructive testing, or fluorescence 
inspection. Nowadays, inspection at various stages of 
the process is being introduced in aircraft engine 
production control processes [3-5], with increasing use 
of machine intelligence, fuzzy logic [6], or artificial 
neural networks [7]. 

The component to be welded is large in size and 
complex in shape. It is the complex shape that prevents 
the use of modern technologies such as friction 
welding (FRW), in which metals are joined by 
mechanical friction. Another variant of this technology 
is friction stir welding (FSW) [8]. The aforementioned 
FRW and FSW joining methods enable the welding of 
aluminum alloys that were previously considered non-
weldable [9]. The aforementioned complex shape has 
also eliminated electron beam hull joining 
technologies or the use of laser welding. In both of 
these cases, the beam source is very large. 

TIG (Tungsten Inert Gas) welding produces an electric 
arc through a non-fusible tungsten electrode in a shield 
of inert gas (argon, helium or mixtures thereof). The 
advantages of TIG welding are: very good joint quality 
while maintaining welding productivity, welding of 
workpieces of different thicknesses – less than 1 mm 
up to approx. 10 mm, the possibility of working in 
different positions, very high control over the precision 
of the welding process, the possibility of welding 
different types of materials and alloys, the formation 
of a negligible amount of slag. The disadvantages of 
TIG welding are, the need for shielding when welding 
in an open area, lower productivity when welding by 
hand, the quality of the welds is dependent on the 
welder's ability. The aforementioned advantages led to 
the choice of the TIG method for joining the 
components of the intermediate case of the PW814 
engine. The disadvantage related to the dependence of 
quality on the welder's ability was eliminated by using 
an industrial robot. 

The quality of the performance of robotised TIG 
welded joints depends on the correction of the torch 
position and the stabilisation of the welding parameters 
such as current, voltage and shielding gas quantity. 
Corrections to the position of the robot's TCP 
movement, which in the case under analysis is related 
to welding, can be achieved in various ways, e.g. by 
using vision systems [10, 11], built from a single 
camera [12], a camera with a laser marker [13, 14] or 
a 3D measuring system [15]. 

The quality of the welding process depends not 
only on the position of the TCP, but also on the 
welding parameters. In [16], the influence of different 
parameters on the welding process was studied. The 
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penetration depth, microstructure and hardness 
measurement of the resulting weld were analysed for 
mild steel using gas-shielded robotic arc welding. The 
variables chosen in this study were arc voltage, 
welding current and welding speed. 

An algorithm using a weld width prediction 
element of the welded joint based on fuzzy logic and 
deep learning was used for parameters such as welding 
current, arc length and welding speed [17]. 

Another article dealing with the optimisation of the 
TIG welding process, understood as the correct shape 
of the weld, was included in [18]. Welding current, arc 
length and torch travel speed were chosen as the input 
process parameters, while fusion depth, depth-to-width 
ratio, heat input and the width of the heat affected zone 
were taken as the output variables for the study. 

In work [19], a feed forward, back propagation 
neural network with Levenberg-Marquardt learning 
algorithm was used to optimise the quality of mild steel 
pipe welds. The study showed that the neural network, 
based on the obtained process parameters, is also able 
to determine the achieved tensile strength and yield 
strength. SSN algorithms have also been developed 
and described in [20, 21], to control the welding 
process of artillery munitions. One of the models, with 
back propagation, was used for qualitative 
classification: compliant, non-compliant, based on 
process parameters. 

The small number of literature studies on detailed 
analyses of inference and prediction of weld quality 
based on process parameters is complemented by the 
issues addressed in this article. 
 
 
2. Problem Definition 

 
The Intermediate Case of the Pratt & Whitney 

PW814 engine (Fig. 1), which is shown in Fig. 2, is a 
thin-walled component consisting of dozens of 
interconnected components, where each component is 
made to the specified tolerances. 

 

 
 

Fig. 1. Pratt & Whitney PW814 aircraft engine,  
with indication of intermediate case [1]. 

 
The advantage of welded construction is the 

reduced weight of the assembly. During welding, it is 
subjected to stresses due to heat shrinkage. This can 

result in defects in the welds despite ensuring constant 
process parameters. 

Due to the high price and the need to ensure quality 
and flight safety, manufactured components are 
subjected to numerous quality control stages using 
visual inspection methods, CMM measurements, FPI 
fluorescence inspection and X-ray inspection. If  
non-conformities are found, an approved repair 
process is required. The repair process generates 
additional costs. The part has to be re-transported from 
the measurement laboratory and re-situated and 
repositioned on the production bench. It is worth 
mentioning that the diameter of the intermediate case 
of the PW814 engine is 1400 mm. A view of the case 
is shown in Fig. 2. 

 

 
 

Fig. 2. Intermediate case component of the PW814  
engine [1]. 

 
Digitally obtainable process parameters are 

collected and stored in the robot controller's memory 
in a structured, designed structure. They are subjected 
to statistical analysis such as standard deviation, 
variance, skewness, kurtosis and mean value. In 
previous research [1], an identifier was determined in 
the form of a skewness function for the welding 
voltage waveform, the limit value of which allows the 
determination of a defect such as partial lack of fusion 
of the weld or the occurrence of inclusions of foreign 
material. This solution was tested on a series of  
50 production pieces. The success rate for defect 
identification was 48 % [1]. Test work carried out with 
elements of descriptive statistics does not allow the 
detection of all types of defects. In order to improve 
the results, an artificial neural network was used to 
classify weld states on the basis of the recorded 
parameters. The main objective was to obtain the 
highest possible defect detection rate. 
 
 
3. Test Stand 
 

The problem described here concerns the TIG 
welding operation of the intermediate case of the 
PW814 engine (Fig. 1). 36 welds with a total length of 
more than 7 (m) are analysed. The welding process is 
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carried out on a robotic production station (Fig. 4), 
equipped with components such as: ABB IRB2600ID 
6-axis industrial robot with ABB IRBP B1000 
positioner, FRONIUS MagicWave 5000 welding 
source. The correct flow of shielding gas, argon, is 
ensured by Bronkhorst Mass-Stream regulators. 
Keyence CV-X150FP vision system is installed on the 
bench, which supervises the torch calibration process 
and allows parts to be measured prior to welding, 
allowing the robot's movement to be directed to the 
actual path of the welding path. Real-time 
compensation of the distance between the electrode 
and the workpiece is handled by the ABB WeldGuide 
III controller. The execution of the main program is 
managed by the ABB IRC5 controller, which 
communicates with all components of the workstation. 
It supervises the movements of the robot and 
positioner, as well as the operation of other systems. 
 

 
 

Fig. 3. Robotic production station at Pratt & Whitney 
Rzeszów S. A. [1]. 

 
A schematic of how the devices on the test stand are 
connected, using the industry standards EthernetIP and 
DeviceNet, is shown in the diagram in Fig. 3. 
 

 
 

Fig. 4. Schematic diagram of the equipment connection  
on the test stand [1]. 

 
The main objective of the work described is to 

assess the correctness of the welds based on the 
analysis of the process parameters. Table 1 shows all 
the parameters that were taken into account during  
the analysis. 

Table 1. Summary of data recorded. 
 

Group Parameter Designation Unit Device 

Pre-process 
parameters

TCP calibration
parameters 

Kx, Ky, Kz, 
Px, Py, Pz 

(mm) 
ABB IRC5 
Keyence 

CV-S200M 
Welding 
trajectory 

compensation 

C1,C2,C3, 
ΔC (C3-C1) 

(mm) 
ABB IRC5 
Keyence 

CV-S200M 

In-process 
parameters

Welding voltage
WeldVolt, 

WgWeldVolt 
(V) 

Fronius 
MagicWave 

5000 

Welding current WeldCurr (A) 
Fronius 

MagicWave 
5000 

Shielding gas 
flow rate 

Sg1, Sg2, Sg3 (l/min) 
ABB IRC5 
Bronkhorst 

Mass-Stream
Travel speed WeldSpeed (mm/s) ABB IRC5 

Motion 
acceleration 

WeldAcc (mm/s2) ABB IRC5 

Z-axis position
compensation 

WgCorr, 
WgTotCorr 

(mm) 
ABB IRC5 
WeldGuide 

III 

 
 

These parameters can be divided into two groups. 
The first is the tool calibration and weld path 
compensation values, stored before welding. Each is a 
single number, where Kx, Ky, Kz and Px, Py, Pz are 
the coordinates of the TCP system K – camera,  
P – torch respectively. The values C1, C2, C3 are the 
weld path compensation values at its three main points, 
and ΔC is the difference of C3 and C1 compensation, 
representing the angular deviation of the 
compensation. The second group is the time 
waveforms of the welding parameters. This includes 
the voltage (WeldVolt, WgWeldVolt), current 
(WeldCurr), speed and acceleration (WeldSpeed, 
WeldAcc), as well as shielding gas flow parameters 
(Sg1, Sg2, Sg3) and torch distance compensation 
parameters (WgCorr, WgTotCorr). 

The welding time per weld is approximately  
60 seconds and the recording rate is 43 samples per 
second. The initial condition is an assessment of the 
effect of the welding process. The welds can be 
classified as correctly performed or in need of 
improvement. Their designations are shown in 
Table 2. kx ky kz. 
 
 

Table 2. Classification of welds, correct, faulty. 
 

Classification Designation 
Conforming weld P 

Non-Conforming weld 

Np 
Nw 
Nb 

Nb70 
Nb20 

 
A correctly made weld (P) meets the requirements 

of the standards and is accepted in quality control. 
Defects arising may completely disqualify the part 
from further production. In the case of minor defects, 
the standards allow repair operations to be carried out. 
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Such defects include burn-through (Np), inclusion of 
foreign mat. (Nw) and incorrect remelting: along the 
entire length (Nb), below 70 % (Nb70) or 20 % (Nb20). 
 
 
4. Solving the Problem Using Neural Networks 
 

Artificial neural networks are a very good tool for 
pattern recognition and classification. In this study, 
MATLAB software was used together with elements 
of the Neural Net Pattern Recognition library. The 
learning functions available in the software were 
analysed. The selection of functions depends on the 
specific case and is carried out experimentally. 
 
 
4.1. Preparation of Learning Data 

 
One of the main conditions for the successful 

operation of neural networks is the correct execution 
of the learning process. In order to carry out the 
learning process, an input matrix X and an output 
matrix Y were generated. The structure of the X matrix 
contains the characteristics (elements of descriptive 
statistics, Table 3), while the output matrix (T) 
presented the corresponding performance states shown 
in Table 4. 

 
 

Table 3. Elements of the input matrix. 
 

Parameter/Function 
Parameter 
designation 

Nr characteristic 

Path compensation 

C1 1 

C2 2 

C3 3 
ΔC (C3-C1) 4 

Standard deviation 

WeldCurr 5 

WeldVolt 6 
WgWeldVolt 7 

WgCorr 8 

WgTotCorr 9 

Variance 

WeldCurr 10 

WeldVolt 11 
WgWeldVolt 12 

WgCorr 13 

WgTotCorr 14 

Skewness 

WeldCurr 15 

WeldVolt 16 

WgWeldVolt 17 
WgCorr 18 

WgTotCorr 19 

Kurtosis 

WeldCurr 20 
WeldVolt 21 

WgWeldVolt 22 

WgCorr 23 
WgTotCorr 24 

Average value 

WeldCurr 25 

WeldVolt 26 
WgWeldVolt 27 

WgCorr 28 

WgTotCorr 29 

The learning data were prepared on the basis of 
data recorded for 50 production parts. In order to 
reduce the amount of data analysed, a comparison of 
characteristics was carried out and those whose values 
did not change or changed slightly were eliminated. 
The camera and torch TCP point calibration 
parameters, shielding gas flow values and welding 
motion speeds and accelerations showed high stability 
and repeatability for both correctly made welds and 
those containing detected defects. Finally, the 
elements of the input learning matrix are the  
29 characteristics shown in Table 3. 

Response matrices were also prepared for the data 
sets. Table 5 shows the quantitative distribution of the 
data sets for the different output states from Table 2. 

It can be seen that there is a relatively small number 
of data sets for invalid states, in the series described, 
this was about 4 % of the welds, so the data sets 
containing the Nb and Nc parameters were doubled, 
copying the original data, Table 5. 
 
 

Table 4. Generated Outputs (classification types). 
 

Welding result type P Nb Nw Nb20 Np Nb70

Number of samples 1726 41 22 9 0 2 

Classification type P Nb Nc – – 

 
In the series described, there was not a single case 

of a flaw such as material burn-through, and a 20-70 % 
lack of fusion occurred in only two welds. This number 
of cases does not allow for the preparation of learning 
data for the categories listed, so they were omitted 
from the further process. 
 
 

Table 5. Adopted data distribution for each  
classification type. 

 

Classification type P Nb Nc 

Training data 123 73 49 

Validation data 21 9 13 

Sum 144 82 62 

 
When comparing the matrices for the different 

classification types, one can see that the amount of 
learner data was not balanced, which negatively 
affected the results obtained. Too much data of one 
type resulted in a lack of sensitivity of the learned 
network to the other types. 

Table 5 shows the number of learning and 
verification sets for each classification type. 

The learning dataset for the correct welding 
process results (P) was restricted so that it represented 
50 % of the total learning set. The target set was 
obtained by selecting every 10th data set. 

The verification data for each classification type 
were randomly separated from the learning set using a 
built-in function (dividerand). They accounted for  
15-20 % of the total data, depending on the 
classification type. 
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4.2. Neural Network Training 
 

The process of training the neural network was 
carried out with the Neural Net Pattern Recognition 
function in the MATLAB environment, using prepared 
learning data sets in the form of matrices X and T. A 
number of attempts were made to train the neural 
network using different learning algorithms and the 
number of neurons in hidden layer. The network 
learning process is described below, adopting the 
parameters and algorithms for which the best results 
were obtained. 

During testing, the best results were obtained using 
the Bayesian Regularisation (trainbr) algorithm. 

It is a modified Lavenberg-Marquardt algorithm 
with additional procedures for optimising the number 
of network parameters in order to create networks with 
better generalisation properties. The performance of 
learning at each step is assessed by calculating the 
Mean Squared Error (mse). 

The learning process continues until a target value 
(Target Value) is reached for one of the parameters, 
with a maximum number of learning epochs of 1000. 
Fig. 5 shows a plot of the Mean Squared Error values 
at each learning epoch. 
 

 
 

Fig. 5. Graph of the mean squared error value. 
 

The matrix for assigning the data sets to the 
different classes is shown in Fig. 6, the first illustrating 
the results for the learning stage and the second for the 
validation stage. 

 

 
 

Fig. 6. Assignment matrix of the data sets  
to the different classes. 

 
The classification made by the network is shown in 

the rows of the matrix (Fig. 6), while the columns 

correspond to the actual evaluation. In the case of a 
concordant correlation of the two values, the examined 
data set is counted as correctly classified. All these 
cases are located on the diagonal of the matrix and are 
marked in green. Incorrectly classified cases are in the 
cells in red. 

The effectiveness of the resulting solution is 
measured by the level of correlation of the 
classification determined by the neural network 
against the data of the known real classification. These 
are shown as percentages on the horizontal axis  
(grey cells). 
 
4.3. Presentation/Statement of Results 

 
The Neural Net Pattern Recognition (nprtool) 

model showed the best results of all those tested in the 
MATLAB environment. Table 6 summarises the 
selected trials using different learning algorithms and 
number of neurons in hidden layer. 
 
 
Table 6. Table of neural network model learning results for 

different input parameters. 
 

No Learning algorithm 
Neurons 
in hidden 

layer 

Match level 

P Nb Nc 

1 Bayesian Regularization 30 97,2 % 100,0 % 100,0 %

2 Bayesian Regularization 20 95,8 % 100,0 % 100,0 %

3 Bayesian Regularization 40 95,8 % 100,0 % 100,0 %

4 Levenberg-Marquardt 30 93,1 % 100,0 % 100,0 %

5 Resilient Backpropagation 30 96,5 % 97,6 % 100,0 %

6 Levenberg-Marquardt 40 96,5 % 97,6 % 100,0 %

7 One Step Secant 20 96,5 % 97,6 % 100,0 %

8 Bayesian Regularization 10 95,8 % 97,6 % 100,0 %

9 Bayesian Regularization 50 95,8 % 97,6 % 100,0 %

10 One Step Secant 30 95,8 % 97,6 % 100,0 %

11 Levenberg-Marquardt 50 95,1 % 97,6 % 100,0 %

12 Resilient Backpropagation 50 97,2 % 95,1 % 100,0 %

13 One Step Secant 50 97,2 % 92,7 % 100,0 %

14
Polak-Ribiére Conjugate 

Gradient 
40 96,5 % 92,7 % 100,0 %

15 One Step Secant 10 96,5 % 90,2 % 100,0 %

 
The data were sorted according to the learning 

outcomes obtained, i.e. the correlation levels of the 
classifications. 

In the adopted model, the best results were 
obtained using the Bayesian Regularisation learning 
algorithm. For this function, very good correlation 
levels were obtained already for the standard number 
of hidden layers of 10. As the number of layers was 
reduced, the correlation level decreased. The highest 
correlation level was obtained with 30 neurons in 
hidden layer, where the correlation level for defect 
classes Nb and Nc was 100 % and for correct 
indications (P) 97.2 % (Table 6). 

Increasing the number of layers further did not 
produce better results. 

Using Levenberg-Marquardt function with  
30 neurons in hidden layer resulted also in 100 % 
defect detect for classes Nb and Nc, but the match level 

P Nb Nc

123 0 0

50,2% 0,0% 0,0%

0 73 0

0,0% 29,8% 0,0%

0 0 49

0,0% 0,0% 20,0%

100,0% 100,0% 100,0%

0,0% 0,0% 0,0%

Traning Confusion Matrix

Target class

O
ut

pu
t c

la
ss

P

Nb

Nc

P Nb Nc

140 0 0

48,6% 0,0% 0,0%

3 82 0

1,0% 28,5% 0,0%

1 0 62

0,3% 0,0% 21,5%

97,2% 100,0% 100,0%

2,8% 0,0% 0,0%

Validation Confusion Matrix

Target class

O
ut

pu
t c

la
ss

P

Nb

Nc
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for correct indications (P) was lower in this  
case – 93,1 %. 

For other learning functions shown in Table 6 
lower detection values were observed. For other 
considered cases, the match level was below 90 %. 

The study did not achieve 100 % classification for 
class P (correct). Some were classified as incorrect in 
classes Nb and Nc. Such cases may represent very 
small defects that are within the tolerances specified by 
the standards and were therefore classified as correct. 

The resulting solution can be implemented on the 
production stand. In the first phase, the implemented 
algorithm should be tested using the new data. Already 
during testing, the system's responses will identify 
welds that need to be verified for quality. This will 
improve the flow of the part through the production 
line and, in some cases, also eliminate the need for the 
part to return to the production stand to perform  
the repair. 

 
5. Conclusions 
 

The analysis carried out showed the possibility of 
using the acquired process characteristics to predict 
weld defects occurring in the process of robotic TIG 
welding of PW814 engine intermediate case fairings. 

The conducted research work made it possible to 
develop a system using SSN to check the correctness 
of the welds of aircraft parts. Very good defect 
detection results of 97,2 % were obtained. Currently, 
verification work is being carried out on the 
implemented system for controlling the correctness of 
the implementation of the welding process. 
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Summary: The Domain Name Service (DNS) protocol has become a sophisticated tool for malicious actors to bypass network 
firewalls and Intrusion Detection Systems (IDS) for cybercrimes, such as exfiltrating stolen data through tunnelled DNS traffic. 
This paper proposes a solution, named as ConTraGAN, to generate unknown zero-day network attack vectors for the purpose 
of training IDS and detecting malicious traffic. The ConTraGAN encompasses a hybrid conditional transformer-based 
generative adversarial network model and is trained using exfiltrated data that are tunnelled over DNS traffic. A self-attention 
mechanism is also built into the ConTraGAN, which serves as a module of providing attention weights to each feature of the 
captured DNS traffic. The preliminary results show that the proposed network can function as an effective generator of new 
attack vectors for IDS training and detection. 
 
Keywords: Conditional transformer, Generative adversarial network, Intrusion detection, Zero-Day, Exfiltration. 
 

 
1. Introduction 

 
There has been an increased interest in research 

into anomaly detection pertaining to Domain Name 
Service (DNS) based traffic with deep machine 
learning in recent years [1-3]. DNS forms an extremely 
vital function of network communication. No matter 
how tight an organisation restricts outbound 
communication, DNS queries and services will always 
be permitted to external parties [4]. This is mainly 
because of the function of the DNS protocol which 
serves as a lookup and registry of the countless web 
sites and their corresponding IP addresses on the 
Internet. It is for this reason that the DNS protocol has 
been become a sophisticated tool for malicious actors 
with the knowhow to bypass firewall and Intrusion 
Detection Systems (IDS) when establishing contact 
with a compromised network for a number of purposes 
such as exfiltrating stolen data amongst a myriad of 
other criminal activities. With cyber criminals 
expanding their exploitative capabilities with 
increasing sophistication, cybersecurity tools have 
remained in a cycle of playing catch up with every new 
Zero-Day attack (i.e. unknown attack) that is exposed. 

This paper proposes the use of a variant of Deep 
Generative Model (DGM), which is trained using 
exfiltrated data tunnelled over DNS traffic, to offer a 
solution to the problem of detecting unknown DNS 
tunnelling attack. One of the advantages of DGM is 
that it allows researchers to overcome issues pertaining 
to analysing and learning from big data without the 
need of supervised learning, hence, to build models 
that are capable of learning the latent nature of highly 
dimensional data thereby providing meaningful 
insights for traffic analysis. 

We hypothesise that just like any language, 
network traffic has semantic representation that can be 
learned by a Neural Network (NN) [5]. When breaking 
down the extracted features in a DNS packet, the 
weighted embeddings of the vector representation 
present in each feature have hidden context that gives 
meaning to each packet in a unique way. This context 
is what we believe can be learned and replicated by a 
Generative Adversarial Network (GAN). We believe 
that training a GAN extensively can generate results 
that are unique in a manner that sheds a light into 
unknown forms of malicious DNS traffic. 

The variant of DGM proposed in this paper, the 
ConTraGAN, is a Conditional Generative GAN 
enhanced with Transformers. However, considering 
the nature of the problem we are trying to solve, we 
argue that the problem posed by the nature of network 
traffic shares a similar paradigm to Natural Language 
Processing (NLP) [5]. As such, a Self-Attention 
Mechanism (SAM) is also built into the ConTraGAN 
[5]. The SAM serves as a module responsible for 
providing attention weights to each feature of a packet, 
much like in NLP where the SAM learns latent vector 
embeddings of weighted values representing aspects of 
words such as common pairing with other words. This 
self-attention mechanism means that transformers 
perform best at sequence-to-sequence tasks, such as 
traffic packets, with strong predictive capabilities. 

With this hybrid ConTraGAN model, we are able 
to synthesise unique data distributions that are close to 
that of the real data, so that previously unknown 
abnormal DNS traffic can be generated and used in 
training IDS systems for predicting and detecting 
malicious Zero-Day network attacks. 
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2. Related Work 
 

There are a number of prominent studies that 
propose novel Machine Learning (ML) driven 
solutions for cyber threats and anomaly detection in 
network traffic. 

Shoneet al. [6] approach the challenge of network 
intrusion from an unsupervised deep learning 
perspective with a Nonsymmetric Deep Autoencoder 
(NDAE). The authors argue that due to the limitation 
of the dataset they fitting their model on, the best 
solution is one that is capable of generalising the latent 
features inherent in the data. By taking advantage of a 
network built on two encoder blocks with a random 
forest classifier, their model is able to improve 
performance on a variety of known cyber-attacks on 
already existing network intrusion models. 

A survey into GANs in cybersecurity worth noting 
is [7], which provides a guide into a number of research 
articles that delve into the applications of GANs in 
intrusion and malware detection. The paper surveys 
research done proposing a number of variations of 
GANs in both learning and replicating network traffic 
patterns so as to produce highly performant and 
accurate models. One of the research surveyed is [1], 
where Chen and Jiang investigated anomaly detection 
using a variant of Bidirectional GAN (BiGAN) with 
the KDD-99 cyber-intrusion dataset. Their BiGAN 
model takes advantage of the vanilla GAN’s generator 
(G) and discriminator (D) features as well as an 
encoder (E) that learns the representations of the data 
space, allowing the generative elements of the GAN to 
increase the complexity of the data that the 
discriminator scrutinises. 

Das et al. [8] developed a model with a two-layered 
architecture to detect DNS exfiltration attacks. The 
first layer is a classifier capable of handling high 
volume stateless features, and the second layer is built 
on a NN trained on stateful features. Any traffic that 
seems suspicious and requires further checking is 
forwarded to the second NN layer for a more detailed 
analysis, yielding a light-weight performant model. 

A Self-Attention Generative Adversarial Network 
(SAGAN) [9] is used to explore the idea of SAM in 
image generation tasks in the form of attention masks 
as an extra channel in a Convolutional NN (CNN). The 
self-attention module is meant to complement 
convolutions and helps with applying attention in 
modelling long range, multi-level dependencies across 
regions of images that are otherwise missed by CNNs. 
With this attention mask added as a feature represented 
by an additional channel, the generator network is able 
to generate information in images in detail at every 
location whether these details occur in the foreground 
or in distant portions of an image. The self-attention 
driven Transformer architecture proposed in [5] has 
revolutionised language modelling and NLP. There the 
authors introduce a SAM that is capable of learning 
latent vector embeddings of weighted values 
representing aspects of words such as common pairing 
with other words. The SAM makes the transformers 
perform better at sequence-to-sequence tasks with 

strong predictive capabilities leading to the technology 
at the heart of chat-bots, sentiment analysis and 
recommendation systems to name a few. Similarly in 
network traffic analysis, a SAM could serves as a mode 
of providing attention weights to each feature of an IP 
packet as a subset of the packet as a whole. 

An Attentional Generative Adversarial Network 
(AttnGAN) is proposed in [10], which incorporates 
attention into a multi-stage refinement process to solve 
the task of detailed image generation that is 
conditioned on text input. This model handles the 
process of encoding and deriving attention features 
from text inputs. The attention weights are fed through 
layers of network that sequentially maps these 
attentions to the latent space which the Generator then 
samples from. The generator then takes on the task of 
modelling the latent distribution of the sampled noise 
to match that of the labelled distribution that best 
represents the attention weights of the input text. 

In “TransGAN: Two pure transformers can make 
one strong GAN, and that can scale up” [11], Jiang et 
al. takes a transformer-based approach to an image 
synthesis task, incorporating the SAM and a 
conditional label that further adds context with respect 
to the nature of the image. The TransGAN’s generator 
samples latent noise that is fed-forward through a 
series of transformer encoder blocks with additional 
sublayers that up-sample the noise to a point where 
generated image can be passed through the 
discriminator network. In the discriminator, the image 
is filtered through a grid self-attention channel that 
adds positional information to each of the pixels 
relative to its grid location. Through this process, the 
discriminator is able to distinguish anomalous details 
in a loss function that is back propagated to the 
generator network for learning and recalibration. 

All of the studies mentioned above shows that 
GANs have the flexibility and complexity necessary to 
provide a number of versatile perspectives into the 
possibility of automated cybersecurity solutions. It is 
in this context that our research into GANs and hybrid 
variants of the DGM are necessary to advance the 
state-of-the-art in network and information security. 
 
 
3. Proposed Methodology 
 

The network model in this work is a combination 
of a Conditional GAN (C-GAN) enhanced with the 
mechanism of a Transformer in particular the SAM 
mechanism [5]. 
 
 
3.1. GANs 
 

A GAN is primarily made up of two NNs, a 
Generator  and a Discriminator D, with the 	 being 
that of a forger and the 	 being the decider between 
forged information and real information [12]. 	 works by sampling some noise 	 from a latent 
dimension 	and shapes the probability distribution of 
the sampled noise 	 such that it is indistinguishable 
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from the probability distribution of the real data 	
from the . G and D are trained at the same time, with 
the objective of the  is to minimise its log loss with 
respect to the ’s objective of maximising ’s loss. 
This simultaneous minimax relationship of the 
objectives of the G and D is shown by the objective 
function ( ,	 )	in	(1),	whereby	 	tries	to	maximize	( ,	 )	whilst	 	tries	to	minimize	 ( ,	 ).	

 minmax ( , ) = ~ ( )[log ( )] +	 	~ ( )[log(1 − ( ( )))].				(1)	
 

 
3.2. Conditional GAN 
 

C-GAN is a variant of GANs whereby the model’s 
process of generating and discriminating is augmented 
with a conditional data . This condition  consists of 
any arbitrary information relevant to the expected 
outcome such as a class label if the intended outcome 
of the GAN is, for example, to produce images of 
numerical digits from the MNIST dataset with an input 
of class label [13]. 

The conditional data y is an input to both the G and 
D, with the objective function V(G,D), as defined in 
(2), to minimise ( ( | )) instead of ( ( )) as is the 
case with the vanilla GAN. 
 minmax ( , ) = ~ ( )[log ( | )] +	 	~ ( )[log(1 − ( ( | )))].		(2)	
 
 
3.3. Self-attention Mechanism 
 

The SAM is used to solve the problem of sequence-
to-sequence translation tasks such as the one we find 
in language translation [5]. It assigns learnable weights 
to each word as a subset of a sequence of words in a 
sentence. In doing so, each word will be a different 
weighted representation of the average of the whole 
sentence which provides a contextual value of each 
word in reference to its position in that sentence. 

The SAM maps a query and a set of key-value pairs 
to an output, whereby the query Q, keys K, values V, 
and output are all matrix of the weighted sum of the 
values such that the weights assigned to each value is 
computed by a compatibility function of the query with 
its corresponding key. To simplify this, each word is 
represented by a vector of integers and the target is to 
compute the matrix multiplication or dot-product of 
each word as a query against the key and value vectors 
of the other words in the sentence so that each word is 
now a weighted sum of its own query, key and value 
against the sentence as a whole [5]. 

An attention function creates a rating for which 
element in a sequence of words is meant to receive the 
highest attention by taking the query and a key as 
inputs, and as a function of matrix multiplying between 
these inputs returns the attention scores as a weight of 
the query-key pair, as shown in (3) [5]. 
 

 ( , , ) = 	 , (3) 

 
where dk is the dimension of keys. 
 
 
3.4. Transformer Block 
 

In the transformer block, SAM is built into a multi-
head attention block in an encoder, along with a layer 
normalisation network, a feed-forward multi-layer 
perceptron network and a final normalising layer in a 
stacked architecture (see Fig. 2). This is then repeated 
for a decoder block which has a similar structure 
except for an additional masked multi-head attention 
block that computes additional self-attention weights 
on the outputs from the encoder block [5]. 
 
 
3.5. Proposed Conditional Transformer-based  
       GAN – ConTraGAN 
 

The ConTraGAN architecture proposed in this 
research is inspired by the TransGAN as that of [10] 
but differs in compartmental design. We have chosen 
an architecture that reflects the nature of the problem 
we are dealing with, which has to do with self-attention 
as a mechanism that provides attention weights to each 
feature of the DNS traffic segment as a subset of the 
whole IP packet in much the same way as dealing with 
the challenge of assigning attention to words within a 
sentence in NLP. 

The proposed ConTraGAN network is shown in 
Fig. 1. Given a vectorised conditional label y, the 
Generator works by sampling noise zi, i∈[1, N], from 
a latent dimension Z = (z1,…,zN) and shapes the 
probability distribution of the sampled noise such that 
it is indistinguishable from the probability distribution 
of input sequence x_i from the real data dimension  
X = (x1,…,xN). 

 

 
 

Fig. 1. Structure of a simple C-GAN [12]. 
 

The main argument of using the ConTraGAN is 
that with the components of a Transformer, we are able 
to better understand the attention each feature of a 
packet has in respect to the nature of that packet. For 
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example, each DNS packet is a combination of record 
types with the main difference occurring with packets 
that have additional information increasing the entropy 
inherent in that packet [14]. Learning this 
representation is what we believe a Transformer 
model’s SAM can handle better than any other NN. 

Furthermore, the sequential nature of this model is also 
a very strong reason why we believe a Transformer 
based model is best suited for deployment in an 
environment that requires analysis of  
high-volume traffic. 

 
 

 
 

Fig. 2. The proposed network architecture of ConTraGAN 
 
 

4. Experiments and Results 
 

4.1. Dataset 
 

The dataset used in this study is the CIC-Bell-DNS-
EXF-2021 Dataset [15], which is collected with an 
active DNS data collection methodology using a 
controlled DNS exfiltration tool. The dataset is 
composed of more than one million benign, light attack 
and heavy attack samples with 30 features extracted 
from the captured DNS packets. 
 
 
4.2. Model Training 

 
The main idea behind our implementation is to 

build the models and tune them according to the 
expected outcomes for our model. Note that the main 
goal of our model is to be able to learn anomalous 
aspects in the features we feed into the model. By 
converting the inputs into byte tensors, we are able to 
create embedding vectors with greater depth added 
more towards the , ,  matrices. However, with this 
increase in dimensionality, we must be cautious not to 
stumble into the issue of potential model collapse in 
training GANs, as they are notorious for suffering from 
vanishing gradients when built with a deep 
architecture. The main elements that are likely to cause 
this issue are the activation and normalisation of the 
different layers. Due to the nature of the outputs from 
the Transformer, adding additional normalisation to 
the preceding linear layers for both  and  networks 
could create a situation where the gradients could 
vanish. To combat this issue, different combinations of 

dropout optimiser parameter values are experimented. 
In the end, optimiser Adam is selected with decay rates 

1 = 0.09 and 2 = 0.98, and a learning rate  
 = 0.0001. 

We use Binary Cross Entropy Loss (BCELoss) as 
the loss function, as we found it yielded better results 
with a more stable training. 

The ConTraGAN is trained with 100,000 samples 
from the dataset and the batch size is set to 200 for each 
epoch for a total of 20 epochs. Due to the prevailing 
hardware limitations and associated model 
complexity, the above-mentioned settings have proven 
to offer the most applicable configuration. 

 
 

4.3. Results 
 
Some of the main challenges faced during the 

training phase apart from finding the optimal model 
parameters had a lot to do with the metrics for this type 
of model. The expected outputs of a GAN normally 
consist of a generator G and a discriminator D. The 
output from the G is simply noise that approximates 
the shape and dimension of the input to the D. 
Therefore, the best metric to judge the performance of 
a GAN is the divergence between the output from the 
G and the input to the D during training. Our  on the 
other hand gives outputs of vector embeddings that 
convey the attention weights for the noise inputs that 
the  discriminates. 

The ConTraGAN’s loss in each training step is 
obtained and shown in Fig. 3. The objective of the  is 
to reduce its loss and increase the ’s loss. From the 
results, it is clear that the loss objective function is 
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approaching a point where both networks converge. 
We are sure that the proposed model will be producing 
the results we are anticipating. 

 

 
 

Fig. 3. Training loss of the ConTraGAN. 

 
Fig. 4 adds further weight to the argument raised 

above. As illustrated, the measure of the distance 
between the predicted against the expected labels 
shows that the model would reach an optimum 
performance whereby the  is producing unique 
information that is similar to the distribution of our 
dataset. By learning this unique data,  is capable of 
distinguishing more anomalous behaviours in unseen 
data. It is this behaviour we argue that can help identify 
future Zero-Day based attacks. 

 

 
 

Fig. 4. Distance between G and D of the ConTraGAN. 
 
 
4.4. Limitations 
 

In our implementation, it would be better if the 
synthesised DNS extrafiltration data generated by the 
generator G in the ConTraGAN is fed into an IDS 
model for the following reasons: 

a) To validate the effectiveness of ConTraGAN; 
b) To evaluate the IDS performance with 

unknown attack traffic against known traffic; 
c) To compare the performance of ConTraGAN 

and other GANs, specifically with the vanilla 
GAN and the C-GAN in the context of 
abnormal DNS traffic analysis and detection. 

However, these have not been completed due to 
limited computational capacity with the complex large 
model. In future, we will make a comprehensive 
evaluation of the ConTraGAN as we have  
identified above. 

5. Conclusion 
 
The ConTraGAN model would reach an optimum 

performance whereby the generator  is producing 
unique information that is similar to the distribution of 
the dataset of real DNS exfiltration attack. By learning 
this unique data, the discriminator  is capable of 
distinguishing more anomalous behaviours in unseen 
data. It is this behaviour that can help identify future 
Zero-Day network attacks. 
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Summary: Video codec efficiency is improved by adding a new methodology. Moreover, AI-IoT environments have great 
potential to assist video codec. The intra prediction of versatile video coding (VVC) generates prediction pixels by using linear 
predictions based on some predefined directions. However, the intra prediction method involves a coding efficiency reduction 
for a high resolution with complexity texture. To solve this problem, we proposed a new intra prediction mode using the 
transformer-based generative adversarial network (GAN). The proposed new framework consists of a traditional video encoder 
and an embedded machine learning module including CNN and transformer. The simulation results show that the proposed 
algorithm can achieve an improvement of 22.44 % BD-rate Y compared to the original VVC algorithm. 
 
Keywords: Versatile video coding (VVC), Intra prediction, Transformer. 
 

 
1. Introduction 

 
Video codec technology is implemented in various 

consumer devices. The video codec technology 
enables high compression transmission and reception. 
Currently, H.266/VVC (Versatile Video Coding) is 
recommended as a novel video coding standard in July 
2020 [1, 2]. VVC inherits a hybrid coding structure that 
incorporates inter-frame and intra-frame coding tools 
from the traditional H.265/HEVC [3]. The intra coding 
efficiency of VVC has been improved by using 
increased intra-prediction modes. Additionally, an 
efficient H.266/VVC encoder, which is called 
Fraunhofer versatile video encoder (VVenC), is 
implemented [4]. To offer a flexible, fast, and  
user-friendly video encoding solution for the VVC 
standard, VVenC supports real-world encoder features 
such as frame-level rate control and visually optimized 
encoding. However, intra-prediction can lead to 
compression loss due to predicted pixels from spatial 
correlation. 

Conventional intra prediction schemes predict 
pixel values using directional prediction. Generally, a 
complex texture is encoded with the directional intra 
prediction using a small prediction unit (PU). Thereby, 
VVC can achieve a highly efficient encoding for 
complex textures. However, large PU is not encoded 
with the directional intra prediction because the 
directional intra prediction makes a linear prediction. 
Therefore, the intra prediction of a large PU without 
using the directional intra prediction is essential for 
improving the coding efficiency. 

Many modern devices are capable of deep learning 
processing. Deep learning has been utilized to 
accomplish visual recognition, image generation, and 
image enhancement with computing devices like GPU 
and TPU [5-11]. Video coding processing using the 
neural network have been proposed, for example, 
fractional interpolation, deblocking, and fast mode 
decision [12-16]. 

Previous works have focused on an improvement 
of the intra prediction. In particular, a previous work 
proposed progressive spatial recurrent neural network 
(PS-RNN) which use three spatial recurrent units are 
stacked sequentially [17]. The prediction method of 
PS-RNN achieved a variable-block-size configuration 
and the proposed loss function to improve the  
rate-distortion performance of the codec. However, 
encoding complex textures using large Prediction 
Units (PUs) remains a challenge for PS-RNN. 
Therefore, a new intra prediction mode for large PU is 
highly required. Moreover, previous works do not 
propose an efficient video coding method using a 
transformer-based generative adversarial model 
(GAN). For these reasons, our proposed algorithm 
contributes to the improvement of coding efficiency 
using transformer-based GAN when encoding the 
complex texture with large PU. 

Our contributions can be summarized as follows: 
1) The proposed algorithm using transformer-

based GAN is implemented for VVenC; 
2) The simulation results show that BD-rate Y is 

improved by about 22 % in random access 
mode and about 47 % in low-delay mode. 

 
 
2. Related Works 
 
2.1. Intra Prediction of VVC 
 

The intra prediction of luma component in VVC 
supports six PUs (128×128, 64×64, 32×32, 16×16, 
8×8, and 4×4). As shown in Fig. 1, the prediction pixel 
used for PU refers to the encoded neighboring blocks. 
Each PU has 67 prediction modes, including Planar 
mode, DC mode, and 65 angular modes, for luma intra 
prediction. The best mode in 65 intra prediction modes 
is selected based on the rate-distortion optimization 
(RDO). On the other hand, the intra prediction of 
chroma component is encoded with a mode number of 
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a fixed value corresponding to the prediction mode of 
luma. Therefore, more accurate prediction  
pixel of luma. 
 

 
 

Fig. 1. Intra prediction mode of VVC. 
 

Low delay (LD) mode and random access (RA) 
mode are adopted for the coding structure of VVC. 
Both LD mode and RA mode use frames encoded by 
intra prediction as reconstructed reference frames. 
Therefore, a highly accurate intra-prediction method 
can greatly contribute to achieving high compression 
efficiency. 
 
 
2.2. Generator of Mask-aware Transformer 
 

Mask-aware transformer for large hole image 
inpainting (MAT) is an image inpainting method 
designed to fill missing regions in an image, especially 
for large missing regions [18]. MAT architecture 
consists of several components, including a 
convolutional head, the main Transformer module, a 
convolutional tail, a style manipulation module, and a 
Conv-U-Net. These components work together to 
maximize the advantages of both Transformers and 
CNNs. The convolutional head and tail (CNN) are 
responsible for processing the input and output images, 
while the main transformer module performs the core 
image generation task. The style manipulation module 
allows for fine-grained control over the appearance of 
the generated images when training the model. Finally, 
the Conv-U-Net is used for upsampling and refinement 
of the generated images. The five components 
constitute the inpainting network, which restores the 
input images with missing regions using a combination 
of CNN and Transformer modules. Thereby, MAT 
architecture achieves image generation tasks that 
require both high quality and high efficiency. 
 

 
 

Fig. 2. MAT architecture. 
 

A new transformer block (TB) is proposed in 
previous work [18]. The proposed method entails the 

elimination of layer normalization (LN) from TBs and 
the utilization of fusion learning with feature 
concatenation, instead of residual learning [19]. As 
shown in equations 1 and 2, we concatenate the input 
and output of attention and apply a fully connected 
(FC) layer. Moreover, ,  is calculated by using a 
Multi-Layer Perceptron (MLP) with the outputted FC 
layer. 

 
 ′ , = , , , , (1) 

 
 , = ′ , ,	 (2) 

 
where ,  is represented with the TB of the -th block 
in the -th stage. Specifically, multi-head contextual 
attention (MCA) of ℎ-th head is formulated as 
 

 
� , = �( , , ) == ′

, 
(3) 

 
where , ,  are the query, key, value matrices and 

 is the scaling factor. The ′ indicates the region to 

be masked in Attention. 
This approach facilitates the efficient completion 

of pixels with large holes. However, an optimal 
encoder structure using MAT does not proposed. 
Hence, an optimal MAT structure is required for 
VVenC. We proposed a transformer-based GAN 
inspired by MAT. 
 
 
3. Proposed Algorithm 
 

Our proposed algorithms consist of two parts. A 
machine learning module is implemented for VVenC, 
which is described in detail. Additionally, the proposed 
intra prediction of VVenC is improved by extending 
the number of prediction modes. As shown in Fig. 3, 
the machine learning module generates prediction 
pixels for each prediction unit (PU) size. The predicted 
pixels can be used to VVenC. Our approach aims to 
improve coding efficiency by the high accuracy 
prediction of complexity texture with large PU. 
 

 
 

Fig. 3. Overall processing of the proposed algorithm. 
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3.1. Proposed Generator Module 
 

VVC encoder (VVenC) with the trained machine 
learning module are synchronized, as shown in Fig. 3. 
In our approach, the trained machine learning module 
is achieved by offline training. The trained machine 
learning module is performed with the current block of 
128×128 size as input data. The 64×64 PU which is 
output by the trained machine learning module is 
supplied to VVenC as the predicted PU of our 
proposed intra prediction mode. 

As shown in Fig. 4, compared to the conventional 
generator module based on MAT, our proposed 
architecture features a reduced number of TBs and 
CNN layers in the generator module. Specifically, the 
proposed method reduces the number of CNN layers 
from 8 to 4 and the number of TBs from 5 to 2. To 
optimize feature extraction without adding 
unnecessary complexity, we adjusted the number of 
CNN layers to avoid excessive layer depth. Moreover, 
to promote long-range relationships and stabilize 
learning in images with large missing regions, we 
included TBs in our architecture. We set the number of 
TBs to ensure minimum stability of the learning 
process. This architecture is designed to balance the 
benefits of both TBs and CNNs, leveraging the 
strengths of each to achieve high-quality image 
prediction while maintaining computational 
efficiency. 

 

 
 

Fig. 4. The proposed generator architecture. 
 
 
3.2. Implementation of a Machine Learning  
       Module for VVenC 
 

Variable block sizes are supported for VVenC. The 
size of the prediction unit (PU) can range from 
128×128 to 4×4, which is determined by the split 
strategy of the VVC standard. Due to the limitations of 
the angular prediction mode, VVC tends to split large 
blocks into smaller ones when their textures are 
complex. This requires more bits to encode the 
prediction mode due to the split. Our proposed 
generator module generates more accurate prediction 
pixels for large blocks compared to VVC. 

Due to the diverse nature of video content, it is 
challenging for a single intra prediction mode to 
handle all conditions. Therefore, the optimal intra 
prediction mode is determined by RDO calculation, 
which selects either the original VVC intra prediction 
modes or the proposed intra prediction mode. The 
RDO calculation of the proposed intra prediction mode 
is performed with the predicted pixels of a  
64×64 block. Additionally, to support variable PU 
size, when other PU sizes are encoded, the separated 
64×64 block is utilized for the proposed intra 
prediction. Thereby, the proposed method allows the 
intra prediction mode from 64×64 PU to 4×4 PU, and 
can contribute to the improvement of coding 
efficiency. 
 
 
4. Simulation Results 
 

All proposed algorithms are implemented in 
reference software VVenC version 1.6.1 [4]. A coding 
structure is used with RA mode and LD mode 
configuration. The Quantization Parameter (QP) is set 
to 22, 27, 32, and 37. The simulation environment is 
Intel(R) Core(TM) i7-9700 CPU 4.70 GHz with  
8 cores, RAM 32.00 GB, and Windows 10 Home 
Edition 64-bit. The encoding performance is 
represented by BD-rate [20]. Additionally, the 
difference value of bitrate between the unmodified 
VVenC and the proposed algorithm is represented as 
bitrate reduction (BR). BR is defined as 
 

 (%) = ,	 (4) 

 
where  is the bitrate of the unmodified 
VVenC and  is that of the proposed 
algorithm. 

For training on the proposed generator architecture, we 
use a batch size of 8 and train the models on 416 blocks 
of size 128×128. We adopt an Adam optimizer with  

 = 0 and  = 0.99. The initial learning rate is set to 
0.001. To prevent overfitting, we perform a step-wise 
decay of the learning rate by a factor of 0.1 at the 
iterations of {200, 500, 1000}. We choose the model 
of the lowest validation loss of the last 200 iterations. 
batch size is 8. A training process takes about 20 hours 
on an NVIDIA RTX A6000 GPU. 

As shown in Fig. 3, we present a visualization of 
the prediction results for a 64×64 block using both 
MAT and the proposed generator module. If the 
predicted 64×64 block is close to raw data, the 
performance is good. From the results, the proposed 
generator module can better utilize global contexts. 
Moreover, the inference time of the proposed 
generator module decreased from 1.0 seconds per 
block (s/b) to 0.7 s/b compared to MAT. Table 1 
represents the inference time and encoding time of the 
proposed algorithm for one frame. From the results in 
Table 1, the inference time of the proposed generator 
module is longer than VVenC encoding time. 
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Fig. 5. The comparison of MAT and the proposed generator by subjective evaluation. 
 
 
Table 1. Inference time and encoding time of the proposed 

algorithm for one frame. 
 

 Inference time 
[s] 

Encoding time 
[s] 

LD mode 72.8 19.38 
RA mode 72.8 11.76 

 
The simulation results are shown in Table 2 and 

Table 3. Table 2 represents BD-rate comparison results 
for random access coding of Y, U, and V by our 
proposed algorithm and the VVenC. Our proposed 
algorithm improved BD-rate by an average of 22.44 %, 
17.10 %, and 16.47 %, which represent Y, U, and V, 
respectively. Moreover, Table 3 shows that the 
performance of our algorithm is compared with the 
VVenC algorithm in low-delay coding. The results 
given in Table 3 indicate that the proposed algorithm 
improves BD-rate Y by about 47.34 %. LD mode 
improves coding efficiency over RA mode. As the 
proposed method generates images exclusively for 
intra frames, the difference between the first and 
subsequent frames increases as the number of frames 
increases. Therefore, continuous processing of a GOP 
with LD mode enables more efficient utilization of 
intra frames. In particular, the coding efficiency is 
greatly improved with the Y component of 
BasketballDrill in LD mode. 

Table 4 and Table 5 show the BR achieved by the 
proposed algorithm at each QP. From the results, the 
proposed algorithm achieves significant bitrate 
reduction (BR) at higher QP values, indicating that it 
can contribute greatly when a low bitrate stream is 
required. This is because the proposed algorithm is 
designed to improve the coding efficiency of intra 
frames, which are often referenced to inter coding. 
 
 

4. Conclusions 
 

In this work, the intra prediction mode using 
transformer-based GAN is proposed for VVenC. The 
proposed algorithm can generate more accurate 
prediction pixels for intra prediction. The simulation 
results show that the improvement of coding efficiency 
is achieved. In future work, a more efficient 

transformer-based GAN model and the complexity 
reduction method will be discussed. 
 
 
Table 2. Performance evaluation of the proposed algorithm 

and VVenC with RA mode. 
 

Resolution Sequence 
BD-rate[%] 

Y U V 

ClassC 
(832×480) 

BasketballDrill -32.23 -18.26 -18.00 
BQMall -24.52 -22.15 -21.48 

PartyScene -20.15 -18.49 -16.86 
RaceHorses -12.86 -9.50 -9.55 

Average -22.44 -17.10 -16.47 

 
Table 3. Performance evaluation of the proposed algorithm 

and VVenC with LD mode. 
 

Resolution Sequence 
BD-rate[%] 

Y U V 

ClassC 
(832×480) 

BasketballDrill -60.52 -39.05 -38.89 
BQMall -51.93 -49.63 -48.99 

PartyScene -42.63 -39.54 -39.03 
RaceHorses -34.27 -27.96 -28.77 

Average -47.34 -39.05 -38.92 

 
Table 4. Evaluation of BR (%) with four QPs  

(namely 22, 27, 32, 37) in RA mode. 
 

Sequences QP=22 QP=27 QP=32 QP=37 
BasketballDrill -13.12 -18.57 -21.06 -21.09 

BQMall -5.74 -16.33 -29.94 -38.24 
PartyScene -5.5 -12.79 -23.7 -35.83 

RaceHorsesC -2.43 -9.28 -14.43 -19.28 

 
Table 5. Evaluation of BR (%) with four QPs  

(namely 22, 27, 32, 37) in LD mode. 
 

Sequences QP = 22 QP = 27 QP = 32 QP = 37 
BasketballDrill -31.51 -40.17 -43.23 -41.89 

BQMall -17.84 -41.96 -60.74 -66.25 
PartyScene -16.51 -32.96 -50.18 -60.02 

RaceHorsesC -13.47 -27.01 -36.09 -39.78 
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Summary: Overfitting and slow convergence are common challenges when training deep neural networks (DNNs). While 
regularization techniques such as dropout and weight decay can help mitigate these issues, they may not be effective for more 
complex models and hardware deployment. In this paper, we propose a two-phase regularization approach to improve the 
generalization and convergence speed of neural networks. Different from canonical dropout techniques that randomly drop a 
number of neurons or connections during training, our approach consists of a two-phase transition mechanism which can 
randomly select large weights that are over a threshold and convert them to opposite phase state according to a certain rule 
before each training batch starts. Specifically, the pre-treated weights will be recovered to their original values and then updated 
using the corresponding gradients calculated from the pre-treated DNN. This corresponds to an interconversion mechanism 
between high-impedance state and low-impedance state. We evaluate our approach on CIFAR-10 benchmark dataset, and 
show that it outperforms other regularization techniques in terms of convergence speed meanwhile maintaining comparable 
generalization performance, providing a promising way to boost neural network training and applications. 
 
Keywords: Regularization, Deep neural networks, Convergence, Generalization, Two-phase transition. 
 

 
1. Introduction 

 
Deep neural networks (DNNs) have shown 

remarkable success in various domains such as 
computer vision, natural language processing, and 
speech recognition. However, training deep neural 
networks is a challenging task due to issues such as 
overfitting and slow convergence. Overfitting occurs 
when the model learns the training data too well and 
fails to generalize to new, unseen data. Slow 
convergence, on the other hand, can lead to long 
training times and may prevent the model from 
achieving optimal performance.  

Traditionally, a typical DNN has so many 
parameters (over-parameterized) and limited available 
data, exhibiting a significant tendency toward 
overfitting on the training dataset. Approaches to 
reduce error in generalizing to out-of-sample data 
points are referred to as regularization methods [1]. 
Generally speaking, the rationale behind regularization 

is constraining the complexity of the DNN model by 
either reducing the number of synaptic connections or 
reducing values of synaptic weights. Dropout [2, 3] 
and its variant DropConnect [4] are two of the most 
widely used regularization methods. As their names 
suggest, these two methods randomly drop a number 
of neurons or connections for each batch during 
training. With this, not all but only a fraction of 
weights are updated. After the training on a batch of 
samples, the omitted neurons (and connections 
attached to it) or omitted connections in the last epoch 
are recovered. A new set of neurons or connections are 
randomly selected and omitted in the next training 
batch. Both are commonly used to address overfitting 
problems. However, these techniques may not always 
be sufficient for complex models with large numbers 
of parameters and hardware deployment. Unlike these 
two methods, our method adapts the idea of reducing 
values of synaptic weights to improve generalization 
performance. 

 

 
 

Fig. 1. Schematic illustration of the adopted network structure for image recognition. 
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In this paper, we propose a two-phase 
regularization approach to enhance the generalization 
and convergence of neural networks. The proposed 
approach, called PNdrop, consists of a two-phase 
transition mechanism which can randomly select large 
weights that are over a threshold and convert them to 
an opposite state according to a certain rule before each 
training batch starts. Specifically, the pre-treated 
weights will be recovered to their original values and 
then updated using the corresponding gradients 
calculated from the pre-treated DNN. The principle is 
to utilize the “PNdrop” mechanism to finish flexible 
transition of weights in forward and backward path, 
enabling all of the weights can be updated unevenly 
during one batch of training. This corresponds to an 
interconversion mechanism between high-impedance 
state (‘negative’) and low-impedance state (‘positive’), 
which can discourage the network from overfitting to 
the training data and encourage the network to explore 
different solutions and converge faster by perturbing 
the weights during training using two-phase transition. 
 
 
2. Methods 
 

In a deep neural network (DNN), large weights can 
indicate a complex network that is prone to overfitting 
the training data [5]. To address this issue, we propose 
a method where, before the start of each training batch, 
randomly selected weights exceeding a predefined 
threshold are converted to a high-impedance state 
based on a specific rule. We adopt an inverse scaling 
transition rule, which aligns well with the 
characteristics of PN-transition memristors. Following 
this pre-treatment step, the standard backpropagation 
(BP) method is employed to compute gradients for all 
weights in the DNN. With the exception of the pre-
treated weights, the remaining weights are directly 
updated using the computed gradients. The pre-treated 
weights are first restored to their original values and 
then updated using the corresponding gradients 
calculated from the pre-treated DNN. In the 
subsequent training batch, a fresh set of large weights 
is randomly selected and scaled down, followed by the 
same process of BP calculations and weight updates. 

In this study, we evaluate the performance of our 
proposed PNdrop method in comparison to the 
Dropout and DropConnect methods on a five-layer 
convolutional neural network (CNN), as depicted in 
Figure 1. It is important to note that the PNdrop method 
is exclusively applied to the fully-connected (FC) 
layers, similar to Dropout and DropConnect. To assess 
the effectiveness of our approach, we conduct 
experiments on the CIFAR-10 dataset, which 
comprises 50,000 training images and 10,000 testing 
images of size 32 × 32, distributed across 10 classes. 
The network architecture employed is denoted as 
[Input-12C4-12C4-768FC-256FC-64FC-10], where C 
represents the convolutional layer and FC signifies the 
fully-connected layer. In our implementation, we 
incorporate the mechanism of inverse proportionality 
to model the transition process between large and small 

values. The PNdrop method is then applied 
specifically to the FC layers. During optimization, we 
utilize the adaptive moment estimation (Adam) 
optimizer with an initial learning rate of 0.0005 and a 
batch size of 100. The models undergo training for 160 
epochs with a retaining proportion of 0.5 for the 
dropout models. For PNdrop, we randomly select half 
of the synaptic connections and dynamically apply PN 
transition based on their actual values during training. 
During the validation and testing phases, the selected 
connections from the last iteration are restored. It is 
noteworthy that the hyperparameters remain consistent 
across all implemented models in this study. To 
perform the simulations, we employ TensorFlow 
1.15.0 on four RTX 2080Ti GPUs, which enables 
efficient computation and analysis of the models. 
 
 
3. Results 
    

Fig.2a and 2b demonstrate the performance of a 
CNN trained with various regularization techniques, 
namely Dropout, DropConnect, and PNdrop. 
Compared to the baseline model without any 
regularization technique, the CNN models 
incorporating these regularization techniques exhibit 
higher validation accuracies and lower loss values. 
Moreover, the gaps between the training and validation 
curves are significantly reduced, indicating improved 
generalization performance through the use of these 
regularization methods. It is worth noting that while 
the final validation accuracy and loss values of the 
CNN implemented with the PNdrop method are 
similar to those of the CNNs implemented with 
Dropout and DropConnect, the PNdrop method 
demonstrates faster convergence. This can be 
attributed to the fact that all weights are updated in 
each training iteration in the CNN regularized by 
PNdrop, whereas in the Dropout or DropConnect 
approach, connections that are omitted are simply not 
involved in weight updating.  

The mean, standard deviation, and sum of absolute 
values of weights are compared among CNN models 
that are regularized using different methods, as 
illustrated in Fig. 2c-e. It is observed that our PNdrop 
method leads to predominantly excitatory connections, 
indicated by a positive mean value. In contrast, the 
baseline CNN without regularization and CNNs 
regularized by Dropout and DropConnect exhibit 
overall inhibitory connections, reflected by a negative 
mean value. Additionally, our PNdrop method yields 
the largest standard deviation and sum of absolute 
values of weights. The weight distributions are also 
visualized, with the truncated Gaussian distribution 
used for weight initialization shown in Fig. 3a. 
Following training, the baseline model without 
regularization demonstrates a wide weight 
distribution, with many weights having large values 
(Fig.3a). In contrast, the weight distributions for 
Dropout and DropConnect are narrower, centered 
around zero (Fig. 3b, c). Notably, the weight 
distribution in the CNN regularized by the PNdrop 
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method is multimodal and even narrower, with several 
peaks located close to zero but with smaller values 
(Fig. 3d). These results highlight the distinctive 

characteristics of our PNdrop method, which enables 
state-of-the-art performance. 

 
 

 
 
Fig. 2. Performance and characteristics of the CNNs regularized by different methods. Comparison of the a. convergence 
curves and b. loss curves obtained from unregularized model and models regularized by different methods. Comparison of the 
c. mean, d. stand deviation and e. sums of absolute values of synaptic weights among different models after training, where 
“Initial” denotes the untrained model, “Base” denotes unregularized baseline model, “Dout”, “DCon” and “PNdrop” denote 
models regularized by Dropout, DropConnect and PNdrop methods, respectively.  
 
 

 
 

Fig. 3. a. The untrained model and the unregularized baseline model, and models regularized by b. Dropout,  
c. DropConnect, and d. PNdrop methods, respectively. 

 
 
4. Conclusions 
 
In this paper, we proposed a two-phase regularization 
approach to empower networks with enhancing 
generalization but far superior convergence efficiency 
than canonical regularization techniques. Our 
experimental results show that our proposed approach 
achieves better performance and faster convergence 
compared to other regularization techniques. Besides, 

our approach is simple to implement and can be used 
in various deep learning models, providing a 
promising way to boost neural network applications. 
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Summary: The paper presents the selection of appropriate parameters in the machining of a blade edge through a proposed 
proprietary solution based on fuzzy logic systems. Thanks to special ATOS Professional software, a CAD model of a blade 
was compared with an obtained three-dimensional image. This allowed for the creation of a quality control report in the form 
of a colour map of deviations at specific measurement points. For data obtained in this way, a fuzzy model was proposed in 
order to determine the dependence of the amount of the material layer removed on the tool clamping force. The entire process 
of creating a fuzzy controller was presented as well as a graphical interpretation of the model surface. 
 
Keywords: Aircraft turbine blade, Diagnostics, Fuzzy logic systems, Robot. 
 

 
1. Introduction 

 
The blade is one of the basic elements of rotating 

machines, it is responsible for its effective and failure-
free operation. Damage to the blade may lead to 
machine failure, and in special cases (the tearing off of 
a fragment or the entire blade) to complete destruction 
of the rotating machine, which in turn leads to 
catastrophic accidents. Blades are manufactured using 
many methods by means of very advanced 
monocrystalline casting methods, they are produced on 
CNC machines with the EDM method. This method is 
used most often; however, it turns out that it is sensitive 
to a number of factors that cause changes of process 
parameters. Unfortunately, this leads to a lack of 
repeatability of the shape of the blades (Fig. 1). 
 

 
 

Fig. 1. Blade printed by DMLS method. 
 
In the figure it is easy to see the existing defects as 

well as an excess of material on the surface of the 
blade. The mentioned uniqueness of the blade shape 
requires the use of a manual process of grinding and 
finishing polishing. Therefore, the possibility of 

automating the process of grinding blades deserves 
attention. The problem of grinding and polishing the 
blades using the Yamaha ZII robot was analyzed in the 
article [1], the focus was on the automation of such a 
process, which can lead to a significant cost reduction 
and quality improvement. This article presents the 
implementation of the SMART robotic system for 
automatic grinding and polishing of blade blades. On 
the other hand, a similar approach using the ABB 
IRB4400_45 robotic station is described in publication 
[2]. This publication introduces a novel robotic belt 
grinding method that focuses primarily on system 
calibration and force control to improve grinding 
performance. The general theory is described and the 
experimental results are presented. However, this 
article focuses on keeping the clamping force constant 
and we want this force to be variable depending on the 
amount of material removed. The authors of 
publications [3-9] have been dealing with such 
problems for years. These articles describe in detail the 
robotic machining processes and diagnostics of the 
mentioned blades. Article [3, 4] presents a robotic 
control station for measuring blade wall thickness 
using an ABB IRB 1600 robot, equipped with an Atos 
Core 3D scanner and connected to the Atos 
Professional software package. Paper [5] presents a 
robotic test stand that uses ultrasonic transmission 
tomography (UTT) to control the parameters of stator 
blades. The article [9] presents the subject of 
verification of the module being part of a robotic 
workstation for machining turbojet engine 
components. The task of the module was to measure 
the geometrical parameters of the compressor blades 
of a turbojet engine. Noteworthy are also articles on 
how to remove the allowance on the blade (excess 
material). The work [10, 11] focuses on presenting a 
platform for modeling and simulating a robotic belt 
grinding system. A model of material removal during 
grinding was developed and presented, which can be 



5th International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2023),  
7-9 June 2023, Tenerife (Canary Islands), Spain 

80 

adapted to workpieces with complex shapes. The 
problem of selecting the clamping force and speed of 
the robot is discussed here. In turn, the article [12] 
proposes an adaptive modeling method based on 
statistical machine learning. It involves building an 
initial support vector regression model using grinding 
data as training samples. Such a trained model is 
modified according to the in-situ measurement data. 
The robot control parameters can then be calculated by 
modeling the grinding process. However, the selection 
of these parameters is not adaptive in real time. 

The blade referred to in this article was made by 
chemical EDM. This process is very unstable, 
therefore the processing of such a blade is difficult. 
Requires the removal of sometimes less and sometimes 
more material during grinding. This requires the use of 
a variable clamping force, unlike in the case of blades 
made on a CNC machine, where machining is much 
simpler. For this purpose, in this article, a fuzzy model 
was proposed for the selection of the force collecting 
excess material 

 
 

2. Data Collection System 
 

The robotic station includes an IRB 140 robot, a 
grinding tool and an IRB 1600 robot with a 3D 
scanning head installed. The measuring system works 
with ATOS Professional software and communicates 
with a robot controller (IRC5) using the TCP/IP 
protocol. The RobotWare robot controller software 
controls two robots and is additionally equipped with a 
force control option. The described robotic station 
(Fig. 2) was used for research work related to the 
creation of an intelligent system of cutting force 
selection in order to remove the appropriate layer of 
material (allowance). 
 

 
 

Fig. 2. Robotic station with IRB 140 and IRB 1600 robots, 
a grinding tool and a 3D scanning head. 

 
Details of the blade machining process on the 

proposed stand are described in articles [3-7]. 
Information about the shape of the machined 
workpiece was obtained thanks to the use of the Atos 
Core 3D scanner [13]. During scanning, a  
three-dimensional image of the blade was obtained 
(Fig. 3b), which was compared with the reference 
CAD model (Fig. 3a). As a result, an image was 
obtained with visible allowances on the surface of the 
blade (Fig. 3c). The generated deviations are presented 

in three colours. The green colour means that the 
dimension is within the tolerance, the yellow colour is 
on the border of the tolerance, and the red colour is 
outside the tolerance. 

 

 
(a)                           (b)                           (c) 

 
Fig. 3. Aircraft engine blade: a) CAD model, b) image 

obtained with a scanner, c) final result of matching  
the CAD model and the scan. 

 
The next step was to generate a quality control 

report (Fig. 4) using the ATOS Professional V 7.5  
SR2 program. 
 

 
 

Fig. 4. Quality control report. 
 

Analysis of the geometric accuracy of the blade can 
be performed in the form of detailed deviations at 
selected points on the blade surface (Figs. 5, 6), as well 
as with the use of Analyze Blades. Fig. 5 shows a 
report presenting the thickness of the blade at specified 
measuring points. 
 

 
 
Fig. 5. Colour map of deviations with measurement points 

for the blade edge. 
 

Excess material can be seen on the blade, as well 
as some cavities. 

The applied data collection system allowed us to 
obtain information on the relationship between the 
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cutting force and the amount of material removed in 
the process of blade grinding. This information 
concerned 80 measurement points. The data obtained 
in this way was sent to MATLAB/Simulink software. 
 

 
 
Fig. 6. Colour map of deviations with measurement points 

for the blade trough. 
 
 
3. Fuzzy Process Controller 
 

On the basis of the obtained measurements, a fuzzy 
model was proposed which defines the cutting force 
that should be applied to remove the appropriate 
amount of allowance at a given measuring point. A 
fuzzy model of the Mamdani type, fuzzy implication 
type (MIN) and a sharpening method type (CA) were 
adopted. 80 regularly spaced measurement points were 
adopted (Fig. 7), where measurements were made to 

determine the value of the allowance. Three clamping 
forces were used to build the fuzzy model: 9[N], 5[N] 
and 3[N]. The values of the proposed cutting forces 
result from the fact that forces less than 2[N] are not 
used because with them there is no possibility of force 
control in the robot control system and forces 
exceeding the value of 8 [N] damage the blade 
surfaces. The proposed fuzzy model consists of three 
input signals x , 	y ,	N and one output signal (cutting 
force). Where x , 	y  are the coordinates of the location 
of the measurement points on the blade surface,  
N is the amount of material removed. 

 

 
 

Fig. 7. Arrangement of measurement points  
on the machined blade. 

 
The values of the material removed for a cutting 

force equal to 5[N] are presented in Table 1. 
 
 

Table 1. Obtained measurements for a clamping force of 5[N] at 80 measuring points. 
 

 
 
 

Each input signal has been divided into an 
appropriate number of fuzzy sets. An even division of 
the input space by fuzzy sets was assumed. Fuzzy sets 
in the form of triangular sets were adopted. The input 
space for the signal  was divided into 10 fuzzy sets 
from A to	A . For the signal  8 fuzzy sets from B to	B  were assumed. This distribution results from 
the division of the blade into appropriate fragments 
(Fig. 8). In the case of the N signal (material removed), 
the space was divided into 60 fuzzy sets in the range 
from 0 to 0.006. These values are related to the amount 
of allowance removed by the tool (sets from n 	to	n ). 

For the output signal, 3 fuzzy sets were assumed. 
These are triangular sets with centres of 3, 5, 9 with an 
accepted tolerance of 0.1 mm. The sharp values 

x 	∗ , x∗ , N	∗	(Fig. 8) were introduced in the fuzzy block 
(Fig. 9), where they are blurred, i.e. the degree of 
belonging to individual fuzzy sets is calculated A 	, B ,N . 

In the case of the implementation of fuzzy 
inference, it is required to assess the degree of 
fulfilment of particular rules. The rule will not be 
activated when the degree of fulfilment of the rule's 
condition is equal to zero. This is also related to the 
fact that this rule will not be involved in the application 
process. The higher the degree of fulfilment of the 
condition, the higher the membership of a given rule. 
In the proposed fuzzy model, the condition consists of 
three simple conditions connected by logical 
conjunction I [15], for example: 
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 IF (x 	= 	A ) I (y 	= B ) I (N = n ), (1) 
 
then for the values of input signals x 	= 	x 	∗ ,	y 	= 	 y∗, N	 = 	N	∗ the degree to which it is true is 
calculated as the degree of membership of the 
relationship R [14]: 
 μ (x 	∗ , x∗ , N	∗) 	= μ ᴒ ᴒ 	=	= (x 	∗ , x∗ , N	∗) 	= 	T(μ (x∗ ), μ (x∗	), μ (N∗)) (2) 

 

 
(a)                                       (b) 

 
Fig. 8. Division of the input space , ,  with a clamping 

force equal to a) 5[N], b) 3[N]. 
 

 
 

Fig. 9. Fuzzy model fuzzification block proposed  
in the blade machining process. 

 
In the next stage, inference (Fig. 10) of the 

proposed fuzzy model was made. 
 

 
 

Fig. 10. Inference block for the fuzzy model proposed  
in the blade machining process. 

 
By means of the input degrees of membership μ (x 	∗ ), μ (x∗	), μ (N	∗)	the resulting membership 

function	μ (y) of the model output is calculated. 

This block specifies the rule base. In this case, it 
consists of 240 rules. This is due to the fact that the 
blade has 80 measurement points, and the tests are 
carried out with the participation of 3 forces. A 
fragment of the rule base for a force equal to 5[N] is  
as follows: 

 If x is A and y is B and	N	is	n 	then	Force is 5 If x is A and y is B and	N	is	n 	then	Force is 5 If	x 	is	A 	and	y 	is	B 	and	N	is	n 	then	Force	is	5 If		x 	is	A 	and	y 	is	B 	and	N	is	n 	then	Force	is	5 If	x 	is	A 	and	y 	is	B 	and	N	is	n 	then	Force	is	5 If		x 	is	A 	and	y 	is	B 	and	N	is	n 	then	Force	is	5 If		x 	is	A 	and	y 	is	B 	and	N	is	n 	then	Force	is	5 ⋮ If x is A and y is B and	N	is	n 	then	Force is 5 

 
The model described above was designed in 

MATLAB/Simulink with the use of the "Fuzzy Logic 
Toolbox" library. Thanks to this approach, the surface 
of the fuzzy model was obtained (Figs. 11-13). 
 

 
 

Fig. 11. Graphical interpretation of the surface of the fuzzy 
model for the allowance 0.014 [mm]. 

 

 
 

Fig. 12. Graphical interpretation of the surface of the fuzzy 
model for the allowance 0.01 [mm]. 

 
Interpreting the obtained result, it can be easily 

noticed that to remove an allowance of 0.014 [mm], a 
force of 6[N] should be used; however, in the area 
marked as (a) this force should be much greater, and 
within (b) significantly smaller. In this case, to remove 
an allowance of 0.01 [mm], a force of 6[N] should also 
be used, and within the place marked (c), a force of 
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9[N] should be used. For area d, a smaller force of 3[N] 
should be used. 

 

 
 

Fig. 13. Graphical interpretation of the surface of the fuzzy 
model for the allowance 0.04 [mm]. 

 
For the allowance of 0.04 [mm], according to the 

obtained result, a force of 6 [N] should be used, and 
also in the marked places (f, e) a force of 9[N]. The 
results obtained in this way are sent from the 
MATLAB model to the robot that machines the 
workpiece. 

 
 

4. Conclusions 
 

The article deals with the development and 
application of an intelligent controller in order to 
generate the value of the tool pressure forces 
depending on the value of the material allowance that 
occurs as a result of the technological process used in 
the production of the detail. A solution based on fuzzy 
logic systems has been proposed. The proposed 
solution made it possible to generate information 
allowing for the adoption of the value of the detail-tool 
contact force in such a way as to ensure the grinding 
process with the imposed requirements. The proposed 
model, based on modern methods of artificial 
intelligence, at measurement points where there was a 
large allowance, generate a cutting force greater than 
at points where the allowance was small. 

The main driving force behind this type of work, in 
addition to minimizing human labor costs, is the 
improvement of safety conditions and increasing the 
repeatability of the product. 

 

  
 

Fig. 14. View of a blade before and after grinding. 
 

The results presented in the work showed that the 
methods based on intelligent systems are universal, 

very effective methods that can be used in the selection 
of parameters of robotic machining processes, which 
was demonstrated on the example of grinding aircraft 
engine blades. The proposed fuzzy system application 
is an example of the possibility of their 
implementation. and can serve as a model and broaden 
the recipient's knowledge, thereby influencing the 
awareness of management staff and engineers, which 
in the future may result in other applications improving 
the broadly understood quality of the Polish economy. 

The next step will be to take into account the speed 
of the blade's feed relative to the tool, which also 
affects the amount of material removed. 
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Summary: Coupling numerical models with different computational costs and fidelity levels is a promising solution for 
developing efficient industrial digital twins able to process fast data streams. Such a coupling strategy between a high fidelity 
but computationally intensive simulation model and its machine learning-based surrogate model in the context of the sawmill 
industry had been proposed in a previous publication [1]. The strategy proposed is inspired by active learning and based on a 
measure of prediction confidence. It relies, however on the assumption that the input data stream models make predictions 
upon is stationary. Concept drifts are, however, frequent in an industrial context. It is, therefore, necessary to integrate into the 
proposed strategy a mechanism to detect such drifts. The present article evaluates the usage of several drift detection methods 
in conjunction with the previously proposed coupling strategy and highlights the issue caused by sampling bias. In particular, 
it can increase the time needed to detect the drift. Four datasets are used for evaluation. The first contains sawing simulation 
results, while the three others are benchmark datasets from the literature. 
 
Keywords: Active learning, Sampling bias, Drift detection, Surrogate models. 
 

 
1. Introduction 
 

The coordination of digital models performing the 
same prediction task but varying in terms of fidelity 
level and computational requirement is an important 
step toward the integration of digital sobriety into 
operational digital twins [2]. While such twins might 
integrate high-fidelity simulation models, these tend, 
indeed, to be too computationally intensive to be used 
online over streams of data continuously collected 
from the physical twin. For example, [3] reports on the 
development of an industrial boiler digital twin 
integrating a multi-physics simulation model that 
requires five to seven days of computation to  
1164 processors. A less extreme example is given by 
sawing simulators used in the forest-product industry 
which may need several minutes to simulate the 
sawing of a single log. This is, however, too slow for 
short-term decision problems that can involve several 
thousand such simulations. A common solution to 
lower the computational cost of such simulation 
models is to use surrogate models based on machine 
learning algorithms [4]. Such surrogate models, 
however, are only approximations of the original 
simulation model and cannot be expected to generalize 
as well, especially to scenarios never seen before. In 
the context of digital twins, it, therefore, appears 
necessary to retain the original simulation model to 
make predictions for a selected fraction of the data 
collected from the physical twin. 

Such a strategy to couple a simulation model and 
its surrogate by actively selecting which model to use 
to predict labels for which data points collected from a 
physical twin has been proposed by [1]. This strategy 
is inspired by the theory of stream-based active 

learning (AL) [5] which studies how to actively sample 
data points from unlabeled data streams. In classic AL 
settings, these data points, and only these, are labeled 
and used to train ML models. The initial objective of 
such AL methods is to train ML models under 
restricted labeling budgets. Here, data points are 
selected from a data stream based on an estimation of 
a level of uncertainty in the surrogate prediction in 
order to minimize the prediction error of the coupled 
models. If this uncertainty level is too high, the 
simulation model is used instead of the ML model. 

The strategy introduced by [1], however, relies on 
the assumption that the stream of data collected from 
the physical twin is stationary. This assumption 
ensures, in particular, that a specific simulation budget 
is targeted and that the performance of the surrogate 
model does not deteriorate. This assumption, however, 
might not be respected in industrial contexts, due, for 
example, to tool wear and changes in the 
characteristics of the raw material. Detecting concept 
drift in the input dataset stream would, therefore, be a 
first step toward the adaptation of the surrogate model. 

This article discusses the integration of such a 
concept drift detection module in the strategy proposed 
by [1] and evaluates several drift detection strategies 
in this context. It additionally discusses and highlights 
a limitation of the proposed coupling strategy, which 
like many active learning-based methods causes 
sampling bias. This means that the statistical 
distribution of the data sampled to be labeled by the 
simulation model is not representative of the real 
distribution of the data [6]. It is known to cause various 
problems such as complicating the comparison and 
selection of ML models or undersampling important 
areas of the parameter space which leads in some cases 
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to poorly trained ML models. In the setting presented 
in this study, it can also, in some cases, impair  
drift detection. 

The remainder of this article is organized as 
follows. Section 2 presents the context of this study 
and reviews previous works on coupling sawmill 
simulation models and their surrogate models. Section 
3 then overviews the literature on concept drift 
detection and discusses the integration of these 
methods into the coupling strategy previously 
proposed by [1]. Section 4 presents experimental 
results evaluating several drift detection methods and 
highlights the problem caused by sampling bias. 
Section 5 concludes this paper. 
 
 
2. Context 
 

Many authors have studied the usage of sawing 
simulation models to support production planning and 
control in the forest-product industry [7]. These 
simulation models can be used to predict what set of 
lumbers would be obtained from sawing a specific log. 
Many authors, however, mention the important time 
taken by such simulations which limits their usage to 
mid and long-term production planning problems. In 
order to limit the computation time of these 
simulations and make possible their usage for  
short-term planning problems, [8], among others, 

proposed to use surrogate models of these simulators, 
that is, machine learning algorithms trained on past 
simulation results to perform the same prediction as 
the simulation model. Such surrogate models, 
however, remain only approximations of the original 
model, trained on relatively few data, and cannot be 
expected to generalize well to data inputs too different 
from the ones used to train them. 

Recently, [1] proposed to couple both the 
simulation model and its surrogate model to benefit 
from their respective advantages as a step toward the 
development of a sawmill digital shadow able to 
support operational production planning. The 
objective is to decide for every data item transmitted 
by a stream whether the more precise simulation model 
should be used to replace the surrogate model 
prediction while targeting a user-defined simulation 
budget b. 

The general workflow of this strategy is presented 
in Fig. 1. Consider a data stream transmitting new data 
items at random intervals. It is, here, modeled as a 
Poisson process. Similarly, the time required by the 
simulation model to predict the label of a data item is 
modeled as a random variable. It is assumed that any 
number of simulations can run in parallel. However, to 
limit computation costs, a budget corresponding to the 
average portion of data points sent to the simulator  
is targeted. 

 
 

 
 

Fig. 1. Simplified framework of the coupling strategy proposed by [1]. 
 
 

For every data item  transmitted by the stream, a 
first prediction  is made by the machine learning 
model . In this work, the machine learning models 
used are random forests, due to their good 
performances as sawmill simulators metamodels [7, 8]. 
A measure of uncertainty of the prediction is then 
computed. It has to be stressed out, however, at this 
stage the real label  of  is unavailable. The measure 
of uncertainty used here is, therefore, computed as the 
variance of the predictions of the trees in the forest: 

 

 m(X, ) 	= 		 ∑ ( ) − 	 ( )	    

Here,  is the number of trees in the forest. The  
are the infividual trees in the forest . The quantile of 
this measure with respect to its overall distribution is 
then estimated from past values observed from the 
stream and compared with the threshold 1 − . This 
ensures that, as long as the stream remains stationary, 
the average portion of the stream that is sampled will 
tend toward b. 

This strategy, however, relies on the assumption 
that the stream remains stationary to respect the 
simulation budget and ensure that past simulation 
results used to update the surrogate model remain 
representative of the prediction task. 
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3. Drift Detection 
 

Many types of drifts have been identified in the 
related literature. In particular, they can be classified 
into real and virtual drift [11]. Real drift refers to the 
relationship between the inputs  and their labels  
changing with time. Virtual concept drift refers to 
changes in the statistical distribution of the inputs . 

Drift detection methods often rely on monitoring 
univariate or multivariate streams updated with new 
data inputs. Different such streams can be used. Many 
authors proposed methods monitoring the prediction 
loss ( , ). For example, [12] introduces a method 
based on control charts, often use in statistical process 
control, to monitor the error rate of neural networks. 
Similarly, the Page-Hinckley algorithm [13] is often 
used to monitor increases in these errors. Monitoring 
this error stream has the advantage that alerts can be 
raised only when concept drift results in a decrease in 
the model performance. It can also detect both real and 
virtual drift. However, it requires the obtention of the 
real targets  which, in practice, might not be obtained 
immediately, if at all. Other authors such as [14] 
propose to monitor the input feature stream, i.e., the 
stream of the . More precisely, they propose a 
method based on the Kolmogorov-Smirnov statistical 
test between a sliding window of the stream and a fixed 
reference window. These data have the advantage of 
always being available. However, this stream is, more 
often than not, multivariate, which increases the risk of 
false alarms. Similarly, drift that does not impact the 
ML model performance can be detected and trigger 
useless updates of the model. In addition, purely real 
drift cannot be detected. Lastly, [15], for example, 
propose to use a stream composed of uncertainty 
measures of the predictions made by the ML model. 
More precisely, they use uncertainties associated with 
the predictions of Bayesian neural networks. Once 
again, this stream does not rely on the potentially 
unavailable targets. Additionally [15] argue that as 
long as the uncertainty measures are sufficiently 
correlated with the prediction loss ( , ), detection 
will focus on drifts lowering the performance of the 
ML model. However, once again, it cannot detect 
purely real drifts. 

These three types of streams can be monitored to 
detect drift in the previously described coupling 
strategy. The streams of the input features, , and 
uncertainty measures, m(X, ), are naturally part on 
the framework. The real targets , however, are only 
available for the fraction of the inputs for which the 
simulation model is used, and only after a set amount 
of time corresponding to the time needed for the 
simulation to run. 

While any of these streams could be monitored to 
detect concept drift, depending on the weight given to 
their respective advantages and disadvantages, the 
present article focuses on the stream of the prediction 
errors. While it is only partially available, it is the only 
type of stream allowing the detection of purely real 

drift and checking if the drift being detected effectively 
results in an increased prediction error. 
 
 
4. Experiments 
 

The performances of three drift detection 
procedures are evaluated to detect purely virtual drift 
from the partially measured stream of prediction 
losses. The first method is the control chart method 
(CC), introduced by [12]. The second is the method 
based on the Kolmogorov-Smirnov test used, for 
example, in [14]. This method depends on a parameter 

 corresponding to the risk of the test. The value of  
used here was set to 0.01. Lastly, the Page-Hinckley 
method [13] is used. This method depends on two 
parameters, the so-called delta factor, and a detection 
threshold. Considering the sensitivity of the method to 
these parameters, whose scale might change depending 
on the dataset considered, they were all fixed here as 
multiple of the standard deviation  of the errors 
observed on each dataset. More precisely, the delta 
factor was set, here, to 0.5  for all experiments and the 
value of the threshold ℎ was set to 10 . 
 
 
2.1. Datasets 
 

Four datasets are used for the experiments 
presented in this paper. 

The first dataset (SS) originates from the Canadian 
forest product industry. It contains information over 
2219 real wood logs, including an estimate of the set 
of lumber sawed in it, simulated by the software 
Optitek. This set of lumber is modeled as a vector of 
integer of dimension 47 because up to 47 types of 
lumber can be sawed at the modeled sawmill. Every 
wood log is described by a vector of six know-how 
features commonly used in the industry. These features 
are the length, volume, curvature, diameters at both 
extremities, and shrinking of the log. 

The three other datasets are from the UCI machine 
learning repository. They were selected because they 
cover regression tasks based on multivariate inputs and 
contain all more than 2000 points. 

The first UCI dataset is the wine quality (WQ) 
dataset [16]. The task associated with this dataset is the 
prediction of wine qualities based on their 
physicochemical properties. 

The second UCI dataset is the combined cycle 
power plant (CCPP) dataset [17]. Its aim is the 
prediction of a power plant production based on 
meteorological and physical data. 

The last UCI dataset is the superconductivity data 
(SD) dataset [18] whose goal is to predict the critical 
temperature of superconductors based on their 
chemical formula. 

None of these datasets naturally contains concept 
drift which allows controlling the type and time of 
drifts being artificially introduced during experiments. 
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Table 1. Detection rate of drift detection strategies for every dataset. 
 

 
SS WQ CCPP SD 

AL RD AL RD AL RD AL RD 
Kolmogorov-
Smirnov 1.0 1.0 0.48 0.88 0.99 0.98 0.99 1.0 

Page-Hinkley 0.87 0.91 0.54 0.84 0.99 0.95 0.97 0.95 
Control-Chart 0.69 0.81 1.0 1.0 0.98 0.99 1.0 1.0 

 
More precisely, the datasets were used to generate 

data drift composed of two stationary sections 
separated by an abrupt purely virtual drift. These 
streams are composed of a random ordering of the data 
points paired with random inter-arrival times sampled 
following an exponential law of rate 	 = 	1 to 
generate Poisson processes. In the second half of the 
stream, the targets of all data points were permutated 
at random to erase the relation between the input and 
output and create a purely real drift. Since the ML 
models will not be retrained during these experiments, 
there is no need to keep a structural relationship 
between the inputs and outputs past the drift. 
 
 
2.1. Results 
 

For every dataset and drift detection method, 
streams were generated following the previously 
described procedure and used as input to the coupling 
strategy described in Fig. 1. In addition, the partial 
error flow was used for drift detection. The time of the 
first alarm raised after the time of drift, if it exists, is 
considered as the time of detection. This was repeated 
100 times for every dataset and drift detection method. 
To highlight the effect of the sampling bias on drift 
detection, this procedure was also repeated 100 more 
times but replacing the measure of prediction 
uncertainty used to select which samples to use the 
simulation model on by a random measure, so that the 
stream sampling process becomes independent of 
characteristics of the data points transmitted by the 
stream. 

Table 2 presents the drift detection rate of every 
strategy on the four datasets. The drift detection rate 
corresponds, here, to the portion of the 100 streams that 

lead to a drift being detected. In this table, AL refers to 
the experiments using the measure of uncertainty m(. , ) to sample the stream, while RD refers to the 
experiments where this measure is replaced by 
randomly generated values. These rates are close to 
one, except for the Page-Hinkley and control chart 
detection methods on the SS dataset, and for the 
Kolmogorov-Smirnov and Pages-Hinckley methods 
on the WQ dataset. These two datasets are the shortest 
used for evaluation and might be too short for drift to 
be efficiently detected. Interestingly, however, these 
low detection rates are mostly observed for the AL 
stream sampling method which is a first indication that 
the sampling bias lower the performances of these drift 
detection methods on some datasets. 

The median and interquartile range of the drift 
detection times for all drift detection methods and 
datasets are presented in Table 2. Medians are used due 
to the high standard deviations observed during 
experiments, making average estimates unstable. 
These experiments show larger detection times for the 
AL-based methods on the SS and WQ datasets. In 
particular, one-sided Brunner-Munzel comparison 
tests [19] were systematically run to evaluate the 
propension of the AL-based methods detection time at 
being higher than the baseline random method. These 
tests show significant differences at the 5 % level for 
all detection methods on the SS and WQ datatsets, 
except for the control-chart-based method on the WQ 
dataset. The test is also significant for the  
Page-Hinkley method on the SD dataset. This 
demonstrate that sampling bias can impair drift 
detection. It depends greatly, however, on the dataset 
and exact detection method used. The Page-Hinkley 
method, however, maintains rather low detection times 
even when affected by sampling bias. 

 
 

Table 2. Medians and interquartile ranges of the drift detection time for every drift detection strategy and dataset. 
 
 

 
SS WQ CCPP SD 

AL RD AL RD AL RD AL RD 
Kolmogorov-
Smirnov 

241 (80) 224 (55) 963 (977) 587 (463) 209 (65) 206 (59) 289 (112) 270 (71) 

Page-Hinkley 90 (108) 49 (40) 557 (758) 180 (258) 31 (38) 37 (42) 74 (48) 59 (41) 
Control-Chart 111 (112) 66 (66) 402 (396) 313 (402) 331 (647) 289 (537) 151 (394) 325 (579) 

 
 

5. Conclusion 
 

This paper discusses the integration of a concept 
drift detection module in a previously proposed 
coupling strategy between a simulation model and its 

ML surrogate model. Several types of streams which 
can be monitored to detect drift are identified and their 
advantages and disadvantages are listed. Several drift 
detection methods are also tested on one of these drifts. 
Results point to the strong effect of the sampling bias 
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induced by the coupling strategy which tends to slow 
down significantly drift detection. 

 
 

Table 3. Summarized characteristics of the four datasets 
used for evaluation. 

 

Dataset name 
Number 
of points 

Number of 
features 

Number of 
outputs 

Sawmill 
Simulations (SS) 

2219 6 47 

Wine Quality 
(WQ) 

4898 11 1 

Combined Cycle 
Power Plant 
(CCPP) 

9568 4 1 

Superconductivity 
Data (SD) 

21263 81 1 

 
Future works will, therefore, have to find ways to 

mitigate this problem, either by investigating drift 
detection methods less sensitive to sampling bias or 
using statistical methods to correct the bias induced. 

In addition, a single type of drift is studied here: 
abrupt real drift. The impact of sampling bias on other 
types of drift, and in particular of virtual drift, remain 
to be studied. 
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Summary: Artificial Intelligence (AI) systems face huge hype and unrealistic expectations today. Those are based 
theoretically on an outdated computing paradigm; the cooperation of many-processor systems uses decades-old technical 
implementations, and scaling of their computing performance is expected to follow the “weak scaling” fallacy. Biological 
information processing is purely understood mainly because of making wrong parallels with electronic information processing, 
abusing notions of information, entropy, etc. Mathematical methods and electronic implementations are developed for those 
wrong models. Consequently, AI systems above the “toy” level face severe computing performance limitations. Their low 
computing and energetic efficiency do not enable reaching their ambitious goals and make their development not sustainable. 
Furthermore, the notion of intelligence is loosely defined in biology, and its artificial counterpart imitates it using inappropriate 
design principles. The generalized time-aware computing model explains why scientific and technological principles place 
obstacles on the road towards developing AI systems and suggests changes in design, technology, and mathematical methods 
for preparing better AI systems. 
 
Keywords: Artificial intelligence, Neural networks, Performance scaling, Technological limitations. 
 

 
1. Introduction 

 
Instead of Artificial Intelligence (AI), R. P. 

Feynman preferred using the wording ‘advanced 
applications’ decades ago [1]. Recently, M. Jordan 
explained [2] why today’s artificial intelligence 
systems are not actually intelligent. Despite this 
misnomer, the proliferation of AI systems is 
impressive in all fields (science, economy, society, 
etc.), with frequent and sound success stories and 
(rarely published) project failures, depending on the 
size and type of the task. No doubt, those systems are 
helpful and successful for specific tasks. However, 
their range of applicability has limitations, and their 
excessive utilization leads to sustainability issues. 

Computing theory originates from von Neumann’s 
classic report [3]. However, it has been forgotten that 
with changing technology, the omissions he made to 
model his immediate goal, the vacuum tube computer, 
should have been revisited. His omissions are no 
longer valid for our present technical systems with 
GHz clock frequencies, stadium-sized 
supercomputers, brain-imitating artificial networks, 
and biological networks [4]. The consequences are, 
among others, the excessive heat production by 
modern processors, the experienced slowdown of 
supercomputing performance development [5], the 
low computing performance of larger artificial 
networks [6], and the failures of simulating biological 
networks in size comparable to (at least parts of) the 
brain [7]. 

 
 

2. Origins of Limitations 
 

Timing relations of the vacuum tube computer 
allowed to omit data transmission time (usec order) 

aside from data processing time (msec order). For 
today, the timing relations changed to their exact 
opposite: within the processors, even the large-scale 
miniaturization could not keep pace with the  
ever-quicker operating elements, and in computing 
systems, the length of buses (and so: data transmission 
time) remained the same for decades while the 
operating time decreased by a factor of million. This 
stealthy development of technology resulted in that 
today, the timing relations of technical computing are 
much closer to those of biological systems than to the 
abstract computing model (modeled for vacuum 
tubes), for which von Neumann told [3] to be 
‘unsound’ to apply his simplified paradigm to. At the 
same time, the proliferation of computing technology 
irrationally increased computational demand: before 
introducing GPUs, it doubled every two years; before 
AI, in every quarter of a year; nowadays, in every two 
months [8]. It is not sustainable and limits the  
utility of AI [9]. 
The general computing model that works for any 
processing and transfer times ratios has been 
elaborated only recently [4]. Introducing a finite data 
transmission speed, similar to the finite interaction 
speed of classic physics, resulted in the so-called 
‘modern physics’ changing classic computing theory 
to time-aware computing theory. 
 
 
2.1. The Finite Speed of Data Transfer 
 

In the case of chained operations, data must be 
transferred to the input section of the processor before 
processing can begin; furthermore, the result must only 
be transferred from its output section once data 
processing is finished. Data transfer and data 
processing mutually block each other, leading to an 
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inherent performance loss [4]. The primary reason for 
the loss is science: the finite propagation speed of 
electromagnetic waves makes the transfer times  
non-negligible. In addition, technology can also 
contribute to the loss of using inappropriate designs. 
The loss heavily depends on the processor's workload, 
requiring the introduction of ’empirical computing 
efficiency’ [5]. So, one must distinguish the nominal 
and payload performance of computing systems. 

Specifically, AI networks were inspired by 
biological networks in the sense that many relatively 
simple computing units are working together, sharing 
their computing results: they need to communicate 
permanently. Communication is implemented through 
Input/Output (I/O) instructions; this is why "AI,... it's 
the most disruptive workload from an I/O pattern 
perspective” [10], so computing efficiency is 
especially bad for an AI-type workload [6]. The 
communication need can even collapse large, heavily 
communicating systems [11]. 

The synchronous operating mode is easy to 
implement, but it proves to be effective only for slow 
and small systems when the dispersion of the timings 
is small [3]. The timing delays caused by the different 
signal path temporal lengths consume a large 
proportion of energy, even inside processors. 

For AI networks, it has also been confirmed 
experimentally [12] that their computing performance 
scaling stalls at a couple of dozens of neurons due to 
the above reasons. It has also been found in other 
applications [13] that even a large number of 
processors cannot provide more payload performance 
than a few dozen of processors. The same reason is that 
large supercomputers do not use all their available 
cores [5] when running the HPCG benchmark that 
imitates real-life tasks. Due to similar reasons, the 
brain simulator SpiNNaker can use only 1 % of its 
hardware for the task it was designed for [15]. 
 
 
2.2. Effect of Serial Bus 
 

Conventional computer architecture is built around 
a bus (mistakenly called “von Neumann architecture”), 
and data are moved to relatively large distances 
between its components. This organization alone 
constraints the components to wait for each other, but 
the real bottleneck is the single-processor point of view 
of the design: in large systems, bus arbitration takes 
most of the operating time and both the bus and the 
processors operate very much below their nominal 
performance. 

The logical (mathematical or biological) network 
connection is shown in Fig. 1A: the messages to and 
from the hidden layer are transferred simultaneously. 
The technical implementation using a technical bus is 
shown in Fig. 1B. The seemingly little difference is 
that technical neurons must communicate through a 
(usually high-speed) serial bus has enormous 
consequences. 

Given that for communication bus arbitration must 
take place, the bus cannot deliver the two messages to 

and from neurons in the hidden layer at the same time. 
As Fig. 2A displays, between some processing at the 
neurons, the arguments must be transferred to the next 
neuron through the bus one after the other. The high-
speed bus is not loaded in most part of the computing 
time. Still, is causes delays until it delivers the 
messages to/from the hidden layer. For a large number 
of neurons, it may happen that the total length of 
messages issued by the neurons at the same time 
exceeds the available bus bandwidth (see Fig. 2B), 
leading to further delay. For a detailed discussion  
see [6]. 

 

 
 
Fig. 1. In a technical implementation, a bus delivers 

neuronal signals one at a time. 
 
In a general case, n input nodes issue messages, 

each one m messages (queuing#1) to nodes in the first 
hidden layer, i.e., altogether nm messages. If one uses 
a commonly used shared bus to transfer messages, 
these nm messages must be queued (queuing#2). Also, 
every single node in the hidden layer receives (and 
processes) m input messages (queuing#3). Between 
hidden layers, the same queuing is repeated (maybe 
several times) with mm messages, and finally, km 
messages are sent to the output nodes. That is, the 
number of messages grows up quickly as the size of 
the network grows. What is worse, the average 
delivery time grows with the number of 
nodes/messages. Moreover, to make sure that all 
messages needed for the computation are delivered, 
one must calculate with the worst case, the possible 
longest time. For details see [7]. Using different buses 
between the layers (as in Fig. 1) may mitigate the issue. 

The order of delivering messages is an internal 
business of the bus, so we cannot tell for sure whether 
a particular message is delivered until all messages are 
delivered. That is, we can make the next calculation 
step only if all nodes received all their needed inputs 
and performed their calculation. Given that there are 
no guaranties that the input messages will be delivered 
in the needed order (as the computation or the 
hardware architecture would require) to the nodes, 
some computations must be repeatedly performed, so 
some relaxation time must be added. Either we accept 
that the final result might be wrong or if some 
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intermediate nodes receive their input message the 
change has to pass the chain of neurons and may 
induce other late changes. In vast systems, the 
feedback in the learning process involves results 
partially based on undefined inputs: the feedback is 
calculated later (before computation made with it), 

furthermore the calculated and the (maybe correct) 
feedback may be neglected because it was delayed. 
This effect also means that the computed feedback, 
based maybe on undefined inputs, reaches the previous 
layer's neurons faster. 

 
 

 
 

Fig. 2. Using a shared bus (the need to arbitrate the bus) enormously increases data transfer time, makes signal timing  
non-aligned. The bandwidth of the bus may introduce another bottleneck. 

 
 

The delay exists – a but usually remains obscured 
– also in small systems. In large systems in can grow 
up tremendously. One bad option is to wait until all 
messages arrive, the other one is to reject part of them 
to achieve a seemingly reasonable computing time. In 
the case of supercomputer Frontier, it takes 40 minutes 
to deliver all results from the 7 million fellow cores to 
the initiator core, see Fig. 1 in [14]. In the case of brain 
simulation by SpiNNaker, “spikes are processed as 
they come in and are dropped if the receiving process 
is busy over several delivery cycles” [15]. If you do not 
take either option, after terminating the operation, the 
rest of messages will arrive from different buffers and 
you may think that ”Lack of Sleep Could Be a Problem 
for AIs” [16]. 

Anyhow, the delayed message delivery due to bus 
arbitration of the serial bus remains a huge problem, 
especially when training AANs. ”Yet the task of 
training such networks remains a challenging 
optimization problem. Several related problems arise: 
very long training time (several weeks on modern 
computers, for some problems), the potential for  
over-fitting (whereby the learned function is too 
specific to the training data and generalizes poorly to 
unseen data), and more technically, the vanishing 
gradient problem" [17]. Performing the operation 
faster is dangerous: “The immediate effect of 
activating fewer units is that propagating information 
through the network will be faster, both at training as 

well as at test time. …” A natural consequence is that 
(see their Fig. 5): “As lambdas increases, the running 
time decreases, but so does performance” [17]. 
 
 
2.3. Time Dependence of Result 
 

Given that the training has two characteristic time 
constants: how long is the operating time of the 
network (until all signals are relaxed) and how much 
time passes between showing adjacent elements of the 
training set. Larger AI networks have considerably 
high relaxation time; the larger and deeper the 
network, the longer. If not enough time is given to the 
network to relax (to reach its consistent state), the 
incomplete computation may result in time-dependent 
result. 

Introducing the spatio-temporal behavior of ANNs, 
even in a simple form, using separated time and space 
contributions (i.e., not connected in the way proposed 
in [4]) to describe them, significantly improved the 
efficacy of video analysis [18]. The role of time 
(mismatching) is confirmed directly, via making 
investigations in the time domain. "The CNN models 
are more sensitive to low-frequency channels than 
high-frequency channels" [19]. The reason is clearly 
that during the fixed time frame of the video, the 
feedback can follow the slow changes with less 
difficulty compared to the faster changes. 
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3. Relation to Biological Networks 
 

Although it is commonly accepted that “Brain 
computes” [20], and in this sense, AI networks have 
close relations to biological networks they were 
inspired by; it is hard to interpret their notions in the 
respective other field [21]. The wrong parallels with 
electronic circuits covered for a long time the real 
nature of biological computing that has been 
recognized only recently. The electronic computer 
performs synchronous operations with a well-defined 
number of input arguments and delivers a 
mathematically well-defined result. Both the input 
arguments and the result are digital quantities. Brain 
performs asynchronous and mixed analog/digital 
computing with loosely defined arguments and 
delivers a loosely defined result. Both input and output 
operands are timings. The technical models assume 
that a shared high speed serial bus can be equivalent 
with the many low speed private connections and that 
the parallelized sequential operation of technology is 
equivalent with the truly parallel biological operation. 
These vital differences need to reinterpret also the 
notion of information and its communication [22]. The 
study also demonstrated that the commonly used merit 
number in neuroscience does not measure transmitted 
information and it does not correspond to the 
information as interpreted in technical communication. 
As the abstract model of neural operation [23] 
explains, it is not an easy task to map biological 
computation to technical one. 

 
 

4. Conclusions 
 

AI networks are constructed following the classic 
computing paradigm and their architecture and 
operation only slight resemble the biological ones. 
Given that the performance scaling of AI systems is 
strongly nonlinear, the efficiency decays strongly as 
the size of system increases and their computing 
performance saturates at a low level, due to science and 
the recent technology solutions. 
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Summary: The paper presents the concept and implementation of a robotic hybrid system for combining 3D scanner data 
using structured light and an absolute laser tracker. The paper discusses the advantages and disadvantages of both measurement 
systems and the benefits of combining data in the hybrid system. An example of generating a robot program in a reverse 
engineering task was shown to demonstrate the operation of the developed system. The selected component was measured 
using a 3D scanner and then its position relative to the industrial robot was measured using a laser tracker. The correlation data 
obtained from the two types of scanners were used to program the machining paths of the workpiece, which is a copy of the 
scanned workpiece. 
 
Keywords: 3D scanners, Absolute trackers, Reverse engineering, Robotic machining, Light scanners, Data correlation. 
 

 
1. Introduction 
 

Various types of sensory solutions used in robotic 
stations are available on the market today. Equipped 
with sensors, the robot knows exactly where the object 
is and can dynamically modify positions. This means 
that instead of getting each workpiece to be positioned 
perfectly in the same place as the previous one, it is 
possible to equip the robot with a sense of vision, for 
example, and let it decide how to move based on what 
it sees. In addition to using sensory systems to correct 
paths, they can perform recognition or classification 
functions for objects. The solutions offered on the 
market using cameras and structured light, 2D laser 
scanners, 3D laser scanners and image recognition 
systems are characterized by different operating 
principles, the existence of advantages in certain 
aspects and disadvantages in others. The development 
of individual measurement methods is carried out in 
many research centers and concerns laser 
profilometers [1], measurement and machining with 
3D scanners [2, 3], absolute laser trackers [3] or 
contact measurements [4]. A laser tracker is a tool that 
enables various types of geometric measurements in 
three-dimensional space. It can be used for automated 
position control and also, for example, for 3D scanning 
of objects. Its most important components are a laser 
interferometer and an absolute rangefinder. Trackers in 
robotics, due to their accuracy, are used in testing the 
accuracy and repeatability of robotic manipulators and 
for their calibration. The authors of the paper [5] used 
a laser tracker to improve the absolute accuracy of an 
ABB IRB1600 industrial robot. They developed an 
advanced calibration model significantly reducing 
position errors. Similar work was conducted by the 
authors of the paper [6], who focused on building 
calibration systems that can be easily adapted to any 

type of robot. The topic of compensation using a  
real-time tracker is addressed in papers [7] and [8]. In 
the paper [7], the authors described the idea of 
compensating manufacturing systems by using 
external metrology systems to compensate machine 
tools and robots in real time. And in the article [8], they 
used direct feedback from the position and orientation 
of an end effector with a Leica laser tracker to develop 
an algorithm enabled to move along paths at 
significant speeds. There are many types of 3D 
scanners. One common solution is a device that uses 
so-called structured light. Structured light scanners 
display a pattern of light on the object being scanned. 
Selection patterns are tracked simultaneously by one 
camera or multiple cameras. The light pattern is 
created using light modulators. A 3D optical scanner 
using structured light obtains geometric data from an 
existing physical object. This data is used to obtain first 
a point cloud and then a virtual 3D model of the 
scanned object. The use of a scanner of this type is 
presented in the article [9] as a measuring device in the 
process of robotic pre-inspection of a thin-walled 
casting of a vane. The article [10] presents an analysis 
of the deformation of a welded joint by means of 
optical 3D scanning using structured light. It is very 
common that a given sensory solution does not offer 
satisfactory parameters in the implemented solution. 
Then it is necessary to build a hybrid system 
combining data from several systems. An example of 
the design of such a hybrid system is shown in the 
article [11]. The paper presents a hybrid  
contact-optical coordinate measuring system, which 
was designed for measuring and analyzing the 
geometry of objects. The developed solution combines 
the accuracy of contact measurement in the 
identification of measurement points and the speed of 
optical full-field scanning methods of structured light. 
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Another example of the design of a hybrid system 
combining data from lidar and thermal sensors is 
shown in the work [12]. As part of their work, the 
authors managed to obtain a 3D thermal model 
consisting of a point cloud describing the geometry of 
the building along with thermal data at each point. The 
literature review did not find solutions combining data 
from the laser tracker and 3D structural light scanner, 
which shows the validity of the work carried out. We 
believe that the synergy effect obtained by combining 
several solutions allows for advanced research and 
implementation work. 

 
 

2. Hybrid System Concept 
 

As part of the work on the design and programming 
of robotic stations, a hybrid measurement system was 
developed to automatically obtain robot path points. 
The basic component of the station is an ABB 
IRB2400 industrial robot with a Schunk tool changing 
system. An Atos Core 135 3D scanner or a 2.2 kW 
electro-spindle is mounted on the robot as required. 
The electro-spindle has an automatic HSK toolholder 
exchange system and a cutting tool box. An absolute 
laser tracker works with the robotic system. Thanks to 
the developed software characterized in the paper [14], 
the tracker sends the measured parameters to the robot 
controller. Using the algorithm developed in the paper 
[13], the coordinates of the points measured by the 
laser tracker are automatically converted to a position 
in the robot's base frame (Fig. 1). 
 

 
 

Fig. 1. System concept. 
 
The realization of the algorithm for the operation of 

the developed system begins with scanning the 
workpiece with the Atos Core 3D scanner. Scanning is 
performed with the use of a robot, which moves the 
scanner to the selected measurement position (Fig. 2a). 

The advantage of the 3D scanner is the large amount 
of data acquired during a single measurement. The 
scanner used for the study registers 5 million pixels 
during a single measurement. The scanner's software 
combines the measurements taken into the point cloud 
shown in Fig. 2b. 
 

 
 

Fig. 2. Structured light scanner measurement. 
 

The scanner software allows comparing the 
obtained point cloud with the CAD model. The 
disadvantage of the solution with the scanner is the 
lack of positioning of the obtained data relative to the 
robot system. It is primarily an inspection system. The 
system with a 3D scanner is also characterized by 
lower accuracy compared to an absolute laser tracker 
and sensitivity to parameters (light reflections)  
of the surface. 

The accuracy obtained with the 3D structured light 
scanner depends on several factors but according to the 
data shown in the paper [15] it is about 80 µm and 
requires the use of a reflection leveling agent. 

The 3D scanning is followed by measurement 
using an absolute laser tracker (Fig. 3). The advantage 
of the tracker is the high accuracy of up to 50 µm at a 
distance of 20 m and the ability to convert coordinates 
in the robot's base frame. 

The disadvantage of the tracker is that the device 
records measurements one at a time, measuring the 
entire surface is time-consuming and measuring holes 
requires changing the retroreflector bases. In the case 
of the workpiece shown in Fig. 3, measurements were 
made of 3 points on the upper plane of the workpiece, 
5 points marking the central hole and 2 points on one 
of the edges. The measurements made it possible to 
determine the coordinate system associated with the 
detail. The position of this system and therefore of the 
workpiece was defined relative to the robot's base 
frame (Fig. 4). 
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Fig. 3. Laser tracker measurement. 
 

 
 

Fig. 4. System concept. 
 
After receiving data from both measurement 

systems, it was necessary to build a hybrid system 
combining data from both sensors and positioning the 
received objects relative to the robot. It was decided to 
use the software supplied with the Atos Professional 
scanner, but it is possible to implement the developed 
algorithm in any programming tool such as Matlab 
software. Atos Professional software has the ability to 
create scripts in Python and add libraries of this 
language. The idea of the script's operation is based on 
defining relative to the same geometric objects (e.g. 
planes, circles, edges) the WOT and WOS coordinate 
systems and superimposing them on each other (the 
resulting WO system shown in Fig. 4). The first step of 
the algorithm written in Python is to import from a text 
file the coordinates of the points measured with the 
laser tracker. Using the software described in the 
article [14], the points measured with the laser tracker 
are defined relative to the robot's base coordinate 

system, labeled WB in Fig. 4. Next, the script defines 
planes, circles and intersection edges on the imported 
points. This is a standard feature of Atos Professional 
software based on the determination of geometric 
objects from the indicated points possible in many 
software tools. Once the geometric objects are 
determined, a new WOT coordinate system is defined 
(Fig. 3b) at the center of the circle on the upper plane 
of the workpiece with a direction perpendicular to the 
edges of intersection of the planes. The point cloud 
measured by the 3D scanner is then imported into Atos 
Professional software. In this case, a WOS coordinate 
system is defined (Fig. 2b) on the same geometric 
objects. It should be noted that the point cloud 
measured by the scanner consists of millions of points 
and the individual scans are combined thanks to the  
so-called reference points pasted on the object. The 
next step in the operation of the algorithm is the 
translation of the point cloud with the WOS coordinate 
system into the WOT coordinate system. The coordinate 
system obtained after superimposing the two layouts 
was called WO. Since the WOT coordinate system was 
defined relative to the WB robot base coordinate 
system the same is true for the WO coordinate system. 
The developed script allows to recalculate the position 
of all imported points, and thus objects, relative to any 
coordinate system in this case the WB robot base 
coordinate system. 

The tracker data was then transferred to Atos 
Professional software, where a developed Python 
script combined the point cloud with the data obtained 
from the laser tracker. The result of the script was the 
precise positioning of the point cloud relative to the 
robot's base coordinate system. The next step in the 
script's operation was the automatic determination of 
points located on the edges of the workpiece. 
Dedicated Atos software solutions and elements of the 
Python language allow the point cloud to determine 
points at the intersection of planes and holes, edges, 
etc., with a given density. The obtained data in the 
form of points in the robot's coordinate system were 
automatically transferred to RobotStudio software 
(Fig. 5). 

There, on the basis of the received data, robot paths 
were generated using the additive intended for 
machining, realizing the machining. The existing 
milling cutters were used as machining tools to ensure 
that the desired shape was achieved. 
 

 
 

Fig. 5. Robot paths from the machining program. 
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The machining program was generated 
automatically, the input element was a cylinder with 
the diameter of the scanned part (no machining of the 
side surfaces was needed). The actual position of the 
cylinder on the machining table was determined using 
a laser tracker. The robot realized the programmed path 
with satisfactory results. 
 
 
3. Conclusions 
 

The paper presents the idea and an example of 
operation of a robotic hybrid system using a 3D 
scanner and an absolute laser tracker. The advantage of 
the developed solution is the ability to combine the 
large amount of data acquired from the structured-light 
scanner with the range and accuracy of the laser 
tracker. The disadvantage of the developed solution is 
the cost of the system, since its components are 
relatively expensive. The cost of the laser tracker is 
about 220000 Euro and the 3D structured light scanner 
about 95000 Euro. In the case of the developed 
solution, both of these devices were available for other 
research and it was decided to build a hybrid system. 
The software tools associated with the 3D scanner 
allow to compare the obtained point cloud with CAD 
models, automatically determine the elements of the 
object structure such as planes, holes, edges, etc. 
Solutions developed as a result of previous work allow 
to automatically convert the position of points and 
entire coordinate systems determined with the tracker 
to points in the base frame of an industrial robot. The 
developed system can be widely used in robotics to 
acquire data on the geometry of elements and their 
positions in a robotic system. As for the error that the 
developed hybrid solution generates, it is necessary to 
rely on the paper [13], where, due to the robot's 
accuracy error, the error of the system with a tracker 
was determined as 0.4 mm. If the robot is eliminated 
from the system, the coordinates of the points can be 
determined relative to the WL tracker coordinate 
system (Fig. 4). Such a hybrid system for metrology 
applications consisting only of a tracker and a 3D 
scanner will be much more precise and its error will be 
close to the accuracy of the less precise of the system 
components, the 3D scanner. The study of such a 
system will be the subject of further work. 
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Summary: Blindness is likely to double in the next fifteen years due to ageing. Our prototype for vision substitution has a 
first module denoted as "sensory" which transmits colors to the user through spatialized sounds of musical instruments. As 
color is not always sufficient to identify an object, we added an object recognition module by means of deep connectionist 
models. The originality of our system consists in its local/global modes that the user can select according to her needs. The 
local modes are defined in relation to the center of the image with respect to object recognition, color sonification and distance. 
The global modes are: the enumeration of the objects on the whole image, and the generation of a legend with respect to the 
frontal scene. The validation of our prototype was based on several experiments, the most difficult of which was to determine 
whether a user is able to move and to find several objects. 
 
Keywords: Vision substitution, Sonification, Object recognition, Image captioning. 
 

 
1. Introduction 

 
Blindness is likely to double in the next fifteen 

years due to ageing. On the whole, blind people are 
able to move around with the help of traditional 
mobility aids (i.e. white canes and guide dogs). 
However, the limitations of these tools become 
apparent in many everyday situations, creating a strong 
need to seek help from others. As a result, exploring 
new environments is particularly challenging. 

Retinal implants are intended to restore some of the 
functional vision lost after photoreceptor damage, the 
most common cause of blindness being, for example, 
retinitis pigmentosa and macular degeneration. 
Unfortunately, clinical trials show that these 
neuroprostheses still suffer from very limited 
resolution. As a result, basic visual tasks remain 
difficult or impossible, such as identifying objects and 
navigating unfamiliar environments. 

A total substitution of vision by another sense 
would be impossible to achieve, as the bandwidth of 
touch or hearing would be insufficient. We propose a 
mobility aid prototype that encodes colored pixels with 
spatialized musical instrument sounds to represent and 
emphasize the color and location of visual features in 
the near environment. As color is not always sufficient 
to identify an object, we propose to use deep 
connectionist models to recognize them. 

The proposed system highlights several novel 
aspects. First, its architecture with sensorial and 
recognition modules mimic the visual system by 
providing the user with the essential cues of vision 
(local, and global). In our prototype, the user can select 
local/global modes according to her needs. The local 
modes are defined in relation to the center of the 
image: object recognition; color sonification; distance 
measurement. The global modes are represented by the 
enumeration of the objects on the whole image and the 
generation of the legend of the frontal scene. We are 

currently validating our prototype with several gradual 
experiments, the most difficult of which is to 
determine whether a user is able to move and to find 
objects in a room. 
 
 
2. Related Work 
 

Jiang et al. wanted to represent the visual world in 
an auditory world allowing blind people to know what 
objects are around them and where [1]. They presented 
a system consisting of a camera to capture video whose 
stream is redirected to a server for image recognition 
using the Yolo detection model [2]. 

In [3], the objective was to detect a number of 
specific object classes inside a house. Following the 
improvement of deep convolutional neural networks, 
they tested the RetinaNet network. They obtained a 
mean average precision (mAP) of 84.61 %. 

A transformer-based approach is the Shifted 
WINdow transformer (SWIN) [4]. This method used 
the concept of hierarchical feature maps. This allows 
the reproduction of the comportment of CNNs without 
convolution. The maps are divided into groups of 
patches and the attention of the transformer is 
computed over a group of patches instead of the map 
entirely. This allows a more fine-grained feature 
evaluation and search. SWIN2 achieved 64.2 % mAP 
on the COCO dataset. 

Recently, a novel architecture was proposed for the 
image captioning problem. The GIT (Generative 
Image-to-text Transformer) performs image 
captioning and question answering [5]. It is also based 
on the encoder/decoder paradigm. It is composed of 
only one encoder and one decoder. The encoder is a 
SWIN transformer (see above) and the decoder is a 
simple transformer aiming at decoding and predicting 
the text from the feature maps extracted  
by the encoder. 
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3. Description of the DetObj Prototype 
 

Our prototype consists of an Intel RealSense depth 
camera (D455) providing colored images with depth 
between 0.4 m to 6 m, a laptop and a wireless keypad 
that allows a user to select five different modes: 

1. Color and distance sonification; 
2. Identification of an object in relation to the 

center of the captured image; 
3. Object enumeration (whole image); 
4. Frontal scene captioning; 
5. Distance with respect to the center of the image. 
Fig. 1 depicts a blindfolded person using the 

prototype with the 3D camera attached on ski goggles. 
The wireless touchpad is not visible and a laptop is in 
the backpack. 
 

 
 
Fig. 1. A person using our prototype of vision substitution 

without earphones. 
 

The first mode is based on the sonification of colors 
and distance [6, 7]. In practice, the sonified part of an 
image is a row of 25 pixels in the center of an image 
frame. Only a single row is considered, as encoding 
multiple rows would require the use of 3D 
spatialization, instead of simple 2D spatialization. 
Two-dimensional spatialization is achieved by 
convolving monophonic instrument sounds with filters 
encompassing typical lateral cues, such as interaural 
delay and interaural intensity difference. Distance 
coding is achieved by the duration of the sounds with 
linear coding from 0.1 to 0.3 s, for distance ranging 
from 0.5 m to 6 m. The sonified 25 pixels are converted 
into the HSL color system, with hue (H) represented 
by the timbre of several instruments and saturation (S) 
rendered by pitch. For more details, see [6]. Note that 
brightness was not taken into account in this version of 
the prototype. 

For the second mode we use the Yolo deep network 
[2]. The model slices the image into a grid. For each 
cell of this grid, different detection boxes are predicted 
with a confidence score. The probability of presence of 
each object class within each box is also evaluated to 
determine whether a class falls into a box and thus 
determine the position of the object. If an object is 
identified in the center of an image frame, its name is 
transmitted by voice synthesis, as well as the distance. 
If no object is identified, a distance is simply given. 

With the third mode, the aim is to provide the user 
with a global view of the front scene (photographic 
mode). The basic idea is to divide the captured image 

into four sub-images: top-left; top-right; bottom-left; 
and bottom-right. For each quadrant, Yolo seeks to 
detect objects which are then communicated  
to the user. 

The fourth mode is an alternative to the third. It 
uses a Transformer architecture (GIT) able to generate 
a caption from a picture. Typically, with a few words 
it globally describes the frontal scene. 

The last mode provides the user with the average 
distance to a square of size 3×3 in the center of the 
image. For instance, if the user is 2.4 m from a wall 
then the prototypes says: “Two point four”. 
 
 
4. Experiments 

 
Five blindfolded participants performed several 

experiments of increasing difficulty. The simplest was 
to walk towards a wall and stop in time without impact. 
It was repeated five times with the fifth mode (distance 
mode). Note that for each participant and before each 
trial, the distance was randomly chosen between 2.5 
and 5.5 meters. In addition, before each trial, each 
person was guided by a supervisor who made her or 
him do partial rotations while walking so that their 
sense of orientation was disturbed. Table 1 presents the 
results, with the columns showing for each person the 
average distance to the wall and the average distance 
at which a participant felt they had to stop before 
entering a collision. Overall, there was no collisions 
with the wall. 

 
 

Table 1. Average results of the first experiment consisting  
of walking towards a wall and stopping in time without 
impact (standard deviations are shown in brackets). 
Participants used the prototype with the fifth mode. 

 
Participant Start (m) End (m) 

P1 4.2 (1.5) 0.8 (0.1) 
P2 3.1 (0.7) 0.6 (0.0) 
P3 4.0 (0.5) 0.6 (0.1) 
P4 3.8 (0.8) 0.6 (0.1) 
P5 3.8 (0.7) 0.8 (0.4) 

 
The second experiment was similar to the first, but 

using the first mode (colors and distance mode). With 
each participant, we carried out a very short five-
minute training phase consisting of becoming familiar 
with the variation in the duration of the sounds as a 
function of the distance from the wall. It should be 
noted that our aim was not to train participants in the 
associations between colors and sounds. Overall, in 
this second experiment, impacts with the wall were 
absent; Table 2 illustrates the results. 

In the third experiment, participants stood two 
meters away from a table on which an umbrella, a 
backpack and a notebook were placed. They had to 
move forward and touch the three objects. Participants 
had only to use the second mode (object recognition). 
With this mode, if an object is not identified in the 
central part of an image, the distance is still provided 
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to the user. All the participants performed the 
experiment three times and were successful. Table 3 
depicts the results; from left to right are given in 
seconds the average time to walk and touch the first 
object, then the time to touch the second object, and 
finally the third. The last column represents the 
average time for each participant to complete the 
experiment (which is repeated three times). In 
addition, the last row signifies the average time for all 
the participants. Roughly, it took about a minute to 
identify an object and touch it. 

Table 2. Average results of the second experiment consisting 
of walking towards a wall and stopping in time without 
impact. Participants used the prototype with the first mode. 

 
Participant Start (m) End (m) 

P1 3.9 (0.6) 0.5 (0.1) 

P2 3.8 (1.0) 0.4 (0.1) 

P3 3.7 (0.3) 0.4 (0.1) 

P4 3.7 (0.7) 0.6 (0.1) 

P5 4.5 (0.6) 0.5 (0.1) 

 
Table 3. Average results of the third experiment consisting of moving, identifying three objects and touching them. 

 
Participant First (s) Second (s) Third (s) Avg Time (min.) 

P1 47.7 (15.6) 24.7 (8.7) 96.3 (101.9) 2.8 (1.4) 
P2 92.0 (75.2) 49.7 (31.9) 63.0 (45.9) 3.4 (0.3) 

P3 34.7 (5.0) 
109.7 

(100.3) 
31.0 (28.2) 2.9 (1.2) 

P4 88.0 (53.7) 60.0 (30.8) 75.7 (39.1) 3.7 (1.9) 
P5 66.7 (18.6) 46.3 (33.3) 37.0 (28.8) 2.5 (0.4) 

AVG 65.8 58.1 60.6 3.1 
 
 

The last experiment was the most complicated. We 
allowed the participants to use the touchpad to select 
different modes. The participants were in a room of 
approximately 25 square meters in which they had to 
look for several objects. They had to pay attention to 
the walls and touch two out of three identified objects 
among backpack, laptop and umbrella. Note that other 
objects were present, but were not relevant to this 
experiment and therefore acted as distractors (chairs, 
tables, windows, etc.). Fig. 2 illustrates a person 
looking for two objects in a room. 

 

 
 

Fig. 2. Fourth experiment: a person looking for two objects 
in a room. 

 
Before starting the experiment, we explained to the 

participants a strategy that can be used to search for 
objects. For example, in order to gain a global 
perception of the frontal scene, we advised them to use 
mode three (object enumeration). For simplicity, we 
decided not to use the other alternative mode, i.e. mode 
four (scene captioning). In mode three, the distances 
are not provided. Therefore, we suggested users of the 
prototype to start moving and exploring the room by 
selecting mode two, with the option to switch to  
mode three. 

Modes in which a synthesized voice communicates 
an object and possibly a distance do not allow for a 
smooth exploration of the environment, as the speech 
time is about three seconds in mode two and even 
longer in mode three. Therefore, a user had to move 
the head very slowly. On the contrary, the color and 
distance sonification mode is very reactive and in this 
case, the head can be moved quickly. We suggested 
that participants use this mode, especially when they 
are about 1.5 meters away from an object that has been 
identified. Table 4 presents the results of this 
experiment that was repeated three times for each 
participant. The columns show for each person the 
average time to grasp an object in seconds and the last 
column depicts the average time required to complete 
the experiment in minutes. 

 
 

Table 4. Results of the fourth experiment. Participants 
moved around a room to find and grab two objects. For each 
participant it was repeated three times, with columns 
indicating the average time to grasp an object. The last 
column depicts the average time of the experiment. 

 

Participant First (s) Second (s) 
Avg Time 

(min.) 
P1 67.3 (10.3) 254.3 (105.5) 5.4 (1.7) 
P2 122.3 (55.8) 373.0 (174.7) 8.2 (2.3) 
P3 168.3 (146.5) 175.0 (95.5) 5.7 (2.0) 
P4 173.0 (197.3) 97.3 (16.2) 4.5 (3.5) 
P5 87.0 (19.1) 94.3 (55.9) 3.0 (1.2) 

AVG 123.6 198.8 5.4 

 
Overall, this experiment was successful with an 

average time of 5.4 minutes. It was interesting to note 
that the participants quickly felt the need to have a 
global perception with the use of the third functionality 
of the prototype. Thus, participants often switched 
from a global mode of perception to a local mode 
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(central identification of an object). Occasionally, 
some of them used color sonification, especially when 
an object was very close and no longer identified. 
 
 
5. Conclusions 
 

We proposed a prototype for visual substitution 
encompassing local and global functionalities. We 
were able to carry out several experiments of 
increasing difficulty. The basic scientific question was 
whether it is possible to identify objects and to direct 
oneself to pick them up. Thanks to the experiments 
carried out by five people, the answer to this question 
is positive. New questions then arose, such as whether 
better object recognition accuracy could speed up the 
completion times. Finally, it is questionable whether 
the search for objects could be made faster by taking 
longer sessions of learning. In particular, users of the 
prototype could take advantage of the color 
sonification mode, which is very responsive and useful 
for determining the location of objects relative to the 
background. The accomplished experiments are very 
promising and encourage us to continue with more 
complex experiments in which the perception of the 
close environment is crucial. 
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Summary: The present investigation used the mean value for the extraction of characteristic ranges in order to contribute to 
the classification of faults in rotating machines by applying the Cepstrum coefficients. The classification of faults in rotating 
machines will allow, in the near future, to be used as a decisive tool in the preventive maintenance of machines. The 
methodology used is of the descriptive and correlational type, the method is deductive and the technique is experimental. The 
process carried out for the execution of this research requires two stages. The first stage is to obtain samples which are made 
from the induction of faults in a vibration bank. The second stage is the elaboration of an algorithm in Matlab for the extraction 
of ranges from the mean value. The determination of ranges from the mean value allowed to establish that failures due to 
unbalance represent 88 % efficiency in the extraction of ranges and failures due to misalignment represent 33.33 %. 
 
Keywords: Cepstrum coefficients, Fault detection, Mechanical vibrations, Rotary machines, Testing bench. 
 

 
1. Introduction 

 
Rotating machines during their useful life present 

different states of operation determined by the bathtub 
curve, which are; adaptation stage, functioning stage 
and aging stage [1]. The industry's interest in making 
the machine remain in the operating stage encouraged 
it to create different maintenance plans, among the 
most prominent; pre-fault, corrective and failure. The 
study of the causes by which a machine can fail is 
preponderant for the industry; According to Ogun and 
Jackson [2], it is of great importance in order to study 
them, through control and monitoring of vibrations [3]. 

Different investigations focused on the knowledge 
and detection of the causes of common failures in 
rotating machines allowed to find that these generally 
are; unbalance, misalignment, mechanical play, shaft 
bending and wear, according to [4-6]. 

For this reason, in this investigation two important 
failures in rotating machines are studied based on the 
pre-fault maintenance plan, angular misalignment and 
unbalance, looking for identifiers of these two states or 
operating conditions, using the cepstrum transform 
applied to vibration records, mechanics obtained by 
sensing on a test bench [7-9]. 

 
 

2. Methodology 
 

In this investigation, a vibration bench was used 
(Fig. 1), to simulate unbalance and misalignment faults 
in rotating machines. The vibration bench consists of a 
3340 RPM and ½ HP Weg Motor, a flexible coupling, 
two sliding supports for the angular misalignment test, 
and two flywheels for the unbalance test [10-13]. 

For the acquisition of the data of the unbalance and 
misalignment faults, the Labview program, a National 
Instruments data acquisition card and a Dytran brand 
piezoelectric sensor were obtained [14-16]. 
 

 
 

Fig. 1. Vibration test bench. 
 

For the acquisition of the data of the unbalance and 
misalignment faults, the Labview program, a National 
Instruments data acquisition card and a Dytran brand 
piezoelectric sensor were obtained [14-16]. 

The proposed methodology for the extraction of 
characteristic ranges from the mean value is described 
in the different sections of Fig. 2, where the type of 
investigation, the method used and the technique 
necessary for the development of the investigation are 
explained [17, 18]. 

In the Fig. 3 shows the Fourier spectrum for a 
misalignment test with an elevation located at 
approximately 120 Hz, corresponding to the second 
harmonic of the fundamental. Additionally, in the  
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Fig. 4 shows the spectrum envelope (Fig. 3) obtained 
from the Ceptrum coefficients. 

 

 
 

Fig. 2. Methodology applied in research. 
 

 
 

Fig. 3. Fourier spectrum. 
 

 
 

Fig. 4. Spectrum envelope from Ceptrum coefficients. 
 
 
3. Results 
 

The ranges obtained in this research allow a broad 
study of the classification based on the mean value, 
since it presents an efficiency of 88 % in the estimation 
of ranges for the variables of the unbalanced group 
with respect to the GCAB reference group. Regarding 
the variables of the misaligned group, it only represents 
33.33 % effectiveness compared to the GCAB 
reference group, because it only allows estimating 
ranges for the variable of 1.5 degrees. For the variables 
of 0.5 and 1.0 degrees, an estimation of the range 
extraction cannot be made because there is a conflict 

between these variables. To solve the existing problem 
between the variables of 0.5 and 1.0 degrees of the 
misalignment group, a review of the cepstrum 
coefficients could be carried out in order to establish a 
relationship between variables corresponding to the 
failure groups, in order to determine a coefficient in 
which the variables can be differentiated from each 
other, especially the conflicting variables of the 
misaligned group. 

Regarding the imbalance, in the Fig. 5 shows the 
maximum peak at 60 Hz, detecting an increase in the 
fundamental component in which the machine 
operating at 3600 RPM is oscillating, obtaining for all 
the tests an important excitation, corresponding to the 
spectrum envelope. 
 

 
 

Fig. 5. Fourier spectrum. 
 
 
4. Discussion 
 

The samples obtained from the acquisition system 
should have been studied by means of algorithms in 
Matlab, in order to extract the largest number of 
samples corresponding to the same variable; that are 
grouped in a specific range with respect to frequency 
amplitude. 

The visual method applied to the Cepstrum 
transform allowed to establish that the real and 
complex Cepstrum transforms, in the spectra of the 
Cuefrencia and of the envelope; they did not allow the 
determination of defined Cepstrum coefficients and 
differences for unbalance and misalignment failures in 
rotating machines. The real Cepstrum transform on the 
Mel scale allowed to find defined Cepstrum 
coefficients and differences in the failures studied in 
rotating machines by means of the visual method. 

Coefficients on the Mel scale for failures in rotating 
machines can be found up to the fourth Cepstrum 
coefficient. The Euclidean distance allowed finding 
differences between the Cepstrum coefficients on the 
Mel scale according to the coefficient studied for 
unbalance and misalignment failures in rotating 
machines. 

The characteristics of the Cepstrum coefficients on 
the Mel scale were determined through statistical 
analysis taking into account the variables of mean 
value, standard deviation, coefficient of variation, root 
mean square, kurtosis, asymmetry, and shape factor. 
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The statistical variables of mean value and root 
mean square allow finding differences according to the 
Cepstrum coefficient studied for each one of the 
unbalance and misalignment failures in rotating 
machines. 

The coefficient of variation allowed us to 
determine that the variables studied for unbalance and 
misalignment failures do not have a very high standard 
deviation. 

The shape factor made it possible to establish that 
all the variables studied for unbalance and 
misalignment failures according to the Cepstrum 
coefficient generally have a defined shape that is the 
same for all samples of the same variable. 
 
 
5. Conclusions 
 

The extraction of characteristic ranges from 
cepstrum coefficients by means of the average value 
allows to establish ranges for unbalance and 
misalignment, which could help in the precise 
classification of failures in rotating machines. The 
percentage of error found for the analyzed variables 
allows validating the method based on the 
determination of ranges from the total mean value. 
Finally, the similarity of some variables for the ranges 
determined by average value made their classification 
difficult, so it is necessary to find other coefficients in 
order to differentiate variables with similar ranges. 
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Summary: Reliability of message transmission is very important to the operation of telecommunications and radar systems. 
This is due to an increase in the amount of interference and an increase in the requirements for the quality of signal 
reproduction. In modern conditions, the development of techniques to avoid or reduce interference comes to the fore. The 
article considers a paradoxical method of signal extraction. It uses noise to stand out the signal. This method is the effect of 
stochastic resonance. A sequence of video pulses with a passive pause is considered. The possibility of standing out of these 
signals is shown using the effect of the stochastic resonance. Standing out of radio signals using linear frequency modulated 
and phase-code-manipulated signals, often used in the location, is also considered. The noise dispersion value after processing 
by the considered method is obtained. In addition, the possibility of amplifying the signal using the effect of the stochastic 
resonance is shown. A comparison is made between the nonlinear filtering of the pulse signals based on the stochastic 
resonance effect and the linear filtering. The numerical calculation showed a higher value of the output signal-to-noise ratio in 
the case of non-linear filtering. 
 
Keywords: Stochastic resonance, Signal-to-noise ratio, Signal standing out, Noise dispersion. 
 

 
1. Introduction 

 
In a number of applications of radio engineering 

and radar, it is necessary to solve the problem of 
detecting signals in a complex interference 
environment. Receiving radio signals in the presence 
of interference creates one of the most difficult 
problems of signal reception – ensuring the noise 
immunity. This is due to an increase in the amount of 
interference and an increase in the requirements for the 
quality of signal reproduction. Therefore, increasing 
the noise immunity of radio receivers seems to be one 
of the promising and practically possible methods for 
increasing the range of telecommunication and other 
radio engineering systems. Optimal filters and 
correction codes are created for the noise suppression. 
Signal detection is held by the accumulation usage. 
Signal receiving issues are considered based on the 
theory of statistical solutions. Systems based on 
discrete and digital signals are increasingly used [1-3]. 

A discovery made in the 1980s provides a new 
method for solving this problem. This discovery is the 
phenomenon of stochastic resonance (SR). It enables 
to highlight weak signals against the background of 
powerful noise [4-9]. 

In this case, the output parameters of a nonlinear 
system, such as gain and signal-to-noise ratio (SNR), 
have a clearly defined maximum under certain 
conditions. 

The concept of SR was introduced by physicists 
who investigated the occurrence of ice ages. For the 
first time this phenomenon was observed by Kramer 
during his investigation of the Brownian motion  
of a particle. 

Currently, this phenomenon is known as 
fundamental and it takes place in various sciences: 
biology, physics, chemistry, medicine, sociology, etc. 

SR is described by the equation [7]: 
 

 3/ ( ) ( ) ( ) ( ),dy dt y t y t x t n t= − + +   
 

where x(t) is an input sinusoidal signal; n(t) is an input 
white Gaussian noise; y(t) is an output signal of the 
non-linear system with SR effect. 

For an SR system driven by a sinusoidal signal and 
white Gaussian noise, the output signal-to-noise ratio 
(SNR) have maximum at the defined input noise. 

Stochastic resonator is a nonlinear system  
with SR effect. 

 
 

2. Rectangular Pulse Standing out  
    Applying SR 
 

The rectangular pulse signal model is widely used 
in information and coding theory [10]. All modern 
telecommunication systems are currently moving from 
analog signals and the corresponding methods for their 
processing to digital signals, which requires the 
development of appropriate theoretical methods  
and models. 

Consider a sequence of video pulses with a passive 
pause (Fig. 1, green line). Signal-noise mixture is 
illustrated by the black line. The input noise  
dispersion is 1 p.u. 

The result of the numerical solution of the SR 
equation illustrates the efficient standing out of 
impulse signals from a mixture with high intensity 
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noise (Fig. 1, red line). The output noise dispersion is 
0.05 p.u. A significant decrease in the noise level at the 
output of the stochastic resonator can be noted even 
visually. 

 

 
 

Fig. 1. A rectangular pulse signal standing  
out from an additive mixture of signal and Gaussian noise. 

 
But in this case, there is no signal amplification. 
A comparison is made between the nonlinear 

filtering of the rectangular pulse signal based on the SR 
effect and the linear filtering. Comparison with 
Butterworth filter is made on the basis of rectangular 
coefficient. 
The rectangularity coefficient rk  is defined as the 

duration ( )TΔ  at a given level γ  to duration 0.7( )TΔ  

at 0.707 level of the maximum value ratio 
 

 0.7/rk T Tγ= Δ Δ   
 

Usually, the conditional value of γ  is equal to one 

of the certain values: 0.1; 0.01; 0.001. Obviously, for 
an ideal rectangular momentum 1.rk =  For our 

calculation 0.1γ =  is used. 

Numerical calculations have shown that the quality 
of standing out, characterized by the rectangular 
coefficient, in the case of the nonlinear filter is higher 
than that of the Butterworth filter. 
 
 
3. Radio Signals Standing out Applying SR 
 

The use of complex signals in radar provides high 
resolution in terms of range and speed and can 
significantly increase the information content of radio 
systems. Linear frequency modulated (LFM) and 
phase-code-manipulated (FCM) signals are the most 
commonly used, as they are the easiest to generate and 
process and provide the required quality parameters  
of radars. 

The main advantages of those radio signals are the 
long-distance detection and high probability of 
detection, reliability of detection of complex targets, 
and suppression of the narrowband interference. 

A feature of LFM is the change in time of the 
instantaneous frequency according to a linear law [11]: 

 
 

0( ) ,t tω ω β= +   

 
where 0ω  is the carrier frequency; β  is the coefficient 

of dimension rad/s2, equal to the rate of change of the 
instantaneous frequency. 

The frequency deviation over a time equal to the 
duration of the pulse iτ  is equal to .iω βτΔ =  

The LFM use is possible only under this condition: 
 

 1
2

i
im f

ωττ
π

Δ
= Δ = >>   

 
The coefficient m  is called the modulation 

parameter of the LFM. 
When 1,m >>  the value of the modulation 

parameter is almost equal to the value of the  
signal base. 

The full phase of the signal has the form 
 

 
2
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The LFM radio pulse is described by the following 

mathematical model: 
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In Fig. 2, an example of LFM extraction using SR 

effect is given. We observe signal amplification and 
noise dispersion reduction at the output. Input signal is 
shown by the green line, signal-noise mixture is 
illustrated by the black line, and output signal – by the 
red line. The input noise dispersion is 1 p.u., the output 
noise dispersion is 0.4 p.u. The result illustrates the 
efficient extraction of LFM from a mixture with high 
intensity noise. In this case, the signal is amplified, 
therefore, the power gain is greater than 1. 
 

 
 

Fig. 2. LFM signal standing out from an additive mixture  
of signal and Gaussian noise. 
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FCM differ from conventional radio pulses in that 
the initial phase of their high-frequency filling changes 
at certain times by a certain amount. When emitting 
such signals, an increase in the noise immunity of 
reception and secrecy is provided [12]. 

The mathematical model of FCM is the following: 
 

 
0sin(2 ),  ( 1)

( ) ,
0,  t 0 и 

iA f t i t i
s t

t i

π φ+ − Δ < < Δ
=  < > Δ

  

 
where 1,..., ;i N=  /T NΔ =  is the time interval into 
which the radio pulse of duration T is divided, the 
number of intervals is ;N  iφ  the phase change law. 

Ordinary, signals with the Barker code are used as 
modulating signals, since in their autocorrelation 
functions the smallest level of side lobes is 
implemented, what provides noise immunity for 
communication, radar, and so on. 

Barker code is known only for. 
2,  3,  4,  5,  7,  11,  13.N =  Barker signals with an odd 

value N  are the only signals which are used in radar. 
The main properties of autocorrelation function 

(ACF) of Barker signals are: 
− The maximum level of the side lobes modulo 

does not exceed 1
N  of the maximum value of the 

central lobe. 
− The width of all ACF petals is the same and is 

equal to .Δ  
− The ACF complex envelope is not negative at 

5,  13.N =  And it is not positive at N 3, 7, 11,=  
beside the interval .τ−Δ < < Δ  

− The number of lateral lobes on each side of the 
central lobe is ( 1) / 2.N −  So the total number of  

petals is .N  
− The height of the main lobe of the ACF complex 

envelope of the Barker signal is 2 ,А NΔ  the amplitude 

of the side lobes is equal to 2 .А Δ  
− The width of the main lobe is N times less than 

the duration of the Barker signal at 0.5 of the maximum 
ACF value. 

Barker Code of length 13 has the form: +1, +1, +1, 
+1, +1, − 1, − 1, +1, +1, − 1, +1, − 1, +1. 

We apply the effect of SR to Barker Code of length 
13 (Fig. 3). Input signal is shown by the green line, 
signal-noise mixture is illustrated by the black line, and 
output signal – by the red line; the input noise 
dispersion is 1 p.u.; the output noise dispersion  
is 0.4 p.u. 

The result illustrates the effective standing out of 
FCM from a mixture with high intensity noise. In this 
case, the signal is amplified, hence the power gain is 
greater than 1. 

A comparison is made of the nonlinear filtering of 
radio signals based on the SR effect and the linear 
filtering. A matched filter is considered as a  
linear filter. 

Matched filter generates an output to maximize the 
output peak power ratio to mean noise power within its 

frequency response. It is the optimal linear filter used 
to increase the SNR in the existence of additive 
stochastic noise. 

 

 
 

Fig. 3. FCM signal standing out from an additive mixture  
of signal and Gaussian noise. 

 
These types of filters are generally used in radar, 

where a known signal is transmitted out and the 
reflected signal can be compared with the  
transmitted signal. 

The output SNR of the matched filter is determined 
 

 0 02 ( ) / ,SSNR E t W=   
 

where 0( )SE t  is the signal energy at the time 0;t  0W  

is spectral density of noise power. 
The output SNR is determined for each filter. 

Calculations have shown that the output SNR of the 
nonlinear filter based on the SR effect is also higher 
than that of the matched filter with different  
input SNRs. 

Comparison of the results of processing the LFM 
signal using a stochastic resonator and a matched filter 
showed that the stochastic resonator provides better 
signal standing out (Fig. 4). Parameters of the LFM 
signal in relative units are: 0.13,f =  4,β =  10.iτ =  
 

 
 

Fig. 4. Output SNR of the LFM stochastic resonator (red 
line) and output SNR of the matched filter (black line)  

on the input noise dispersion. 
 
The SNR curve at the output of the stochastic 

resonator on the dispersion of the input noise has a 
local maximum with noise dispersion 0.35.D =  

Comparison of the results of processing the FCM 
signal using a stochastic resonator and a matched filter 
showed that the stochastic resonator provides better 
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signal standing out (Fig. 5). Parameters of the FCM 
signal in relative units are 1,f =  13,N =  65.iτ =  
 

 
 

Fig. 5. Output SNR of the FCM stochastic resonator (red 
line) and output SNR of the matched filter (black line)  

on the input noise dispersion. 
 
In this case the output SNR curve at the of the 

stochastic resonator on the dispersion of the input noise 
has a local maximum with noise dispersion 0.5.D =  
 
 
4. Conclusions 
 

This paper discusses the application of the SR 
effect to pulse signals. Signals are considered against 
the background of noise. 

The numerical analysis of the rectangular pulse 
signal shows that the output noise dispersion is  
0.05 p.u., when the input noise dispersion is 1 p.u. 

The numerical analysis of the LFM shows that the 
output noise dispersion is 0.4 p.u., when the input noise 
dispersion is 1 p.u. and power gain is greater. 

Thus, the article shows that the SR effect can 
significantly reduce the noise level in the case of 
 pulse signals. 
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Summary: Unlike the existing moment functions which were defined in a traditional style, new moment functions with respect 
to the orthogonal polynomials’ degree are defined, and it is shown how to reconstruct an image from its transformed continuous 
function. This technique is applied to the orthogonal Legendre, Chebyshev (of the first kind), and Hermite polynomials. The 
idea is about considering the order of polynomials as the independent variable to play a role in the signal or image functions 
during the summation operation. Switching the polynomial’s order with their corresponding independent variable will give us 
a new moment transformation by having the same polynomials as moment kernels. A unique reconstruction of a signal or an 
image is given using integration over the specific polynomial’s interval. A series of experiments are performed to validate the 
performance of the new moment function with respect to the signal/image reconstruction scheme. 
 
Keywords: Orthogonal polynomials, Moment functions, Legendre moments, Chebyshev moments, Hermite moments, Signal 
reconstruction. 
 

 
1. Introduction 

 
More than sixty years ago, Hu [1] introduced 

geometric and complex moments (GMs and CMs) as 
image descriptors for visual pattern recognition by the 
theory of moment invariants. He proposed seven 
moments that can be used to characterize the shape of 
an object in an image. Since Teague [2] introduced the 
concept of orthogonal moments and proposed Zernike 
moments and Legendre moments, many new 
achievements in the field of moment functions have 
been presented. Examples of applications of Legendre 
moments include 3D image recognition [3], medical 
image compression [4], and object classification [5]. 
The basis of the image moments could be divided into 
two parts: non-orthogonal and orthogonal moments. 
GMs and CMs are examples of non-orthogonal 
moments while Zernike, Chebyshev, Hermite, Katcho 
and Meixner moments can be considered as orthogonal 
moments. Apart from this classification, we can divide 
the moment functions in terms of their continuity or 
discontinuity (discrete nature). There are continuous 
moments such as Zernike [6],  
pseudo-Zernike [7], Chebyshev [8], and Legendre [2] 
while Tchebichef [9, 10], Krawtchouk [11-13], and 
Racah moments [14] are examples of the  
discrete moments. 

In this paper, we propose some new moment 
functions based on continuous orthogonal polynomials 
and focus on their orders (polynomial degree) instead 
of the independent variable. It shows us after more than 
six decades, the same proposed moment functions by 
Hu and Teague could be used from a different point of 
view. The experimental results confirm the 
reconstruction ability of these proposed continuous 
moments functions using integration instead  
of summation. 

The rest of the paper is organised as follows. 
Section 2 presents the new form of three continuous 
moment functions (Legendre, Chebyshev of the first 
kind, and Hermite) unlike their ordinary 
transformation. Two sets of experiments (1D and 2D 
signal analysis) perform in Section 3 to validate the 
reconstruction ability of the new moment functions 
based on the theoretical framework proposed in the 
previous section. Concluding marks and future works 
are discussed in Section 4. 
 
 
2. Continuous Moments 

 
Many continuous moments such as Legendre, 

Hermite, Laguerre, Zernike, and Chebyshev (of the 
first and the second kinds) need to be mapped into 
image pixel values regions. For example, the region of 
the definition of the Legendre polynomials (LPs) is the 
interior of [−1,1], therefore, a square image with the 
size of ×  should be mapped to this region. In this 
paper, we focus on this problem (digitalization) by 
revisiting the continuous moments from another 
perspective. 

 
 

2.1. New Legendre Polynomials (LPs) 
 

The explicit expression of the ordinary LPs in 
terms of simple monomials is given by 

 

 ( ) = 2 ∑   (1) 

 
The graphs of the first five LPs are shown in Fig. 1 

(left-hand side). This figure illustrates the variation of 
the LPs with respect to the continuous variable,  for 
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different values of discrete order, . If we plot the same 
LPs with respect to the discrete variable,  for different 
selected values of the continuous variable, ∈ [−1,1], 
the graphs can be found in Fig. 1 (right-hand side). 
From Fig. 1, it can be seen that the amplitude of the 
LPs always changes between −1 and 1. 

 
2.2. New Legendre Moments (LMs) 
 

The ordinary 1D LMs can be defined as: 
 

 	= 	 ( ) ( ) , (2) 

 
where ( ) is the LPs of the order  and ( ) is the 
1D signal with a length of . It is possible to recover 

the approximated version of the original signal from its 
LMs, , by using the following summation: 

 

 ( ) = ∑ ( ) , (3) 

 
By revisiting Eqs. (2) and (3) and changing the 

independent variables from  to , we define a new 
Legendre moment function as follows: 
 

 ( ) = ∑ ( ) ( )	 , (4) 

 

 ( ) = ( ) ( )   (5) 

 

 
 

  
 

Fig. 1. The plots of the LPs with respect to the: (Left) continuous variable,  for different values of discrete order,  	 = 	0, 1,2,3 and 4. (Right) discrete variable,  for selected values of the continuous variable, 	 = 	0, 0.25, 0.5,	0.75, and 0.9. 

 
 

This new definition of the moment function and its 
reconstructed version (inverse transform) use the order 
of the LPs as a discrete variable to generate a 
continuous moment function as ( ). The 
transformed variable,  can be varied from −1 to 1. By 
using this new moment, no need to map the image 
pixels to a small area of ( , ) ∈ [−1,1] × [−1,1]. In 
other words, the approximation error rising from this 
mapping could be neglected. Eq. (4) can be extended 
in 2D form by having 2D summations and 2D 
integrations with discrete values of ( , ) and 
continuous transformed values of ( , ). 

 
 

2.3. New Chebyshev Polynomials (CPs) 
 

The trigonometric definition of the ordinary CPs of 
the first kind is given by 

 
 ( ) 	= 	 cos( cos );	| | ≤ 1 (6) 

 
The graphs of the first five CPs of the first kind are 

shown in Fig. 2 (left-hand side). This figure illustrates 
the variation of the CPs with respect to the continuous 
variable,  for different values of discrete order, . If 
we plot the same CPs with respect to the discrete 

variable,  for different selected values of the 
continuous variable, ∈ [−1,1], the graphs can be 
found in Fig. 2 (right-hand side). 

 
 

2.4. New Chebyshev Moments (CMs) 
 
Similar to the LMs, we can define the 1D CMs of 

the first kind as follows: 
 

 ( ) = (0) + ∑ ( ) ( )	 	 , (7) 

 

 ( ) = ( ) ( ) , (8) 

 
where ( ) is the CPs of the order  and ( ) is the 
1D signal with a length of . The integration process 
for signal reconstruction in (8) is identical to the 
proposed LMs in terms of the integration ranges (from −1 to 1). The above equations support the definition 
of the new CMs to avoid image mapping to the small 
area of ( , ) ∈ [−1,1] × [−1,1]. Note that the 
summation in Eq. (7) does not start from 0 and the first 
term of the signal should appear in the form of 1 2⁄ 	 (0). 
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Fig. 2. The plots of the CPs with respect to the: (Left) continuous variable,  for different values of discrete order,  	 = 	0, 1,2,3 and 4. (Right) discrete variable,  for selected values of the continuous variable,  	 = 	0, 0.25, 0.5, 0.75, and 0.9. 
 

 

2.5. New Hermite Polynomials (HPs) 
 

The Hermite polynomials of degree  are given by 
Rodrigue’s formula as: 

 

 ( ) 	= 	 (−1)   (9) 
 
Unlike the LPs and CPs whose orthogonality 

ranges are between −1 and 1, the HPs' orthogonality 
can be defined in a wide range of (−∞,+∞). 

The graphs of the first five HPs are shown in Fig. 3 
(left-hand side). This figure illustrates the variation of 
the HPs with respect to the continuous variable,  for 
different values of discrete order, , while the right-
hand side of this figure represents the plots of the same 

HPs with respect to the discrete variable,  for 
different selected values of the continuous variable, ∈ [−1,1]. Note that the values of  could be varied 
by all real numbers but we only used the same values 
of  as the LPs and CPs.

 
 

  
 

Fig. 3. The plots of the HPs with respect to the: (Left) continuous variable,  for different values of discrete order,  	 = 	0, 1,2,3 and 4. (Right) discrete variable,  for selected values of the continuous variable,  	 = 	0, 0.25, 0.5, 0.75, and 0.9. 
 
 

2.6. New Hermite Moments (HMs) 
 

Equations (10) and (11) define the new Hermite 
transformation for a 1D signal, ( ). As can be seen 
from (11), the integration limit is the whole range of 
the real numbers. Moreover, the exponential term, 

, plays a role as a weighting function to make sure 
that the recovered signal is reconstructed precisely. 

 
 ( ) 	= 	∑ ( ) ( )	 , (10) 

 

 ( ) 	= 	 !√ ( ) ( )   (11) 

 
In the case of the HMs, the image mapping issue 

might not be crucial, but mapping an image with the 
exact size of ×  is not easy to be compatible in any 
range of integer numbers. Therefore, the proposed 
HMs would help us to transform any 1D signal/2D 
image into a continuous form of moment functions. 

3. Experimental Results 
 

We executed three sets of experiments to validate 
the performance of the proposed moment functions in 
terms of their reconstruction abilities. The first 
experiment focused on a random 1D discrete signal 
with a length of 50 and a maximum amplitude of 100 
which is shown in Fig. 4(a). Fig. 4(b) illustrates the 
new LMs function of the 1D signal. If we use the full 
integration ranges in (4) from −1 to 1, the 
reconstructed signal is perfect with no error and the 
original signal could be recovered. Fig. 4(c) and (d) 
show the proposed CMs and HMs functions of the 
same 1D signal, respectively. As can be seen from  
Fig. 4(d), the amplitude of the HM function is higher 
than the LMs and CMs since they perform in a wider 
range and not only in the unit square. For all proposed 
continuous moments, if we use full integration limits 
to recover the original signal, the reconstruction error 
would be zero (perfect reconstruction). Unlike the 
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ordinary moment theory, the moments are not numbers 
and they can be considered as a continuous function 
( ( ), ( ) and ( )). 

The second experiment proves the ability of the 
proposed moment functions for 2D discrete signals as 
images. Fig. 5(a) shows a binary image of size  

9 × 9 and Fig. 5(b) illustrates its LMs function plot in 
the 3D format in terms of ( , ). Fig. 5(c) and (d) 
illustrate the same 3D plots for CMs and HMs with 
respect to values  and . 

 
 

  
                                                            (a)                                                                                 (b) 

 

  
                                                                (c)                                                                                 (d) 

 
Fig. 4. (a) 1D Random test signal, (b) plot of the new LMs function, (c) plot of the new CMs function, and (d) plot  

of the new HMs function. 
 
 

The third experiment is about reconstructing the 
binary image from its LM, CM, and HM functions 
using integration. As we mentioned earlier, if the 
integration limits are complete (it means [−1,1] for 
LMs and CMs and (−∞,+∞) for HMs), the 
reconstruction error would be zero. Fig. 6 shows the 
image reconstruction for the binary image with 
incomplete integration limits. The incomplete 
reconstructions can be seen in Fig. 6. The first row of 
this figure is about the LMs reconstruction. The 
integration limits taken in this experiment are [−0.99,0.99] and [−0.96,0.96], respectively [see 
Figs. 6 (a) and (b)]. The second row shows the 
reconstruction of the same binary image from its CMs 
functions. For this experiment, we used the same 
integration limits as [−0.96,0.96] shown in Fig. 6(c) 
and [−0.99,0.99] demonstrated in Fig. 6(d). Finally, 
the last row represents the image reconstruction results 
of the binary image from its HMs functions. Fig. 6(e) 
is generated based on the 2D version of (11) with 
integration limits of [−0.96,0.96], while Fig. 6(f) 
shows the reconstructed image with integration limits 
of [−0.99,0.99]. As a simple comparison between 
these proposed continuous moment functions, we 

measured the reconstruction accuracy by the 
normalized mean square reconstruction error 
(NMSRE) defined as [15] 

 

 = ∑ ∑ ( , ) ( , )	 		 	 ∑ ∑ ( , )	 	 , (12) 

 
where ( , ) represents the original image and ( , ) is its reconstructed version. The comparison of 
the reconstruction errors is presented in Table 1. It can 
be seen that the NMSRE for the proposed CMs is much 
better than the proposed HMs and LMs for the same 
integration limits. 
 
 
4. Conclusions 
 

This paper concentrated on a new style of 
orthogonal moments by considering the polynomial 
degree as the independent variable of moment 
functions. Examples of three polynomials (LPs, CPs, 
and HPs) are applied for their moment function 
definition. Three experiments using 1D signals and 
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images as 2D signals have been performed to validate 
the theoretical framework of the proposed method in 
terms of signal/image reconstruction. This work could 
be extended and generalized for any type of continuous 

orthogonal polynomials and will use the disadvantage 
of the image mapping into a unit square/circle which is 
time consumable and imprecise. 
 

 
 

 
 

Fig. 5. (a) Binary image, (b) 3D plot of the new LMs function, (c) 3D plot of the new CMs function, and (d) 3D plot  
of the new HMs function. 

 
 

 
 

Fig. 6. Reconstructed images from different moment functions: (a) LMs with integration limit [−0.99, 0.99], (b) LMs  
with integration limit	[−0.96, 0.96], (c) CMs with integration limit [−0.96, 0.96], (d) CMs with integration limit [−0.99, 0.99], (e) HMs with integration limit [−0.96, 0.96], and (f) HMs with integration limit [−0.99, 0.99]. 
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Table 1. Reconstruction error for different  
moment functions. 

 

Moment 
Functions 

Integration Limits [−0.96, 0.96] [−0.99, 0.99] 
LMs 0.9607 0.9233
CMs .  .  

HMs 0.8604 0.8011
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Summary: Signals from surface electromyography (sEMG) play a vital role in action detection. The detection of fundamental 
hand motions from sEMG signals is presented in this work using an effective and efficient pattern recognition method. Raw 
EMG data is subjected to wavelet analysis in order to extract wavelet coefficients. Following that, the feature space is 
constructed by extracting reflection coefficients during the feature extraction stage. The technique is validated using a publicly 
accessible dataset, and K-nearest neighbor (KNN) is utilized to categorize six fundamental hand movements. Our experiment 
indicates that this approach achieved highly satisfactory performance and can be used in analyzing sEMG signals. 

 
Keywords: Surface electromyogram, Wavelet coefficients, Reflection coefficients, Autoregressive model parameter. 
 

 
1. Introduction 
 

Electromyography (EMG) refers to the collective 
electric signal from muscles controlled by the nervous 
system and produced during muscle contraction. The 
EMG signal has a variety of clinical and biomedical 
applications. For example, it is used as a diagnostics 
tool for identifying neuromuscular diseases to detect 
Parkinson’s disease and motor unit disorders [1, 2]. 
Many prosthetic devices such as prosthetic hands or 
arms can be controlled by EMG signals [3, 4]. In 
comparison to brain signal-controlled prosthetic arm, 
the myoelectric pros- thetic arm is more convenient, 
which uses the EMG signals from the patient’s 
available organ and controls the movement of the 
prosthetic arm [5]. 

For the identification of neuromuscular tasks from 
sEMG signals, different approaches have been 
suggested. In [6], the sEMG signal is first decomposed 
using the empirical mode decomposition (EMD), and 
then time-domain features such as zero crossing, 
waveform length, Willison amplitude, and integrated 
EMG are extracted from the EMD decomposed 
Signals for different hand movement classification 
with the help of the linear discriminant analysis. 
Frequency domain analysis is also performed to 
classify sEMG signal [8-10]. For example, in [10], 
spectral collaborative representation is utilized for 
hand gesture recognition. Considering the complex 
nature of the sEMG signal, various decomposition 
techniques are also employed on sEMG data prior 
to feature extraction. Kakoty et al. [11] utilizes 
wavelet decomposition on the entire frame and linear 

kernel support vector machine (SVM) classifier to 
differentiate six wrist motions. In [12], along with 
wavelet decomposition, fractal analysis is used to 
classify hand movements. Deep learning and neural 
network are also trending in analyzing EMG signal 
[13, 14]. In general, it is observed that due to noise-like 
characteristics of sEMG signals, satisfactory 
classification performance cannot be achieved for 
similar types of neuromuscular actions. In order to 
overcome this problem, in many cases, a very high 
feature dimension is used. An efficient scheme of 
extracting features from decomposed sub-frame of 
sEMG signal, which offers very satisfactory 
classification performance with low feature 
dimension, is still in great demand. 

In this paper, a Wavelet domain autoregressive 
(AR) modeling of sEMG signal is introduced to 
classify various types of hand movements. We propose 
using AR reflection coefficients as features that offer 
significantly discriminative features with a very low 
feature dimension. In the wavelet domain, both 
approximate and detail coefficients are utilized. 
Moreover, features obtained from two different 
channels are also con- catenated to obtain better 
classification performance. For the purpose of 
classification, the K nearest neighbor classifier is used, 
and the performance of the proposed scheme is tested 
extensively on a standard sEMG dataset. The structure 
of the paper is as follows: Section 2 describes the 
proposed method, which is divided into three 
subsections, Section 3 provides experimental results 
and analysis, and finally, conclusions are provided  
in Section 4. 
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2. Proposed Method 
 

The proposed method consists of four steps:  
Pre-processing of data, wavelet decomposition of  
pre-processed data, feature extraction using 
autoregressive modeling, and classification. In the 
following subsections, each process is described  
in detail. 

 
 

2.1. Pre-processing 
 

Considering the real- l i f e  application, a 
decision on the type of hand movements is required 
from a small duration of a given EMG data. As a 
result, each long-duration raw EMG signal trial is 
divided into short-duration sub-frames for feature 
extraction and classification purposes. One advantage 
of dealing with a short duration of EMG signal is to 
expect fewer random fluctuations in that sub-frame. 
Moreover, such a sub-frame-based analysis helps in 
obtaining consistent feature characteristics. Therefore, 
inconsistency in a small portion of the test frame will 
have a less significant effect on the overall 
performance of classification. The neural firing in 
EMG data changes throughout the whole trial, and 
the applied stress levels also vary from the beginning 
to the end of action, which also differs for different 
actions. Too large a subframe would have no additional 
advantage over the whole frame, resulting in  
non-stationary data with variable mean and 
inconsistent features. Hence a reasonable sub-frame 
duration is chosen in the proposed method. A 
percentage of overlap is chosen, which allows getting 
more training data. Different hand movements involve 
different rates of neural firing; for example, movement 
like tip requires a smaller number of neural firing 
compared to the movement type hook for a certain 
time duration. As a result, it is expected that there will 
be significant variation in spectral distribution. 
However, if raw data are considered to extract such 
variation, it may not provide satisfactory time and 
frequency resolution. As an alternate, in this paper, we 
propose to use discrete wavelet transform (DWT). 
Instead of dealing with raw data for feature extraction, 
we develop an efficient feature extraction scheme that 
utilizes wavelet decomposed signals. 

Next, the wavelet decomposed EMG signals may 
be used for feature extraction. However, the 
objective is to capture the spectro-temporal variation 
to differentiate various types of hand movements. In 
[15], for needle EMG data the MUAPs were extracted 
from the wavelet decomposed EMG signal. However, 
for the surface EMG data, due to the presence of 
noise, precise determination of MUAP is very 
difficult and strongly depends on the acquired data. 
Hence, MUAP based feature extraction for the 
decomposed EMG data is not adopted in the case of 
the surface EMG signal. One possibility is to use the 
statistical features of the wavelet coefficients as 
features. In this case, it is difficult to select the 
optimal statistical features to obtain the best accuracy 

in training and testing. Therefore, instead of 
conventional non- parametric spectral analysis, in this 
paper, we propose to use Autoregressive modeling of 
the decomposed wavelet EMG signal and utilize the 
model parameters. 

 
 

2.2. Feature Extraction 
 

A feature extraction scheme based on the 
autoregressive (AR) model is proposed to perform the 
basic hand movement classification. The output of a 
liner time invariant (LTI) AR system can model the 
DWT coefficients of a sub-frame of an EMG signal 
[16], which can be expressed as 

 
 ( ) = −∑ m ( 	 − 	 ) + ( ), (1) 

 
where w(n) is white Gaussian noise having a zero 
mean and a non-zero variance that can be depicted as 
σ2, [am]. These are considered as the AR parameters or 
linear prediction coefficients. AR parameters can be 
calculated using Yule-Walker equations as 
 ( ) = −∑ ( − ) + ( ), ≥ 0 

            = (− ), < 0 (2) 

 
here, ry(l) is the l-th lag of auto-correlation function 
(ACF) of y(m). This ACF can be expressed as 

 
 ( ) = − ∑ ( ) ( + 1), ≥ 0  (3) 

 
Although AR parameters have been widely used as 

features in signal processing, it suffers from some 
major drawbacks. AR parameters have a large 
variation in parameters value without having any 
boundary. Therefore, in this paper, we propose to 
employ reflection coefficient for feature extraction 
as an alternative to AR parameters. The i-th reflection 
coefficient (bi) calculates the correlation between 
current output y(n) and y(n − i) that is i sample past 
output, which filter the intermediary observations  
y(n − 1) to y(n − i + 1). The reflection coefficients can 
be determined by utilizing Levinson-Durbin recursion 
formulas as follows [16]: 

 

 = ( ) ( ) , 	 = 	1,2, … , , (4) 

 
where  at the i- th iteration can be obtained as 
 

 
= − , 1 ≤ ≤ ( − 1), = , 

(5) 

 
here, hi is the residual energy after i-th iteration that 
can be calculated as 
 

 ℎ = 1 − ℎ , (6) 
 
initially, h0 = ry(0), c0 = 0 and i = 1, 2,…, M. r(y) is 
an auto-correlation estimation of y(n). 
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As one of the advantages, the reflection 
coefficient can be computed directly from  
auto-correlation values by employing the above 
recursive formula, whereas AR parameters calculation 
involves inverse matrix computation, which can be 
computationally costly and inefficient. So increasing 
the number of reflection coefficients from P to P +1 
will provide only one new coefficient where the rest of 
the coefficients will remain unchanged. Another 
shortcoming of AR parameters is having no limit for 
the value that can be a problem in feature- based 
classification. In contrast, for a stable AR system, the 
value of the reflection coefficient is bounded, which 
is ≤ 1. sEMG signals may contain various types of 
noises, such as lead noises and environmental noise. 
These signals can also get corrupted from procedural 
mistakes. Reflection coefficients suffer from less 
variation in effects of these external noises than AR 
parameters. Hence, using reflection coefficients as 
features acquired from wavelet coefficients of an 
sEMG sub- frame to perform signal classification is a 
much better option rather than using AR parameters. 
Considering the size of feature vectors, without further 
experimentation, in this paper, 1st eight reflection 
coefficients from detail and approximate coefficients 
of decomposed sEMG sub-frame is obtained for 
classification purpose. 

 
2.3. Classification 
 

In a real-life application involving EMG data, a 
minimal number of trials are generally available from 
a particular subject, and in that case, it is a challenging 
task to obtain satisfactory training. Here the 
classification accuracy is tested for each subject 
separately. Considering its simplicity and consistent 
performance, in the proposed method, (KNN) 
classifier is employed for movement classification. 
The KNN scheme is a simple and efficient method 
used in pattern recognition. The classifier in question 
considers a distance function that is computed between 
the feature set of the test data and k neighboring 
patterns in the training data set. In the proposed 
method, classification is performed using only the 
reflection coefficients features obtained from wavelet 
decomposed EMG sub-frames. 

 
 

3. Results and Discussion 
 

In this work, the proposed method involves wavelet 
de- composition and AR modeling of decomposed 
sEMG signals. After extracting features in the form of 
reflection coefficients, classification is done by the 
KNN classifier. In this section performance of the 
proposed method along with the database description 
is presented. 

 
3.1. Database Description 

 
A publicly available surface EMG databases 

are used in this work [6]. This database is 

available at the dataset archive 
(http://archive.ics.uci.edu/ml/datasets/sEMG+ for+ 
Basic+Hand+movements). The databases contain six 
different movements shown in Fig. 1 and  
described below: 

a) Spherical (spher): to hold spherical instrument; 
b) Tip: to hold small instrument; 
c) Palmar (palm): to grasp with palm when face 

an object; 
d) Lateral (lat): to hold objects that are thin  

and flat; 
e) Cylindrical (cyl): to hold cylindrical 

instruments; 
f) Hook: to support something with a heavy load. 
 

 
 

Fig. 1. Illustration of hand gesture. 
 
Data are collected from five subjects (two males 

and three females) of the age group approximately  
(20 to 22-year-old). Every subject performs each of 
the six movements thirty times for six seconds. 
Therefore, a total of one hundred and eighty-six-second 
long two-channel EMG signals are recorded for each 
subject. The data are collected at a rate of  
500 samples/sec, which results in 3000 samples in one 
six-second trial. 

 
3.2. Goodness of Feature 
 

The quality of the proposed feature is investigated 
by means of class separability. Standard goodness of 
feature measures Bhattacharyya Distance (BD) and 
Geometrical Separability Index (GSI) are utilized to 
investigate the feature quality. For data clusters, BD is 
computed as [17] 

 = (μ − μ ) (δ + δ ) (μ − μ ) +  + ( ( ) ∗ ( )	, (7) 

 
here, δi and µi are covariance matrix and mean vector 
of i−th cluster. If the distance is larger, it is easier to 
separate the class. 

The geometrical separability index (GSI) that is 
also known as Thornton’s separability index, which 
provides the measure of the separability of two classes 
in the nearest neighbor sense [17] and is defined as 

 

 = ∑ ( ( ) ( ))
, (8) 

 
where xt is the nearest neighbors of x and N denotes 
the number of data points. Higher values of GSI 
represent better feature quality. 
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Average Bhattacharyya distances and average GSI 
for five subjects are shown in Table 1. From the 
average distances and GSI of five subjects, it can be 
easily deduced that male 2 performs with highest 
separability and female 2 performs with lowest 
separability. Average BD for male 2 is 29.17 and 
GSI is 0.99 which is higher than other movements. 
Therefore, classification result is better for this subject 
than other four subjects. Same reasoning can be 
concluded between separability index and accuracy 
(Table 3 for all models in the proposed method. 

 
 
Table 1. Average Bhattacharyya Distance and GSI  

for all Subjects. 
 

Subject 
Bhattacharyya 

Distance 
GSI 

Female 1 16.61 0.95 
Female 2 8.52 0.93 
Female 3 21.55 0.98 
Male 1 19.71 0.97 
Male 2 29.17 0.99 

 
Confusion matrix for both channel combined result 

of five subjects is shown in Table 2. From the 
confusion matrix, it is clear that most of the 
misattributed results are coming from hand movements 
requiring lower energy like tip, palmer and lateral 
movements. 

 
Table 2. Confusion Matrix for all Subjects. 

 

Female 1 
Cylin- 
drical 

Hook Spherical Palmer Lateral Tip 

Cylindrical 217 12 21 0 0 0 
Hook 3 223 3 0 0 0 
Spherical 20 5 216 0 0 0 
Palmer 0 0 0 230 26 11 
Lateral 0 0 0 4 210 0 
Tip 0 0 0 6 4 229 

 

Female 2 
Cylin- 
drical 

Hook Spherical Palmer Lateral Tip 

Cylindrical 231 12 3 6 0 0 
Hook 2 224 0 6 3 0 
Spherical 6 0 237 0 0 0 
Palmer 1 4 0 208 4 13 
Lateral 0 0 0 7 226 25 
Tip 0 0 0 13 7 202 

 

Female 3 
Cylin- 
drical 

Hook Spherical Palmer Lateral Tip 

Cylindrical 235 0 3 1 0 0 
Hook 0 240 0 0 0 0 
Spherical 4 0 237 0 0 0 
Palmer 1 0 0 227 12 7 
Lateral 0 0 0 11 228 7 
Tip 0 0 0 1 1 226 

 

Male 1 
Cylin- 
drical 

Hook Spherical Palmer Lateral Tip 

Cylindrical 239 0 2 0 2 1 
Hook 0 240 2 0 0 0 
Spherical 1 0 236 0 0 0 
Palmer 0 0 0 230 5 5 
Lateral 0 0 0 1 226 4 
Tip 0 0 0 9 7 230 

Table 2. Continued. 
 

Male 2 
Cylin-
drical 

Hook Spherical Palmer Lateral Tip 

Cylindrical 238 1 0 0 0 0 
Hook 0 238 0 0 1 0 
Spherical 0 0 240 0 0 0 
Palmer 0 0 0 240 0 0 
Lateral 0 1 0 0 239 0 
Tip 2 0 0 0 0 240 

 
 

Table 3. Comparison of Proposed Method  
with Existing Methods. 

 

Subject 
Classification Accuracy(%) 

[6] [18] [19] Proposed 
Female 1 87.25 93.04 88.15 94.17 
Female 2 88.05 86.66 84.04 93.40 
Female 3 85.53 97 90.61 97.08 
Male 1 90.42 99.23 91.22 98.19 
Male 2 94.80 97.66 96.83 99.58 
Average 89.21 94.72 90.17 96.48 

 
It can be also concluded that a little portion of 

cylindrical, hook or spherical class is misclassified but 
fewer of them should be classified as tip, lateral and 
palmer class which can be viewed from confusion 
matrix of female 3. In Fig. 2 4th reflection coefficient 
values of both channels for female 2 are plotted in the 
box plot to show how it varies for all movement of 
five subjects when the AR model order is 8. It shows 
a clear distinction between high and low force 
movement which can be easily distinguished but there 
are also some overlaps mostly among lower energy 
movements and some among high energy movements. 
These overlaps are causing misclassification and 
lowering accuracy. 

 

 
 

Fig. 2. Box plot of 4th reflection coefficient for Female 2 
channel 1. 

 
 

3.3. Classification Result 
 

The performance of the proposed method described 
above is investigated by simulation in terms of 
classification accuracy. After feature extraction, the 
sub-frame features are fed into the classifier. In this 
work, the data from each subject are not mixed with 
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data from any other subject. Cross-validation approach 
is used here in order to estimate the performance. 
The proposed method is tested with ten-fold  
cross-validation. In 10 fold cross-validation, 90 % of 
sub-frames are selected for training and another 10 % 
for test. The whole process is repeated ten times, and 
the accuracy is recorded. 

 

 
 

Fig. 3. Box plot of 4th reflection coefficient for Female 2 
channel 2. 

 
To our knowledge, the proposed method performs 

better than the existing state-of-the-art method. In 
2017, Akben [18] used energy value and concordance 
correlation to classify six hand movements, and the 
classification accuracy is 94.72 %. Khan et al. [19] use 
singular value decomposition to classify six kinds of 
arm movements with 90.17 % accuracy. Sapsanis et al. 
[6] used EMD with an LDA classifier to differentiate 
six hand movements, and the average classification 
accuracy is 89.21 %. By analyzing the results of table 
III it can be inferred that the classification accuracy of 
the proposed method is better than previous methods. 

 
 
4. Conclusions 
 

Basic hand action movements can be classified by 
different types of conventional methods, which can 
sometimes be tedious and computationally difficult. 
The outcome of this research is a robust feature 
extraction technique, which can be implemented for 
the classification of various hand movements with the 
help of non-invasive sEMG signals. In this paper, a 
simplified method is presented, which helps in 
enhancing the correct extraction of feature values and 
thus appropriate classification. The proposed method 
performs satisfactorily in classifying six hand 
movements. In this work, instead of extracting the 
feature considering the entire frame, overlapping  
sub-frames of the raw signals are created, and then 
wavelet coefficients are extracted using DWT. After 
that, reflection coefficients are computed from each of 
these decomposed sub- frames. Finally, these 
reflection coefficients extracted from both channels are 
subjected to classification. This method gives better 
performance than the existing method to distinguish 

hand movements. In our future work, we look forward 
to working with a larger database and also focusing on 
improving accuracy by developing more efficient 
classifying techniques. 
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Summary: The classification of frequently occurring terrestrial-origin transient signals, called glitches, in the time series data 
from gravitational wave detectors is important for mitigating their adverse effects on searches for rare and valuable 
astrophysical signals. While formally a time series classification (TSC) problem, recent successes in glitch classification have 
mostly been achieved through image classification methods using their time-frequency images. Using transfer learning with 
the VGG16 deep convolutional neural network for image classification, we compare the efficacy of several types of image 
representations for classifying simulated glitches. We find the novel result that training the network with 2D plots of the noisy 
glitch time series provides better classification accuracy than their time-frequency images. For both the 2D time series plots 
and the time-frequency images, we find that using a training set that resembles the test set in its distribution of the signal to 
noise ratios of the glitches results in better performance. 
 
Keywords: Time series classification, CNN, Gravitational waves. 
 

 
1. Introduction 
 

With the detection of the first signal from two 
merging black holes in 2015 [1] by the LIGO [2] 
detectors, the birth of gravitational wave (GW) 
astronomy has opened a new window for observing the 
Universe. LIGO has been joined by Virgo [3] and 
KAGRA [4], creating a worldwide network of GW 
detectors that is collectively more sensitive than the 
individual detectors. So far, about 90 astrophysical 
GW signals have been detected from the mergers of 
binary systems consisting of compact objects such as 
neutron stars and black holes. 

Data analysis plays a crucial role in GW astronomy 
because signals of astrophysical origins are weak 
compared to the noise in the time series output of 
current GW detectors and appear rarely (about once 
per week). An additional challenge here is the high rate 
of diverse types of transient terrestrial-origin signals, 
called glitches, that can mimic GW signals and, hence, 
elevate the false alarm rate of GW searches. During the 
first observation run (O1), the average rate of glitches 
in LIGO data was about 10 per minute [5], while in 
observing run O3b, it reached up to 1 per minute [6]. 
(These rates correspond to a certain minimum strength 
of the glitches.) The mitigation of glitches, therefore, 
is of foremost importance in the constant quest to 
improve GW search sensitivity. 

GW detectors undergo a planned sequence of 
upgrades that incorporate innovative technologies 
emerging from ongoing research and development 
efforts. In addition, they are extraordinarily complex 
and large-scale instruments that respond to the 
terrestrial environment and operating conditions 

within an observing run in ways that are not always 
well-understood. Due to these reasons, the population 
properties of glitches are dynamic, with changes in the 
rates of the prevalent types of glitches (including 
disappearance in some cases) and the emergence of 
new ones. 

The classification of glitches plays a critical role in 
helping experimentalists identify their origins and 
eliminate them, although this is not always successful. 
For the glitches that remain in the data, classification 
guides the post-processing steps that must be carried 
out to mitigate their statistical effects. Therefore, the 
development of robust and automated classification 
algorithms for glitches is a key ingredient in the 
success of GW astronomy. 

Many AI and machine learning methods have been 
investigated for the glitch classification task. Although 
formally a time series classification (TSC) problem  
[7, 8], the most successful methods to date for 
automated glitch classification (e.g., [9-13]) have used 
convolutional neural networks (CNNs) [14] trained on 
their constant Q-transform [15] (CQT) time-frequency 
images. To aid the training needed for such methods, 
the Gravity Spy [5] project has released a dataset of  ≈ 8000 glitches that have been divided into about  
20 manually labeled classes based on their  
CQT images. 

A shortcoming of using CQT images is that they 
suffer from the uncertainty relation governing time-
frequency resolution and, hence, can mask the details 
of the glitch waveforms. This is especially the case for 
short duration and broadband glitches for which the 
CQT images can be quite similar. In addition, CQT 
images discard the phase information in the time 



5th International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2023),  
7-9 June 2023, Tenerife (Canary Islands), Spain 

122 

series. This means that, for example, two glitches are 
indistinguishable if their waveforms are negatives of 
each other. 

In this paper, we propose a novel approach to glitch 
classification that uses the 2D plots of noisy glitch time 
series as the glitch representation instead of their CQT 
images. The motivation to use 2D plots arises from two 
reasons. First, using the time series directly overcomes 
the distinguishability problem mentioned above and 
can also potentially use more details in the glitch 
waveform that are masked in a CQT. Secondly, prior 
work has shown that TSC methods that directly use the 
time series as the input do not perform as well as image 
classifiers in the context of glitches. We find the 
remarkable result that not only does the idea of using 
2D plots of time series work for image classification 
but that a CNN trained on 2D plots offers better 
classification performance on short and broadband 
glitches than CQT images. Our findings may have 
wider implications for the TSC problem in general. 

The rest of the paper is organized as follows. In 
Section 2, we present the steps followed in setting up 
the classification method and the simulated data sets. 
Section 3 describes the setup of the different 
experiments we have carried out. Section 4 presents 
our main results derived from these experiments. 
Section 5 discusses an interesting situation where 
using 2D plots and CQT images for training leads to 
significantly different results. Our conclusions are 
presented in Section 6. 

 
 

2. Methodology 
 

We have employed VGG16 [16] for image 
classification in our study. VGG16 is a powerful deep 
convolutional neural network with 16 layers of 
convolutional and fully connected layers that can learn 
complex and abstract features from input images, 
giving it strong representational power. This model has 
been pre-trained on the large-scale ImageNet dataset, 
allowing it to learn a wide range of features that can be 
transferred to other computer vision tasks through 
transfer learning. Moreover, the use of a 
straightforward design, employing a stack of small 3×3 
convolutional filters, makes VGG16 easy to 
implement and train faster than more complex 
architectures. 
To adapt the network to our classification tasks, we 
removed the fully connected layers at the top of the 
network and created a new fully connected head model 
to train on our simulated dataset. To avoid overfitting 
and ensure effective transfer learning, we froze the 
weights of the base model layers up to the 5th 
convolutional block. This allowed only the custom 
layers to be trained during the training process, 
ensuring that the network learned task-specific features 
while retaining the general features learned  
from ImageNet. 

During training, we employed the adaptive moment 
estimation (Adam) optimizer with the categorical 
cross-entropy loss function to optimize the model's 

parameters since, in our prior experience, it had a faster 
convergence rate than stochastic gradient descent. We 
trained the model over 10 epochs, using the training 
data to update the model's weights and biases in each 
epoch, and the validation set to evaluate the model's 
performance. Through this training process, we could 
achieve a balance between model accuracy and 
generalization ability, ensuring that the model would 
perform well on new, unseen data. 

As mentioned earlier, the Gravity Spy database of 
labeled glitches uses CQT images. Since our goal is to 
compare different glitch representations, using class 
labels based on the CQT representation alone is not 
appropriate. We decided, therefore, to simulate 
glitches that resemble the ones in the Gravity Spy 
database but with a well-defined class structure that is 
independent of any particular representation. To create 
a simulated glitch ( ), we use a superposition of 
Gaussian functions 

 
 ( ) = ∑ ( ) / ,  

 
where {( , , )} and  are the parameters of a 
glitch. We then pick one real glitch ( )( ) from a 
given Gravity Spy class  and adjust the parameters 
until we get a good visual fit between ( ) and ( )( ). 
This creates a simulated glitch that we denote as ( )( ). Next, we draw the parameters (except ) 
randomly from narrow ranges that are centered on their 

respective values in ( )( ). Each draw of the 
parameter values leads to a corresponding simulated 

glitch ( )( ), > 0. The simulated glitch ( )( ) is 
retained only if its squared Euclidean distance 
 

 ∑ ( )( ) − ( )( ) ,  

 

from ( )( ),	where	{ , , … , } are the sample 
times of the glitch time series, is smaller than a preset 
threshold. Repeated drawings are made in the above 
manner until a preset number of simulated glitches are 
acquired. By construction, such a set of simulated 
glitches forms a well-defined cluster or class under the 
Euclidean metric while also resembling the real glitch ( )( ) used as the seed. 

Following the procedure above, we simulated an 
ensemble of glitch time series, each 2.0 sec long and 

sampled at 4096 Hz with the glitch signal ( )( ) 
occupying the central T sec, where T ≤ 0.04 sec. To 
generate different classes of glitches, we took 
representative glitches, ( )( ), from three of the most 
frequently occurring Gravity Spy classes called Blip, 
Koi Fish, and Tomte. Similarly, we generated  
6 additional clusters with arbitrarily chosen centroids 
(also modeled as superpositions of Gaussians). 

Any classification method applied to GW data 
must deal with the constant presence of noise. 
Therefore, to make our tests realistic, we simulated 
noisy glitch time series by adding pseudo-random 
white Gaussian noise (WGN) with unit variance to the 
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entire glitch time series. The overall strength of the 
glitch relative to the noise is quantified by its signal to 
noise ratio (SNR) defined as the Euclidean norm 

 

 ∑ ( )( )	 	    

 
By varying the SNR, we created glitches with 

various levels of strength, allowing us to test our 
algorithm's ability to classify glitches in the  
presence of noise. 
 
3. Experiments 
 

We considered the following types of glitch time 
series for the training set. (1) Noisy: glitch added to 
WGN and SNR drawn from a uniform distribution 
over [10, 100]. (2) Noise-less: glitch SNR fixed at 60 
and no WGN added. (3) Denoised: time series 
obtained by passing an SNR = 60 glitch added to WGN 
through an adaptive spline fitting method called 
SHAPES [17]. 

For the test set, we used noisy glitch time series 
having a uniform distribution in SNR over (1) a broad 
([10, 100]) and (2) a narrow ([5, 20]) range. The test 
dataset presented to VGG16 always has the same 
image representation as the corresponding  
training data. 

For each type of time series, we compared two 
image representations for training VGG16: (1) CQT 
computed with the full 2.0 sec, and (2) the 2D plot of 
a 0.2 sec section of the time series centered on the 
glitch. We also used a multi-view approach (2D+CQT) 
in which the two types of images are paired with their 
common class label in training. The Y-axis range of the 

2D plots were set automatically by the graphing 
software in all cases. The training and testing datasets 
had 600 and 450 images, respectively, of each type of 
time series for each of the 9 classes. 

Fig. 1, left panel, illustrates the noisy and denoised 
time series. The noise-less time series is an idealization 
that serves as a benchmark. For real data, the denoised 
time series is the closest that one can get to the  
noise-less case. The right panel shows the CQT image 
of the noisy glitch. 
 
 
4. Results 
 

Tables 1 and 2 summarize our results. Each 
numerical entry corresponds to a given combination, 
labeled by the column and row headings, of the type of 
time series and image representation used for the 
training data. The numerical value is the accuracy of 
classification given by the fraction of all correctly 
classified test images. 

We see that training with 2D plots of the noisy 
glitch time series outperforms all other combinations 
although CQT is not significantly behind. For the case 
of the broad SNR range test, an accuracy of 0.9552 is 
achieved when using 2D plots compared to 0.9162 
with CQT images. For the narrow SNR range test, in 
which most of the glitches are weak to moderate in 
strength, the accuracy drops significantly for both 
types of training data but 2D plots still outperforms 
CQT with accuracies of 0.7324 and 0.7065, 
respectively. In all cases, training with 2D+CQT does 
not confer an advantage over 2D plots alone. It always 
seems to perform in between 2D plots and CQT. 

 
 

 
 

Fig. 1. (Left) Noisy (dots) and denoised (red) glitch time series example. (Right) CQT of the noisy time series. 
 
 

Surprisingly, training with denoised or noise-less 
glitches, both having fixed SNR, is significantly less 
effective than the variable SNR noisy glitches. 
However, it is interesting to note that training with the 

denoised time series is comparable in performance to 
the ideal but unrealizable case of noise-less glitches. 
This suggests that denoising does not lose any 
information about a glitch that is critical to its 
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classification. As expected, all methods perform worse 
for the narrow SNR range test set where the glitches 
are weaker on average. 
 
 

Table 1. Classification accuracies: broad SNR range  
for the test set. 

 SNR ∈ [10,100] Type of training time series
Noise-less Noisy Denoised

Image 
type 

2D plot 0.7573 0.9552 0.7287 
CQT 0.8382 0.9162 0.8225 

2D+CQT 0.7725 0.9315 0.7531 
 

Table 2. Classification accuracies: narrow SNR range  
for the test set. 

 SNR ∈ [5,20] Type of training time series
Noise-less Noisy Denoised

Image 
type 

2D plot 0.5843 0.7324 0.5329 
CQT 0.6007 0.7065 0.5934 

2D+CQT 0.5820 0.7216 0.5411 
 

To further investigate the influence of different 
SNRs, we carried out additional experiments in which 
we both trained and tested the network using fixed 
SNRs of 20, 40, and 60. The results are shown in  
Table 3, where each sub-table corresponds to one value 
of SNR. We see from SNR = 20 case, that 
classification using 2D plots performs significantly 
better than CQT. The difference in performance 
diminishes, but never disappears, as one goes to higher 
SNR values. (In these experiments, we do not retain 
the noise-less glitches case.) 
 
 

Table 3. Classification accuracies: fixed SNR range. 
 SNR	 = 	20 

Type of time series
Noisy Denoi sed

Image type 
2D plot 0.9058 0.6339 
CQT 0.8380 0.7171 

2D+CQT 0.8587 0.6642 SNR	 = 	40 
Type of time series
Noisy Denoi sed

Image type 
2D plot 0.9831 0.7543 
CQT 0.9505 0.8376 

2D+CQT 0.9593 0.7928 SNR	 = 	60 
Type of time series
Noisy Denoi sed

Image type 
2D plot 0.9879 0.7902 
CQT 0.9568 0.8544 

2D+CQT 0.9623 0.8215 

 
 
5. The Case of Flipped Glitches 
 

While our results show that training VGG16 with 
2D time series plots and CQT images lead to 
comparable results in most cases, there is an interesting 
situation where the two could have starkly different 
performances. This is the case where one takes a glitch 

( )( ) belonging to some class  and simply flips its 

sign: ( )( ) → 	− ( )( ). According to the Euclidean 
metric, these two glitches are clearly far apart, yet the 
CQT will be identical for both and VGG16 trained on 
CQT images will put them in the same class. However, 
when trained on the 2D plots (and using a different 
class label for the flipped glitches) VGG16 will be able 
to distinguish them clearly. 

The above expectation is confirmed by our 
experiments. We considered the same case as that in 
column 2 of table 1 but included flipped glitches in our 
training and testing set without labeling them 
differently. We found that the classification accuracy 
with the 2D plot training set fell to 0.7183 while the 
accuracy for training with CQT images remained high 
at 0.8914. However, if the flipped glitches were 
labeled as a separate class in both training and testing, 
the accuracy for 2D plot training went up to 0.8795, 
while that for CQT images dropped significantly to 
0.5167. (Some drop in the classification accuracy for 
both is expected because of the increase in the number 
of classes from 9 to 18.) 

Although the above situation is a hypothetical one, 
it prompted us to check if situations like this can occur 
for real glitches. Consider Fig. 2, which shows the time 
series of the first 50 glitches belonging to the Tomte 
class taken from the dataset distributed with the 
glitschen package [18] on GitHub (in the file 
named L1O3a_Tomtes_10-128.npy). Indeed, this class 
that was constructed using CQT images does have a 
few glitch time series that appear quite distinct from 
the bulk but that have been labeled as belonging to the 
same class. 

To isolate the anomalous cases further, we 
computed the pair-wise Euclidean distances for all  ≈ 2000 glitches in the dataset above and found the 
pair with the largest and smallest distances. The largest 
Euclidean distance occurs between the 1st and the 4th 
glitch, and the shortest one is between the 20th and the 
21st glitch. The 4 glitches are shown in Fig. 3 and the 
CQT images of the 1st and 4th are shown in Fig. 4. 

 

 
 

Fig. 2. Time series plots of 50 Tomte glitches  
from the glitschen dataset. 

 
It is clear from Fig. 3 that, apart from scaling of the 

amplitude, the 1st and 4th glitches are flipped versions 
of each other while the 20th and 21st are nearly the 
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same, agree well with the 1st glitch in terms of the 
placement and relative signs of the peaks, and also 
agree well with the bulk of the glitches shown in  
Fig. 2. This proves that CQT will classify a quite 
different looking time series in the same class even if 
it is well outside it in terms of Euclidean distance. This 
is also evident in the CQT plots in Fig. 4 where the two 
images look very similar. 

 

 
 

Fig. 3. Glitch numbers {1,4,20,21}  
from the glitschen database. 

 

 
 

Fig. 4. CQT of the 1st (top) and 4th (bottom) Tomte glitches 
from the glitschen database. 

 
 
6. Conclusions 
 

We conclude that a 2D plot of time series as the 
image representation for training deep convolutional 
networks offers a promising approach to glitch 
classification. It is, therefore, proved that the VGG16 
network can not only recognize the shape of the glitch, 
such as how many peaks, the distance between each 
peak, and the trend of the peaks, but can also recognize 
the phase information within it. As shown in an 
experiment with flipped glitches, the latter information 
is lost in generating CQT images from time series. 

As we have discovered, the situation of flipped 
glitches is not a hypothetical one and it appears in the 
real data also although we have not yet quantified its 
frequency of occurrence. This suggests that the use of 
2D plots as a glitch representation could have real 
advantages over CQT images for the classification of 
glitches and, perhaps, for the general TSC  
problem also. 
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Summary: Breast cancer is currently the second most common cancer in the world, affecting mainly women. 
Histopathological image analysis is used to determine the degree of malignancy of the tumour. The rise of deep learning in 
recent years has led to the application of this technique to the analysis of these images. The main problem is that the available 
datasets are often unbalanced, i.e. there are classes with more images available than others. As a result, models trained on these 
sets have poorer generalisability. One solution to this problem would be to downsample the class with the most images in order 
to have a set with the same number of images for each class. This solution is not recommended when the set size is small, as 
it can lead to poor model performance. Traditionally, techniques known as data augmentation are used. These techniques apply 
a series of simple transformations to the images, such as translation and rotation, to achieve greater variability in the dataset. 
However, a class of architectures called Generative Adversary Networks (GAN) has emerged that are capable of generating 
images from a relatively limited training set. 
 
Keywords: Breast cancer, Histopathological images, Deep learning, Generative adversarial networks, Data augmentation. 
 

 
1. Introduction 

 
Early detection of breast cancer can significantly 

reduce mortality, and non-invasive techniques such as 
mammography and ultrasound are often used for this 
purpose. However, to accurately determine the degree 
of malignancy of a tumour, histopathological image 
analysis must be used [1]. Histopathological images 
(see Fig. 1) are obtained by digitising a tissue sample 
taken by biopsy, an invasive technique. Manual 
analysis of such images is tedious and time consuming. 
In these situations, a Computer Aided Diagnosis CAD 
system helps in the decision-making process [2]. With 
the current development in technology and 
informatics, applications and tools have been 
developed to process and analyse histopathological 
images. These tools have also evolved and today deep 
learning models are used to assist in image analysis. 
For a deep learning neural network to work 
successfully, it needs a sufficiently large dataset so that 
the network itself can identify the key features of each 
class represented in the dataset. This can be a problem 
because the tests used to obtain such images are 
expensive and can be harmful to patients, so it is 
difficult to find a sufficiently large image bank. There 
is also an imbalance in these datasets in favour of the 
negative classes. 
 
 
2. Related Work 
 

Since Generative Adversarial Networks were 
proposed in [3], this architecture has been applied in a 
variety of fields. GANs are based on the use of two 

different models, the generator and the discriminator, 
which compete in a kind of zero-sum game. The 
training of such architectures is based on the 
competition between the discriminator and the 
generator, so that the goals for each model are 
opposite. The discriminator receives an image as input 
and must indicate whether the image belongs to the 
example dataset or has been generated by the 
generator. The generator has to synthesise an image 
that is as close as possible to the images in the example 
set from a noise vector given as input. 
 

 
 

Fig. 1. Example of histopathological image. 
 
To solve the problems of stability and variability 

during the training of a GAN, Tero Karras proposed an 
evolution in the architecture of this type of network [4]. 
The basic idea he proposed is to progressively increase 
the quality of the generated images. To avoid the 
generator getting stuck on examples that are too 
similar, they propose to calculate the standard 
deviation of all pixels in the generated mini-batch, 
which allows the discriminator to identify a generated 
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image by the pixel-level standard deviation in the 
given batch. To avoid divergence by feature 
magnitude, ProGAN uses pixel-level normalisation, 
which is less memory intensive than batch-level 
normalisation. Finally, they use an equalised learning 
rate that allows the weights to perform update steps at 
different scales if necessary. 

Generative networks require the use of specific loss 
functions, which allow the special performance of 
these networks to be calculated. The Wasserstein loss 
function [5] uses the Wasserstein distance to relate the 
quality of the images produced to improve stability 
during training. For this loss function to work 
correctly, the Lipschitz constraint must be satisfied. 
When a gradient penalty is used to achieve compliance 
with this restriction, it is known as a Wassertein loss 
function with gradient penalty [6]. 

In order to properly evaluate a generative model, it 
is essential to be able to compare the generated images 
with the set of example images. This comparison must 
be quantifiable in order to be able to compare it with 
other generative models and to know which one offers 
better performance. The standard metric for evaluating 
generative models is the Frechet Inception Distance 
(FID) [7]. This metric calculates the distance between 
the feature vectors of the generated images and the 
example images. It summarises how similar the two 
groups are in terms of computer vision statistics. 
 
 
3. Proposal 
 

The image set used was obtained from Laboratório 
Visão Robótica e Imagem UFPR, consisting of  
588 benign tumour images and 1233 tumour images 
[8]. Starting from this dataset, several GAN 
architectures are trained to increase and balance the 
number of images available in both classes. 

The GAN architecture consists of two models with 
conflicting training objectives, so it is necessary to 
choose a loss function that satisfies this need. The loss 
function is: 

 

 
L	 = 	 	~	 [ ( )] −	 	~	 [ ( )] +	+ 	~	 [(||∇ ( )|| 	− 	1) ], (1) 

 
where  is the image generated by the generator, x is 
the real image,  is the data distribution,  is the 
distribution of the model or the distribution of the 
generated images,  is the distribution obtained by 
sampling uniformly along a straight line defined 
between pairs of points from the distributions. 

The architecture to evaluate the impact of image 
enhancement consists of four convolutional blocks. In 
each block, a convolution with a kernel size of 5×5 is 
applied, followed by a batch normalisation and the use 
of Leaky RELU as the activation function. After these 
convolution blocks, a flattening layer is applied, 
followed by a dropout layer using Softmax as the 
activation function. The cross-entropy loss function is 

used as the loss function for this model. This function 
is very suitable for classification problems where you 
have output layers that produce probabilities, such as 
the Softmax activation function. The following 
equation is used to calculate it. 
 

 L = −( log + (1 − 	 ) log(1	 − 	 )), (2) 
 
where  is a binary indicator of whether the label c is 
the correct label for the observation o,  is the 
probability that the observation o belongs to  
the class c. 

For the training of both the generative and 
convolutional networks, Adam is used as the 
optimiser. This choice is due to the fact that this 
optimiser has shown better results than others and has 
a shorter execution time. It should also be noted that it 
uses fewer hyperparameters. 
 
 

4. Experiments 
 

In order to be able to quantify the quality of the 
results produced by generative architectures, it is 
necessary to define appropriate performance metrics. 
In this case, the FID is used for such a comparison. The 
lower this metric is, the more similar the generated 
results are to the images of the dataset. 

For the convolutional model, the accuracy (acc) of 
the model on the test set, i.e. the percentage of well 
classified examples (see Equation (3)), is used first. It 
is not appropriate to assess model capability using a 
single metric, let alone an unbalanced set. A confusion 
matrix is used to improve understanding of model 
performance. This matrix shows true positives (TP), 
true negatives (TN), false positives (FP) and false 
negatives (FN). These measures allow us to see 
whether the model is able to extract representative 
features for each class, or whether it is unable to 
generalise correctly. The true classes of the classified 
examples are given in each row of the confusion 
matrix, while the predicted classes are given in the 
columns. The numbers in each cell indicate the 
percentage of examples in the row class that were 
predicted as the column class. 

 Acc = ++ + +  (3) 

 
Starting from the original dataset, several GAN 

architectures are trained. The aim is to increase and 
balance the number of images available in both classes. 
The different architectures are evaluated using the FID 
metric and visual evaluation of the results obtained, 
with the aim of identifying the most suitable 
architecture. 

To test the impact of using these generative 
architectures, a convolutional network will be used. 
This network will be trained on the original set and 
then on the set generated by GAN. The results obtained 
will be compared using metrics such as accuracy and 
confusion matrix. 
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To obtain good set balancing, it was decided to 
train two generative models, one for each class, using 
ProGAN architecture. The same hyperparameter 
settings are used to train both models. A depth value 
( ) has to be chosen so that the output size is calculated 
as 2( ) to determine the size of the generated images. 
Considering the size of the images, it was decided to 
use a depth value of 7, so that the generated images are 
256×256 pixels in size. This output size allows the 
generated images not to be distorted and helps to use a 
larger batch size. Each depth level is trained  
for 42 epochs. 

An appropriate batch size must be selected for each 
depth level, taking into account the size of the output. 
It must be taken into account that the size of the 
selected image is equal to the size of the output at each 
level, so as not to produce an erroneous operation in 
the discriminator, so that the consistency of the model 
is adequate. Table 1 shows the selected value at each 
depth level. 
 
 

Table 1. Batch size adjustment by depth level. 
 

Depth 1 2 3 4 5 6 7 

Batch Size 64 64 32 16 4 2 1 

Image Size 4 8 16 32 64 128 256 

 
 

If a new block is added when the depth level is 
changed, it is not added directly, but is faded in with 
the previous block. To control this block fade, a fade 
percentage variable is used to specify what percentage 
of the new block is used for the output. The value of 
this variable is set to 0.5. 

A parameter external to the ProGAN architecture, 
but which speeds up training, is the number of threads 
used to load the training set. In this case, 4 loading 
threads have been defined. 

Two convolution models are trained, one with the 
original dataset and one with the balanced dataset. The 
convolutional models are cross-validated using K-fold. 
This allows a better comparison between unbalanced 
and balanced data sets. This technique consists of 
dividing the training set into subsets (folds), so that 
each subset is used for both training and testing. The 
value chosen for K is 5. 

The number of training epochs chosen for this 
model is 15. This choice is based on empirical 
experience after using a larger number of epochs, as 
beyond this number of epochs the model begins to 
show overfitting. Overfitting is the situation where the 
model is unable to generalise the characteristics of the 
training set, resulting in performance metrics obtained 
on the test set being much lower than those obtained 
during training. A batch size of 16 was chosen due to 
the limitations of the GPU and the size of the images 
during the training phase. 

 

5. Results 
 

Fig. 2 shows on the left the images generated by 
ProGAN at the end of training for the class malignant. 
On the right of this figure, we can see 4 real images of 
the same class. At first sight we can see that there is a 
high similarity. This is confirmed after calculating the 
FID, which gives an FID of 135. The value is not too 
high, indicating that the generator was able to identify 
the main features of the training set. 
 
 

 
 

Fig. 2. Comparison of generated and real images of the 
malignant class. 

 
 

The results obtained for the benign class can be 
seen in the Fig. 3. The results obtained for this class 
are clearly worse visually. The FID value obtained for 
this class is 286, which is significantly higher. This 
may be largely due to the small number of images 
available for this class. Although the generative model 
for the malignant class is clearly worse, the FID value 
indicates that there is some similarity between the 
generated images and the original ones. 
 
 

 
 

Fig. 3. Comparison of generated and real images  
of the benign class. 

 
 

When training the convolutional model on the 
original dataset, it can be seen that from the first epoch 
the accuracy of the model is around 0.8. During the 
training phase, little variation in the results was 
observed, which could indicate that the model is not 
learning anything from the training data. The loss 
values obtained also show an irregular behaviour. 
When comparing these metrics in the different folds, 
too much variation is observed, indicating that there is 
a high dependence on the images used for training. 
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The confusion matrix of this model (see Table 2) 
shows that most of the predictions belong to the 
malignant class. This effect is caused by the imbalance 
in the training set and is evidence of the problem that 
the model suffers during training. What happens is that 
the model learns the distribution of the data rather than 
the representative features of each class. This means 
that when the model is confronted with many more 
images of the malignant class, it is hardly penalised for 
always giving that class as a prediction. 
 
 

Table 2. Confusion matrix of the convolutional model  
that was trained on the original dataset. 

 
Real\Predict Benign Malignant 

Benign 0.19 0.81 
Malignant 0.053 0.95 

 
 

When using the balanced data set with GAN, an 
initial improvement in the accuracy of the 
convolutional model is observed. The evolution of this 
metric over the different epochs shows a stability of the 
learning of the model. Although there are some folds 
where the training is not stable, the overall 
performance is better than that observed with the 
original dataset. 

In the confusion matrix of the model trained on the 
balanced set (see Table 3), we can see how the model 
manages to make mostly correct predictions. The 
model even manages to correctly identify the 
representative features of the benign class, whereas the 
generative model of this class gave worse metrics. 
 

Table 3. Confusion matrix of the convolutional model  
that was trained on the balanced dataset. 

 
Real\Predict Benign Malignant 

Benign 0.9 0.1 
Malignant 0.17 0.83 

 
To complete the above results, we add the Table 4 

with the results obtained by the two convolutional 
models on the test set. For the test set, the same is true: 
the model trained on the balanced set performs better 
(higher average accuracy) and is more robust (lower 
standard deviation of accuracy). 
 

Table 4. Results obtained in the test set. 
 

Model 
Average 

acc 
Acc 
std 

Average 
loss 

Loss 
std 

Original set 73.65 8.89 1.76 0.07 
Balanced set 89.01 6.51 1.60 0.06 

 
 
6. Conclusions 
 

The research line focuses on the use of generative 
networks (GANs) to improve histopathological  
image-based breast cancer diagnosis systems. To 

achieve this goal, a generative model has been 
developed and evaluated to understand its 
performance. Once the generative model has been 
selected, its impact on balancing the set of available 
images has been studied by looking at the 
improvement it produces when training a 
convolutional model. 

The results obtained for the ProGAN generative 
networks are satisfactory, with an FID of 286 for the 
benign class and an FID of 135 for the malignant class. 
By matching the original image set with these 
generative models, the convolutional model goes from 
an average accuracy of 73.65 on the test set to an 
average accuracy of 89.01. These metrics are already a 
clear improvement, but looking at the confusion 
matrices shows the improvement: the convolutional 
model trained on the initial set only predicts as 
malignant, whereas using the balanced set produces a 
higher rate of true positives for both classes. 

Following the publication of the ProGAN 
architecture, many improvements have been made 
around it, and architectures have also been published 
that follow the philosophy but approximate the 
solution with different implementations. The main 
future line of this work is the study of modern 
architectures that will allow the improvement of the 
results obtained. 
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Summary: Human behavior plays an essential role in research health; thus, human information has been converted crucial to 
medicine, neurology, biomedical, and rehabilitation. Computer science, digital signal processing, and mathematics methods 
have helped improve the detection accuracy of these human activities acquired by different sensors. In this paper, a 
methodology with a neural network model was developed to detect the start and end of human gait. The output layer uses a 
sigmoid activation function; also, binary cross-entropy is applied as a loss function. A slider windows technique has been used 
to select part of the data to increase the accuracy of the Heel Strike event, which is the start and end of the gait cycle. Our 
proposed method was evaluated in an open database from the APDM OPAL system used by other researchers. Our approach 
attains an accuracy rate of 97.0 % in neural network classifiers using slider windows of 50 sizes. 
 
Keywords: Human gait, Event gait, Neural network, Slide windows. 
 

 
1. Introduction 

 
One of the most common and natural activities in 

daily human life is walking; the ability to walk 
involves the concerted of the brain, jitters, and muscles 
and is necessary to understand the movements of 
humans (kinematics) and the forces(kinetics) that are 
applied in mortal joints [1], likewise, the tendency to 
assess the status, treatment, and recuperation of the 
cases are examined by physiotherapists, orthopedists, 
and neurologists [2]. In [3], human gait can be 
challenging to diagnose; also, the motion analysis is 
essential in neurology, rehabilitation, and physical 
therapy to detect disorders and monitor different 
neurological symptoms in gait human [4]. 

To study normal and abnormal human gait in [5] 
explain many parameters, which include the range and 
pattern of joint motion, floor reaction forces, timing of 
foot/floor contact, gait speeds, cadences, stride lengths, 
swing-to-stance phase relations, resting joint angles, 
isometric torques, and phasic muscular activities. 
Moreover, the swing-to-stance phase parameters have 
three important events in one gait cycle: the  
Mid-Swing (MS), Heel-Strike (HS), and Toe-Off  
(TO) events. 

Gait human studies have helped to improve 
community health and safety and also have increased 
the survey in gait training systems, which integrates 
mechanical, sensing technology, electronic and robotic 
technologies; there are three crucial field research,  
(1) gait measurement and intention recognition,  
(2) gait evaluation, and (3) gait training control 
strategy [3]. Therefore, knowing and measuring the 
human gait for its clinical applications and preventing 
future diseases is essential. 

Rehabilitation research has made WS sensors 
essential in quantifying gait rehabilitation evaluation. 
These results are often obtained using multiple sensors 
[6] or other research uses few sensors to improve 
ergonomics and noise reduction [7]. 

The main objective of this research is to design a 
model based on neural networks using inertial sensors 
so that the model automatically learns the detection of 
the start and end of walking – HS. In this work, the 
database of research [8] is used; in addition, to train the 
model, the start and end of the march were manually 
marked, and the slide windows method was used to 
enter the data into the model. The output layer uses a 
sigmoid activation function to obtain a binary output; 
also, binary cross-entropy is applied as a loss function 
to quantify the similarity between the output model 
and label events. 
 
 
2. Methodology 
 
2.1. Signal Feature 
 

The database contains signals from two wearable 
IMUs sensors, and they were collected to signal to 
detect the kinematics at a sampling rate of 25 Hz. The 
sensors were implemented in their two legs, and each 
subject covered 20 m four times. In addition, each IMU 
provides three axial accelerometers and three axial 
angular velocities for each leg, forming a vector  	= 	6 for each sample and a binary label 
corresponding to the HS event ( ). 

Consider a full sample collect of size  in  data 
snapshots; the data matrix of the range collected has 

 and the label vector . To a range , the 
matrix  is then partitioned with sliding windows 
of size , where this results in  sub-matrices 
stacked into a Matrix . The  parameter is given by 
the length  and 	= 	 + ,  increase in each time. 
 

 = [{ }] , (1) 
 
where  is the matrix transform in vector of size 
1×(Nsxr) in each partition and  represents the number 
of partitions with sliding windows of total samples. 
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The vector label  after the sliding windows is 
formed for size 1 . 
 
 
2.2. NN for Heel-Strike (HS) Detection 
 

We applied the measurement matrix  to build an 
NN model for the instant identification of HS event. 
However, each instance of  is marked with an HS 
event, and this data is applied to train an NN. The 
dataset was split, one group to training and another  
to validate. 

The model input is ( 	 ), the output Ys is 
then sent to a fully connected layer W to produce the 
layer output Z and then is applied the sigmoid function 
to predict the result 	 = 	 ( ). 
 
 
3. Experiment 
 

The performance of our model was tested in three 
groups of the dataset (five elderly health, five stroke 
patients and five Parkinson's disease). The sensor's 
IMUs respond on the sagittal plane. The database 
contains information on the left and right leg; 
therefore, the model is trained by mixing both data. 

The epoch was selected 100 times for the 
experiment, and the dropout rate was determined at 0.2 
to avoid overfitting. 

The signal is normalized with a mean of zero and 
deviation because each person has different walking 
patterns and speeds. The experiment was developed by 	 = 	50, and the result is listed in Table 1. 
 
 

Table 1. Testing result accuracy. 
 

No. 
Elderly 
health 

Stroke 
Patients 

Parkinson’s 
disease 

Accuracy 0.97 0.93 0.89 
Validation 0.95 0.91 0.88 

 
 
4. Conclusions 
 

This research proposes detecting HS to reduce 
force sensors that are usually cast on the soles of the 
feet to see gait phases and the kinematic curve. The 
model has a precision of 97 % for Elderly health, 93 % 
for stroke patients and 0.89 % for Parkinson’s disease; 

however, the results of the confusion matrix still 
indicate false positives in the detection of the step, 
which leads to predicting HS in the wrong places. 

A commercial IMU system developed the database 
called OPAL IMU system, which helps the model have 
good precision because it is not necessary to filter the 
signal. For this reason, we propose to use this 
methodology in our system to replace force sensors. 
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Summary: In this paper we discuss the importance of optimizing the inversion strategy for Electrical Resistivity Tomography 
(ERT) data acquired by ERT monitoring systems installed in sites with complex geology. In March 2022, a permanent ERT 
monitoring system was installed on a critical slope above an important high-speed train tunnel in Italy. In order to correctly 
interpret the monitoring data and define thresholds of alarm, ERT inverted images should be as clean as possible from inversion 
artifacts. We compared singular versus simultaneous inversions of time-lapse data. The complex geology of the study site 
made time-lapse inversion mandatory. Besides, forward modeling simulations of synthetic time-lapse data were necessary to 
define the optimal inversion parameters. The results showed the importance of optimizing the time-lapse inversion parameters, 
mainly the time-lapse damping factor, to produce reliable images and to correctly interpret the results. 
 
Keywords: Tomography, Ill-conditioning, Inversion artifacts, Time-lapse inversion, Time-lapse damping factor, Long-term 
monitoring, Synthetic models. 
 

 
1. Introduction 

 
In recent years, geophysical monitoring 

methodologies have continued to be integrated with 
other technologies to develop early-warning alarm 
systems for hydrogeological risks such as rockfalls, 
landslides, and failures of earthen embankments  
[e.g., 1-3]. Real-time information about the internal 
conditions of the monitored sites are provided from 
geophysical monitoring systems. 

Electrical Resistivity Tomography (ERT) method 
is one of the most flexible geophysical techniques 
which is widely used to determine the distribution of 
the electrical resistivity in the subsurface to solve a 
variety of engineering, hydrogeological and 
environmental problems [e.g., 2-5]. In recent decade, 
ERT method is continuously integrated with other 
technologies used to monitor hydrogeological risks 
because ERT method is very effective to detect the 
saturation degree of the subsurface material as well as 
underlining cavities and seepage zones [3]. Each data 
point in an ERT survey is acquired by passing a current 
(I) into the ground through two electrodes and 
measuring the potential difference at two potential 
electrodes (ΔV). Ohm’s law combined with the 
conservation of current govern the relationship 
between the electrical resistivity, the injected current 
and the electrical potential [4]. The apparent resistivity 
(ρa) is obtained from Equation (1) 
 

 	=	K ∆
, (1) 

 
where K is the geometric factor and depends on the 
geometric configuration of the four electrodes. 

Multi-electrode systems were developed a couple 
of decades ago and resulted in wider and more efficient 

applications of two-dimensional (2D) and  
three-dimensional (3D) ERT surveys. The internal 
switching circuitry controlled by a programmable 
microcomputer or microprocessor within the 
resistivity meter automatically selects four electrodes 
for each measurement point [4]. In 2D ERT surveys, 
the purpose is to obtain a subsurface model which 
illustrates the resistivity changes in the vertical 
direction as well as in the horizontal direction along the 
survey line, assuming that the resistivity does not 
change in the direction perpendicular to the survey 
line. Considering that the geological structures are 3D 
in nature, a fully 3D resistivity survey should in theory 
give the most accurate results. However, 3D surveys 
have not still reached the level of common use like 2D 
surveys [6]. 
 
 
2. ERT Monitoring 
 

In ERT monitoring (or time-lapse) projects, 
measurements along the same 2D survey line or 3D 
survey grid are repeated at different times. The purpose 
is to measure the resistivity changes in both space and 
time [4]. The general-purpose commercial resistivity 
meters available in the market are normally expensive 
for monitoring purposes and are not adapted for 
permanent installations in remote areas. Usually, a 
customized resistivity meter is developed to be 
permanently installed in a monitoring site. Such 
systems have the advantage of being equipped with 
compatible hardware and software parts to ensure 
remote control and data transmission to a central 
office. Moreover, system costs can be considerably 
reduced through customizing the measurement 
parameters for each specific application in a certain 
site [7]. Fig. 1 illustrates an example of the components 
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of a permanent ERT monitoring system for permanent 
installations. The resistivity meter and the system 
electronics are usually hosted by one or more external 
boxes. The system is connected to multi-electrode 
cables that are usually requested to be deployed below 
the surface in a shallow trench (20-50 cm deep) along 
the survey line [8]. The cables are connected to the 
electrodes that, in order to reduce the contact resistance 
for permanent installations, are normally plate 
electrodes. The ERT monitoring station is 
accompanied with meteorological stations that 
measure parameters like rainfall, air temperature and 
soil temperature that are crucial for long-term analysis 
of ERT data. Solar panels are commonly assembled 
with the system for energy supply. 
 

 
 

Fig. 1. Elements of an ERT monitoring system for permanent 
installations. Multi-electrode cables are connected to plate 
electrodes and are permanently buried inside a trench.  
The resistivity meter and other electronical elements are 
hosted in external boxes. The ERT station is accompanied  
by a meteorological station. All systems are power-supplied 
by a solar panel. 
 

In this paper we discuss optimizing the time-lapse 
inversion strategy and parameters for a permanent 2D 
ERT monitoring system installed on the critical part of 
a slope located over a high-speed train tunnel in Italy. 
The ERT monitoring system applies the Wenner 
electrode configuration (i.e., the spacing between 
successive electrodes is always the same) with the unit 
electrode spacing of 3 m. The system can support two 
24 multi-electrode cables that are connected to a total 
number of 48 stainless-steel plate electrodes. 

3. Time-lapse Inversion of ERT Data 
 

The values measured in an ERT survey are not the 
true resistivity but the apparent resistivity which is a 
complex function of the true resistivity distribution 
unless the subsurface is homogeneous. An inversion 
procedure must be applied to determine the 
distribution of the real resistivity in the subsurface 
from the measured apparent resistivity values, i.e., to 
find a model that gives a response similar to the actual 
measured data [6]. One main challenge of geophysical 
inverse problems is their inherent ill-posedness, i. e., 
different model parameters might produce almost the 
same experimental observations [9, 10]. An automatic 
inversion program uses a finite-element or a  
finite-difference modelling subroutine to calculate the 
apparent resistivity values, and using a non-linear 
smoothness-constrained least-squares optimization 
technique, the resistivity of the model blocks is 
calculated [11]. It should be noted that many ERT 
surveys are measured in areas with significant 
topography, and the finite-difference method is less 
efficient in modelling topography compared with the 
finite-element method [12]. 

The time-lapse smoothness-constrained  
least-squares optimization method is described by 
Equation (2) [13] 

 

 
[J J +( W + M)]Δ 	=	= J − ( W+ M) , 

(2) 

 
where J is the Jacobian matrix that contains the partial 
derivatives of the apparent resistivity values with 
respect to the model resistivity values (r), W and M are 
respectively the spatial roughness filter matrix and the 
temporal roughness filter, k is the iteration number, g 
is the data misfit vector, Rd, Rm, and Rt are weighting 
matrices used by the L1-norm inversion method  
[12, 13], λ is the spatial damping factor vector while α 
is the temporal damping factor that controls the relative 
importance given to minimizing the difference 
between models at different times. In this section, we 
demonstrate how we could overcome the problem of 
significant inversion artifacts by using a large value of 
the time-lapse damping factor. 

Core samples taken from the study site approved a 
quite complex subsurface geology. In a very simplified 
model, the site is mainly characterized as a layered 
earth with the following layers from surface to depth: 
0.5 m of a thin superficial clayey layer with the 
resistivity of 30 Am; about 4 m of dry sand and gravel 
with the resistivity of 7000 Am; another thin clay layer 
with the resistivity of 30 Am; a fourth layer with the 
resistivity of 40 Am down to about 10.5 m, and the 
deepest layer that is below the water table for the full 
length of the ERT profile and has an average resistivity 
of 8 Am. An important characteristic of the study site 
is the presence of an anomalous central zone with 
considerably higher porosity and permeability with the 
resistivity of about 750 Am in dry conditions. Fig. 2 
illustrates simplified models of the study site 
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constructed based on the coring information. Model 2 
in Fig. 2 simulates an expected situation after a rainfall 
event when a rapid decrease of 50 % happens in the 
permeable central zone of Model 1 and a slower 

decrease of 10 % happens in less-permeable lateral 
zones. Model 3 simulates the return to the initial model 
after the rainfall was stopped for a few days. 

 
 

 
 

Fig. 2. Time-lapse resistivity models defined based on coring data obtained from the study site. 
 
 

Preliminary inversions of the ERT monitoring data 
performed with the Res2dinvx64 inversion software 
[11] showed that rainfalls always produce a 
remarkable decrease of resistivity in the  
higher-permeable central zone due to water infiltration 
but an unexpected increase in the two lateral zones 
while we still expect to observe a decrease in the 
resistivity. An inverse situation was observed when 
analyzing the inversion results for the data measured 
after no-rain periods compared to those measured after 
rainfalls. In this situation we expect to observe 
increases in resistivity values along the profile. We 
could observe the increase in resistivity of the central 
zone but we observed decreases in resistivity values of 
the lateral zones. This problem was also observed 
when inverting the synthetic data calculated for the 
simplified models of the study site shown in Fig. 2. 
Synthetic data were generated for these simplified 
models by using the Res2dmod forward modelling 
software [11]. Fig. 3 illustrates the results of inverting 
the calculated synthetic resistivity pseudosections in 
Res2dinvx64 software [11]. The inconsistent behavior 
of different zones is clearly observed and we know that 
the observed changes do not reflect a real response of 
the subsurface. Such unexpected increases in 
resistivity values of lateral zones after rainfall events 
and decreases in resistivity values of lateral zones after 
dry periods are inversion artifacts caused by  
ill-conditioning affecting the non-linear tomographic 
problem. 

We tried to optimize the inversion parameters by 
testing different regularization strategies but any 
inversion independently performed on singular 
tomographic sections was constantly affected by the 
artifacts, although smoothed. Therefore, we decided to 
move to a time-lapse inversion approach where many 

tomographic sections measured at successive time 
intervals are simultaneously inverted. To optimize the 
inversion parameters and remove artifacts as much as 
possible under controlled conditions, we continued the 
tests with the synthetic data generated for the 
geological models of the study site (Fig. 2). The 
synthetic resistivity pseudosections calculated by 
Res2dmod forward modeling software were inverted 
using the time-lapse inversion in Res2dinvx64 
inversion software [11]. We tried to change different 
parameters and it was observed that the time-lapse 
damping factor was significantly controlling the 
results. Fig. 4 shows an example of a preliminary  
time-lapse inversion test using the standard L2-norm 
method [14] and selecting the time-lapse damping 
factor equal to 1 which means that equal weight was 
given to reducing the difference between the models at 
different times and the individual model roughness 
[11]. The artifacts are still present in the results shown 
in Fig. 4 and we still had to optimize the time-lapse 
inversion parameters. 

In order to optimize the time-lapse inversion 
parameters, numerous tests were performed exploring 
different parameters and mainly the time-lapse 
damping factors in the 3D domain directions, i.e., 
horizontal distance, depth and time. It was observed 
that the complexity of the study site mainly demands a 
high time-lapse damping factor to force the different 
time models to be more similar. Fig. 5 illustrates the 
results of time-lapse inversion of the calculated 
synthetic resistivity pseudosections for the models 
introduced in Fig. 2. For the results obtained in Fig. 5, 
a temporal damping factor equal to 5 was used and the 
data were inverted using the L1-norm method. The 
results are now reasonable and real resistivity changes 
are observed. 
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Fig. 3. Inversion results for the synthetic data calculated for the models defined in Fig. 2 and comparing changes  
in resistivity values between different models. Opposite changes observed in resistivity values of the lateral zones are  

due to inversion artifacts. 
 

 
 

Fig. 4. Inversion results for the synthetic data calculated for the models defined in Fig. 2 using time-lapse inversion  
with the time-lapse damping factor equal to 1 and using the standard L2-norm method. 

 
 

The optimized inversion parameters were then used 
to invert the data measured by the monitoring system 
and the data were inverted using the L2-norm method. 
When applied to real data, this resulted in meaningful 
inversion results for more than 95 % of a 14-month 
dataset acquired from the day of installing the system, 
with very minimal artifacts on the remaining 5 %. 

3. Conclusions 
 

Several studies are reported where minor 
differences are observed between individual or  
time-lapse inversions of long-term ERT monitoring 
data. On the contrary, we discussed a complex geology 
for which not only time-lapse inversions are necessary, 
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but also lots of tests were required to optimize the 
inversion parameters to fight with the ill-conditioning 
of the inverse problem and to prevent artifacts. The 
results were highly sensitive to the time-lapse damping 
factor and the proper calibration of this factor was 
fundamental. We also observed the benefit of 

minimizing the proper norm to obtain a model closer 
to the sharp boundaries of the simplified synthetic 
model (better reconstructed by using the L1-norm 
method) or to the smooth boundaries of the real model 
(better described by using the L2-norm method). 

 
 

 
 

Fig. 5. Inversion results for the synthetic data calculated for the models defined in Fig. 2 using time-lapse inversion with the 
time-lapse damping factor equal to 5 and using the L1-norm method. 
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Summary: This article describes a method for automatically extracting information from electricity invoices. This type of 
documents contains rich information about the billing of each supply point and data about the customer, the contract, or the 
electricity company. In this work, we train a neural network to classify the input data among eighty-six different labels. We 
use the IDSEM dataset that contains 75.000 electricity invoices of the Spanish electricity market in PDF format. Each 
document is converted into text format and the classification is carried out through a named entity recognition (NER) process. 
The underlying neural network used in the process is a Transformer. The results demonstrate that the proposed method 
correctly classifies the majority of the labels with high accuracy. Furthermore, the method exhibits robustness in handling 
invoices with different layouts and contents, highlighting its versatility and reliability. 
 
Keywords: Machine learning, Natural Language Processing (NLP), Named entity recognition, Transformer, Electricity 
invoices. 
 

 
1. Introduction 

 

Electricity invoices are complex documents that 
contain a large variety of information about the 
electricity consumption, the billing, the customer, or 
the electricity company. Many companies need to 
incorporate the data into their information systems, but 
this is not an easy task. Information extraction from 
semi-structured documents plays a significant role in 
processing this type of invoices fast and reliably. 

This task is important for both customers and utility 
companies. The goal is to automatically extract the 
information that provides better customer service and 
optimize operations. 

The main impediment to develop new models for 
extracting information from these bills is the lack of 
high-quality datasets. In this respect, the recently 
proposed IDSEM [14] dataset was built to solve this 
problem, containing many electricity invoices in PDF 
format of the Spanish market. This is an interesting 
dataset that has many samples, with many different 
layouts, where the contents were randomly generated 
to avoid data protection issues. There are some other 
datasets about electricity, such as [1, 7 or 16], but these 
do not completely serve for our purposes since they 
only contain information about household electricity 
consumption. 

One of the challenges in information extraction 
from electricity bills is the diversity of formats and 
layouts, given by the large number of companies that 
operate in the market. This makes it necessary to rely 
on deep learning techniques for the development of a 
general-purpose system. 

In this work, we propose a new method for 
automatically extracting information from electricity 
invoices. We use the IDSEM database that contains 

75.000 invoices with eighty-six different labels. It has 
a total of nine templates from different electricity 
companies, each one with its own layout and contents. 

We develop a pipeline to process the information, 
where the bills are first converted into text, and then 
tokenized and passed through a named entity 
recognition (NER) system to detect the entities. The 
NER relies on a Transformer [18], which can detect 
most of the entities with high accuracy. Since the 
entities may appear multiple times in various parts of 
the documents, we fuse the information to obtain a 
unique value per label. The NER system is an 
important component of many NLP applications, and 
it is typically used for different tasks, such as 
information extraction, question answering or text 
classification. 

Transformers are a powerful type of neural 
network architecture that has been very successful in 
NLP. They are particularly effective at capturing long-
range dependencies and contextual relationships in 
text data. However, the text used in invoices is more 
structured and contains diverse data, that mixes 
different types of amounts (for example, bill prices and 
electricity consumption), with textual information. 
Therefore, there is little contextual information in 
some cases. 

We review some of the most important techniques 
for this problem in Section 2. Section 3 details the 
features of the IDSEM dataset and the method that we 
have designed for recognizing the contents of the 
invoices. The experimental results are given in Section 
4, with a focus on the outputs of the different steps of 
the pipeline and a study on the performance of the 
method. Finally, some concluding remarks  
in Section 5. 
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2. Related Work 
 

The field of information extraction from  
semi-structured documents has witnessed significant 
advancements during the last years. Extracting 
relevant data from invoices or receipts poses a unique 
challenge due to the variability in formats and layouts. 

Many effective methods have been developed to 
tackle this problem. Some of them are based on 
template matching [2, 12], which involves creating 
predefined templates that capture the structure and key 
fields of the documents. These templates serve as 
reference points for information extraction. However, 
these types of methods are highly dependent on 
accurately matching document layouts to predefined 
templates and may not handle variations well. 

Rule-based extraction methods (SmartFix [3, 4, 8], 
Intellix [15]), on the other hand, rely on defining a set 
of rules or patterns to identify and extract relevant 
information from the documents. These rules can be 
based on regular expressions, keywords, or positional 
patterns. While rule-based methods are straight 
forward to implement, they can be brittle and require 
regular maintenance to accommodate document 
variations. 

Traditional machine learning approaches have also 
been employed to extract information from invoices. 
Supervised learning involves training a model on 
annotated data to recognize patterns and extract 
relevant information. Unsupervised learning, on the 
other hand, leverages clustering algorithms to identify 
similar document structures and extract information 
accordingly. 

Natural Language Processing (NLP) techniques 
treat documents as text and include several tasks, such 
as named entity recognition [5], part-of-speech 
tagging, and semantic parsing, which are utilized to 
extract structured information from unstructured text. 
These techniques enable the identification of entities, 
relationships, and key attributes within the document 
text. 

Deep Learning models [9] have shown promising 
results for information extraction in recent years. 
Convolutional Neural Networks (CNNs) [6, 19], 
Recurrent Neural Networks (RNNs) [10, 13], or 
Transformer-based architectures [20] can be applied 
for tasks like document layout analysis, character 
recognition, and sequence labeling. 

Hybrid approaches combine multiple methods, 
such as rule-based and machine learning techniques, to 
achieve more accurate and robust extraction. For 
example, rule-based methods can be used for initial 
extraction, followed by machine learning models to 
handle variations, and improve extraction accuracy. 

The effectiveness of these methods depends on the 
availability of high-quality training data,  
domain-specific knowledge, and the complexity of the 
documents being processed. Additionally, ongoing 
model evaluation and adaptation are crucial to 
maintain accurate extraction performance as document 
formats evolve. 
 

3. Material and Methods 
 

3.1. Electricity Invoices Dataset 
 

We use the IDSEM [14] dataset that contains 
electricity invoices in PDF format. This recently 
published database is organized in two directories with 
30.000 files for training and 45.000 for testing. Each 
bill is defined by eighty-six different labels that are 
stored in JSON files. In the training set, there are two 
PDF files: one for the invoice and another with 
annotations around the labels to facilitate information 
extraction during the training process. The label codes 
are placed at the beginning and end of the 
corresponding values, such as #J5 191.32 #J5, where 
J5 represents the code for the "total price". 

For each invoice, there is a corresponding JSON 
file that contains the value of each tag embedded in the 
PDF. This JSON file is used to verify the accuracy of 
the information extracted from the original bill. 

Fig. 1 displays a fragment of an invoice from the 
IDSEM database and Fig. 2 shows the same fragment 
with label annotations. 

 

 
 

Fig. 1. A fragment of an invoice of the IDSEM dataset. 
 

 
 

Fig. 2. A fragment of an invoice with annotations  
of the IDSEM dataset. The annotations allow labeling  
the relevant information of the invoices. The code of the 
labels surrounds the value in the invoice. 
 

Table 1 shows the file resulting from converting the 
invoice in Fig. 1 to text format. It presents an extract 
from the file in Spacy [17] format. Each invoice is 
described by the text extracted from the PDF along 
with the entities identified by their start and end 
positions in the text. Additionally, in Table 1 we 
provide a list of the various labels identified  
in the invoice. 

We have selected a subset of 5.000 invoices 
corresponding to five different marketers. A total of 
4.000 invoices are used for training and 1.000 for 
validation. We convert all the invoices from PDF to 
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text and identify the position of the labels in the text. 
We use the pdf2text application for extracting the 
text from the PDF file. This extraction is done line by 
line, sometimes causing label information to span 
multiple lines or overlap with multiple tokens on the 
same line. We detect the start and end positions of each 
label using the labels annotations identified in the text, 
i.e. (354, 360, 'J5') for the label ‘J5’, total price. 
With this information, we build the entity section of the 
Spacy file. In Fig. 3, we show the pipeline for 
converting the IDSEM invoices to Spacy format. 
 
 
Table 1. An electricity invoice in text format corresponding 
to the bill shown in Fig. 1. This is the format of the SpaCy 
library, with the position of entities and their codes at the end. 
At the bottom, we enumerate the most relevant labels present 
in the invoice. 

 
[('DATOS DE LA FACTURA DE ELECTRICIDAD\n' 

'IMPORTE FACTURA: 184,40 €\n' 

'Nº Factura: L9563906771 emitida el 13 de enero de 
2010\n' 

'Periodo de consumo: 12 de noviembre de 2009 a #F5 
11 de enero de\n' 

'Fecha de cargo: 16 de enero de 2010\n' 
'Referencia del contrato de suministro: 
1544388405822\n' 

... 

'RESUMEN MADRID #C5\n' 

'Por potencia contratada 27,98 €' 

'Celeste Zetina Quesada\n' 

'Por energía consumida 133,02 €\n' 

' 8,23 €\n' 

'Calle Hospital\n' 

'Impuesto electricidad\n' 

'Alquiler equipos medida y control 3,02 € 25577' 

'Lladorre\n' 

'IVA 11,85 €\n' 

' 7 % s/169,23 €\n' 

' 0,30 €\n' 

' 10 % s/3,02 €\n' 

'TOTAL IMPORTE FACTURA: 184,40 €\n' 

'\x0c', 

{'entities': [(354, 360, 'J5'), (451, 462, 'F1'), 

(474, 493, 'F3'), (590, 613, 'F4'),(1111, 
1130,'G3'), (1246, 1259, 'E9'), (1657, 1662, 
'J1'), (1670, 1692, 'A1'), (1749, 1755, 'J2'), 
(1815, 1819, 'N2'), (1900, 1914, 'A3'), (2008, 
2012, 'M4'), (2021, 2026, 'A4'), (2027, 2035, 
'A5'), (2093, 2098, 'N8'), (2130, 2131, 'N6'), 
(2135, 2141, 'N7'), (2202, 2206, 'N5'), (2240, 

2242, 'N4'), (2246, 2250, 'M4'), (2310, 
2316,'J5')]})] 

A1/B1, Customer's name 
A3/B3, Customer's address 
A4/B4, Postal code 
A5/B5, Customer's city 
J1, Electricity power price 
J2, Energy consumed price 
J5, Total price 
M4, Equipment rental price 
N2, Electricity tax price 
N4, Normal tax rate 
N5, Reduced tax price 

N6, Reduced tax rate 
N8, Tax price 
E9, Reference supply contract
F1, Invoice number 
F2, Invoice reference 
F3, Invoice release date 
F4, Start billing date 
F5, End billing date 
G3, Payment date 

 
 
Fig 3. Pipeline for converting the IDSEM invoice to Spacy 

format, text + entities. In Fig. 1, we have an example  
of the input data and Table 1, an example of output data. 

 
 

3.2. Configuration of the NER Model 
 

Named Entity Recognition is a key task in NLP that 
involves identifying and classifying entities within the 
text. The NER pipeline typically consists of several 
steps, including tokenization, part-of-speech tagging, 
and entity recognition. 

The Transformer architecture is based on the  
self-attention mechanism, which allows the network to 
attend to different parts of the input sequence with 
varying degrees of importance. Its architecture consists 
of an encoder and a decoder, which are connected by 
multi-headed self-attention and feedforward layers. 

We design a system that automatically extracts the 
relevant information using a NER process. In our 
method, we choose a Transformer model for training 
the NER. The system is implemented with the SpaCy 
[17] library, which is a standard library for NLP  
in Python. 

Fig. 4 shows the pipeline for the training process, 
which includes the NER component and the input data. 
The named entity recognizer takes electricity invoices 
and predicts sentences and their labels in context. The 
training data includes the text of invoices, the positions 
of the entities they contain, and the entity label codes. 
It is necessary to have another entity that do not 
correspond to any label. 

 

 
 
Fig. 4. Transformer pipeline for the training process. 
 
 
The training data helps the model to specify the 

information that we want it to predict. Since the model 
can detect multiple values for the same entity, we fuse 
the information by checking the format of the label and 
some statistics of the extracted data. Our trained model 
can recognize entities in similar contexts, 
independently of the format employed in each bill and 
the organization of the entities in the document. 
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4. Results 
 

To evaluate our model's accuracy, we compare its 
predictions with invoices not used during training. We 
calculate the accuracy of our model with standard 
performance metrics [11], such as Precision, Recall 
and F1-score. The overall accuracy for all the labels 
and invoices in the test set is 99.3 %. 

Table 2 shows the results for many principal labels, 
like the customer’s name (A1), the total price (J5), the 
equipment rental price (M4), or the taxes (N2, N5, N8). 
The precision, recall, and F1-score metrics are 
presented for each label. There are many labels that 
obtain an F1-score of 100 %. The F1-score of the N2 
label, Electricity tax price, was the lowest one with  
41 %. Its recall is low, which indicates many false 
negatives in this case. These results show that the 
proposed method achieves high accuracy for most of 
the labels. 
 
 
Table 2. Precision, Recall and F1-score obtained for some 

labels of the invoice of Fig. 1. 
 

Label Precision Recall F1-score

A1/B1, Customer's name 100 % 100 % 100 % 

A3/B3, Customer's address 100 % 100 % 100 % 

A4/B4, Postal code 100 % 100 % 100 % 

A5/B5, Customer's city 100 % 100 % 100 % 

C1, Marketer's name 32 % 100 % 48 % 

C5, Marketer's city 99 % 99 % 99 % 

CD, Customer's support ph. 58 % 100 % 74 % 

J1, Electricity power price 94 % 100 % 97 % 

J2, Energy consumed price 100 % 100 % 100 % 

J5, Total price 100 % 100 % 100 % 

M4, Equipment rental price 100 % 100 % 100 % 

N2, Electricity tax price 100 % 26 % 41 % 

N4, Normal tax rate 100 % 100 % 100 % 

N5, Reduced tax price 100 % 100 % 100 % 

N6, Reduced tax rate 100 % 100 % 100 % 

N8, Tax price 77 % 100 % 87 % 

F1, Invoice number 100 % 100 % 100 % 

F3, Invoice release date 100 % 100 % 100 % 

F4, Start billing date 100 % 100 % 100 % 

F5, End billing date 100 % 100 % 100 % 

 
Fig. 9 displays two confusion matrices 

corresponding to the labels detailed in Table 2. The 
diagonal values in the matrices indicate the number of 
correctly identified labels, while the off-diagonal 
values represent the misclassified labels. The matrices 
demonstrate high accuracy of the proposed method. 
The first matrix shows the labels with the highest value 
of the "Precision" while the second matrix shows the 
less precise labels. 

To verify the correct functioning of the proposed 
method, Fig. 5 shows an example of an electricity bill 
used in the tests. 

The visualizations produced by displaycy are 
informative and provided valuable insights into the 
model's performance. These visualizations allowed us 
to identify the entity types that the model performed 
well on and those that it struggled with. For instance, 
the model has high precision and recall for identifying 
the marketer and customer information. 

 

 
 

Fig. 5. A fragment of an invoice of the IDSEM dataset. 
 

Figs. 6, 7 and 8, depict some fragments of the 
invoice shown in Fig. 5. They highlight named entities 
and their labels in a text. The figures show that the 
proposed method successfully identified all the 
relevant information from the invoice, demonstrating 
the effectiveness of the proposed method. 
 

 

 
 

Fig. 6. Fragment of the summary of the invoice shown  
in Fig. 5 and the named entities identified by our method. 

 

 

 
 

Fig 7. Fragment of the electricity company  
and the customer of the invoice shown in Fig. 5  
and the named entities identified by our method. 
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Fig 8. Fragment of the breakdown of the invoice shown  
in Fig. 5 and the named entities identified by our method. 

5. Conclusion 
 

We proposed a method for automatically extracting 
information from electricity invoices. This method 
relied on text data and is based on an NLP pipeline to 
process the information. The main module of the 
system is based on a NER process, supported by a 
Transformer neural network, that allows detecting the 
named entities. The results showed that the proposed 
system can extract the main labels with high accuracy. 
The visualizations shown allowed us to gain a deeper 
insight on the model's strengths and weaknesses. In 
future works, we will explore other neural network 
architectures to integrate visual information with  
text data. 
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Fig. 9. Confusion matrices of the labels shown in Table 2. 
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Summary: The present research aims at improving the accuracy of labels on Petri dish images containing Colony Forming 
Units using Artificial Intelligence algorithms. Indeed, the labeling methods proposed by classical computer vision software 
such as ScanStation for example, are prone to errors and the manual correction of these errors is a difficult task. We propose 
a methodology based on AI models. At first, a YOLO model is trained on the existing labels given by ScanStation. The 
bounding boxes provided by ScanStation and YOLO are then binarized using the OTSU algorithm to generate semantic labels 
that are used to train a U-Net. Then, a Xception model is trained to classify all the segments generated by the U-Net as either 
outlier or colony. For new data, the trained U-Net and Xception models are used to improve the labeling. The results indicate 
that the proposed approach improves the accuracy of the labeling process without human correction. 
 
Keywords: Deep learning, Convolutional neural network, Yolo, U-Net, Xception, Colony forming units, Petri dish labeling. 
 

 
1. Introduction 

 
Microbial contamination is a pervasive 

phenomenon that poses a significant threat to human 
health worldwide. Microorganisms, including bacteria, 
viruses, fungi and parasites, can cause a wide range of 
infections, diseases and even death. According to the 
World Health Organization (WHO) [1], approximately 
10 % of the world's population, or about 600 million 
people, become ill each year from eating contaminated 
food, resulting in 420000 deaths and 33 million lost 
years of healthy life. 

The best way to prevent a microbial infection is to 
test samples for the presence of bacteria and other 
harmful microorganisms. However, their small size 
does not make them directly visible in a sample, and 
expensive equipment is often required to accurately 
detect and quantify these microorganisms. 

Petri dishes provide a cheap and simple alternative 
to this problem. When a sample is placed on a Petri 
dish containing a nutrient-rich medium, each bacterial 
cell will begin to grow and divide, forming a colony or 
‘Colony Forming Unit’ (CFU) as shown in Fig. 1. A 
CFU is essentially a visible cluster of identical bacteria 
that have emerged from a single bacterial cell in the 
original sample. By counting the number of CFUs on a 
Petri dish, we can estimate the number of bacteria 
present in the original sample. 
 
 

 
 

Fig. 1. Growth of a CFU at h+0, h+6, h+12, h+18  
and h+24 after incubation (from left to right). 

The number of CFU is usually between 30 and 300 
in a single Petri dish, usually 90 mm in diameter  
(Fig. 2). Counting CFU's in Petri dishes is an essential 
process for various industries, especially food but also 
cosmetics and pharmaceuticals. Accurate CFU 
counting helps determine the safety and quality of 
these industrial products for consumption or use, 
making it a crucial step in the manufacturing process. 
 

 
 

Fig. 2. Image of a Petri dish 24 hours later incubation. 
 

To evaluate automatic counting software, or to 
develop a supervised detection model, it is therefore 
essential to accurately label the images of Petri dishes 
containing CFUs, i.e., to mark with bounding boxes or 
masks all CFUs present in the dish. 

The traditional labeling method involves manual 
counting. However, counting CFUs is a  
time-consuming and laborious process that requires 
skilled technicians with a keen eye for detail. In 
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addition, visual interpretation can be subjective, as 
evidenced by the non-reproducibility of accurate 
labeling between two microbiologists, especially on 
dishes with many CFUs or clusters. Furthermore, the 
counting process is affected by various factors such as 
lighting conditions, colony shape and size, and 
observer experience. This can lead to variability and 
errors in labeling, affecting the accuracy and reliability 
of the analysis. 

To overcome this challenge, artificial intelligence 
(AI) algorithms have been explored in recent years  
[2, 3]. However, these algorithms require a large, 
properly labeled dataset. In this study, we propose an 
AI-based approach called ‘Autolabel’ to improve the 
accuracy of labeling images of Petri dishes containing 
CFUs. Specifically, we use a combination of the 
YOLO [4] (You Only Look Once), an object detection 
algorithm that uses a single neural network to 
simultaneously predict bounding boxes, U-Net [5], a 
convolutional neural network architecture commonly 
used for semantic segmentation tasks, and Xception 
[6], an advanced neural network architecture designed 
for efficient and accurate image classification, to 
generate more accurate and reliable labels. 

The methodology of our approach, which consists 
of three major components: learning strategy (2.1), 
inference (2.2), and training and test datasets (2.3), is 
described in detail in Section 2 of this paper. The 
results of our study are presented in Section 3, while a 
conclusion on the effectiveness of our approach is 
drawn in Section 4. Finally, the perspectives of this 
research as well as possible improvement are discussed 
in Section 5. 
 
 

2. Methodology 
 

2.1. Learning Strategy 
 

CFUs labels that are given by professional tools 
such as ScanStation (an incubator manufactured by 
Interscience equipped with a computer vision program 
that analyzes the box throughout its incubation 
process, allowing to identify growing CFUs), are not 
perfect and contains some errors, mainly on the edge 
of the box or in difficult cases such as a high density 
of CFUs, clusters, low contrasted CFUs or abnormal 
shaped CFUs. To solve this problem, we proposed the 
following process, as describe in the diagram in Fig. 3. 

 
 

 
 

Fig. 3. Diagram representing the Autolabel process. The purple boxes encompass Computer Vision algorithms, the green boxes 
signify AI algorithms, the black box represents a basic program, and the blue boxes indicate datasets or labels. The orange 
pathway symbolizes the training phase, or learning strategy, while the red pathway corresponds to the inference process.

 
 

1) The deep learning algorithm YOLO was used to 
relabel the Petri dish images that ScanStation failed to 
label well. By manually selecting the best Petri dish 
images (labeled by ScanStation) to train YOLO, and 
then using the trained model to label the remaining 
Petri dish images (Fig. 4), a large number of bounding 
boxes were generated. 

2) In order to obtain semantic labels, the OTSU 
thresholding method was used to binarize the content 
of the bounding boxes from ScanStation and YOLO. 
The bounding boxes and OTSU semantic results are 
shown in Fig. 5. 

3) These binarized bounding boxes combinations 
are then used as semantic labels to train a U-Net model, 

a convolutional neural network used for image 
segmentation. 

The primary purpose of employing U-Net lies in 
two aspects. Firstly, it aims to reduce the possibility of 
undetected CFU by generate segments that may not 
contain bounding boxes. 

Secondly, it seeks to establish semantic labels for 
all CFUs. This form of labeling can be utilized to train 
an instance segmentation model like Mask-RCNN [7], 
facilitating more accurate and comprehensive CFU 
detection. The output segments of the U-Net model can 
be seen in Fig. 6. 
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Fig. 4. CFUs detection by YOLO. 
 
 

 
 

Fig. 5. CFUs segmentation with OTSU 
 
 

 
 

Fig. 6. Output of U-Net. 
 
 

4) Several outputs of the U-Net are then classified 
as 'UFC' or 'outlier'. For this purpose, a model based on 
Xception, commonly used for image classification was 
trained with two datasets (one per class). For the 'UFC' 
class, we used the segments given by U-Net which 
were identified inside a bounding box given by 
ScanStation and YOLO. For the 'Outlier' class, we took 
the segments given by U-Net from boxes without CFU 
(before colony growth but with all artifacts like 
bubbles, annotations, impurities, etc.). 

If a segment contains multiple bounding boxes, 
meaning it’s a cluster, we separated the segment 
according to the distance from the center to the 
bounding box limit. The results of this segment 
sectioning can be seen in Fig. 7, and an example of 
segments removed by Xception (bubble) is shown  
in Fig. 8. 

 
 

Fig. 7. Section of two agglomerate segments. 
 

 
 

Fig. 8. Classification of an outlier (bubble). 
 
 

2.2. Inference 
 

Once learning is complete, inference is performed 
by injecting the new data into the U-Net model for 
segmentation followed by Xception for classification. 
As a consequence, the imperfect labels of bounding 
boxes from ScanStation are transformed into instance 
segmentation, incorporating certain missed CFUs 
while eliminating identified outliers that could have 
been detected. Fig. 9 shows the results of our improved 
Autolabel labeling algorithm. Individual colonies are 
identified by different shades of purple. 
 

 
 

Fig. 9. Result of our method. 
 

To compare the results with the original method, 
we transformed the individual segments into  
bounding boxes. 
 
 
2.3. Training and Testing Datasets 

 
In the training phase, we used a dataset consisting 

of 11900 annotated Petri dish image sequences 
acquired from ScanStation. Each sequence includes 
several images illustrating the incubation and growth 
stages of CFUs. We selected a total of 989 Petri dishes 
based on the best visually apparent ScanStation results 
on the last image of the sequence. For each selected 
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Petri dish, we extracted images containing CFUs at  
2-hour intervals, resulting in a dataset of 11760 images 
for training the YOLO model. The U-Net dataset 
contained 7584 images, each from the last image of the 
sequence and selected based on the best OTSU 
binarization result from the bounding boxes generated 
by YOLO and Scanstation. 

For training the Xception classifier, we provided an 
equal number of segments from both classes (13027). 
We performed the test on a separate set of 166 images 
captured by a system from the same manufacturer as 
the training data. The manually corrected results from 
ScanStation were used as ground truth. 

It should be noted that, unlike the training dataset 
which contained only the best visual results from 
ScanStation, the test dataset used to evaluate our 
method contained mostly images of Petri dishes with 
difficult counting tasks, clumps, and/or high CFU 
numbers. 
 
 
3. Results 
 

The classical measure for evaluating object 
detection algorithms is the Intersection over Union 
(IoU) measure. However, given the  
non-reproducibility of our data, the delimitation of 
bounding boxes is very subjective, which can lead to 
low IoUs, even for close detections. We therefore 
propose to adopt a metric based on a distance criterion 
(between the predicted center and the ground truth 
center of the colony) and on a shape criterion (average 
radius of the predicted colonies and the ground truth 
colonies). This new metric called 'Distance 
Normalized by Mean Radius' (DNMR) is defined as 
follows (Eq. (1)): 

 

 DNMR	 = 	1 − ( , )( , ), (1) 

 
where GT is the ground truth, Pred is the prediction 
either by ScanStation or our method, C is a center in a 
2D spatial position, and Rad is the radius. 

With this metric, we decided to apply a threshold 
of 0.5 to define if a colony is detected or not compared 
to the ground truth. As CFUs have a low degree of 
overlapping the threshold was set to 0.5, we ensured 
that any score beyond this value would provide a 
reliable indication of successful detection. This allows 
us to evaluate our method using the classical criteria: 
Precision, Recall and F1 score. 

Table 1 shows the precision, recall and F1 score 
obtained by ScanStation and our labeling method 
Autolabel on the Petri dish images of the  
inference base. 

The results clearly show that the Autolabel method 
performs better than a conventional ScanStation-type 
method in terms of precision, recall and F1 score. 
However, we found that some CFUs are still not 
detected, especially very small ones, due to the U-Net 
resolution limit imposed by the memory size of the 
GPU we used (RTX 2080Ti, 11 Gb VRAM). 

Table 1. Precision, Recall and F1 Score comparison. 
 

Label Precision Recall F1 Score 

ScanStation 0.622 0.590 0.606 
Autolabel 0.808 0.683 0.740 

 
 
4. Conclusion 
 

Our research proposes a novel approach to train 
machine learning models without using manually 
labeled images in the training phase. Instead, we relied 
on imperfect labels generated by an automated process 
(ScanStation). Despite this unconventional approach, 
our results demonstrated significant improvements in 
precision (+18 %), recall (+9 %), and F1 score  
(+14 %). It should be noted that the testing dataset 
utilized a different labeling approach, a manual one, 
which posed some challenges in replicating the same 
type of bounding boxes. To address this issue, we 
employed the ‘Distance Normalized by Mean  
Radius’ metric. 

Overall, this study highlights the potential of using 
AI algorithms to improve detection accuracy before a 
manual correction phase, which is typically a  
time-consuming and labor-intensive task. Our 
approach leverages the power of AI generalization to 
improve the labeling accuracy of Petri dish images, 
using multiple cascaded algorithms, resulting in 
improved detection of CFUs. Although the results of 
our study demonstrate a significant improvement in the 
accuracy of Petri dish labeling, it is important to note 
that there is still tremendous potential for 
improvement. 

Furthermore, our approach has the potential to be 
applied beyond CFUs detection and used to test large 
datasets of interpretative labels, which can help 
highlight errors made by both human and automatic 
labeling processes. This can be particularly useful in 
scenarios where manual labeling is not feasible due to 
resource constraints or time limitations. By utilizing 
machine learning to identify errors in interpretative 
labels, we can improve the accuracy and reliability of 
data-driven applications in various domains. 
 
 
5. Perspectives 
 

In future research, we plan to apply the proposed 
approach to improve the label accuracy of a larger 
dataset of Petri dish images. We aim to use the 
generated labels to train a detection model such as 
YOLO or instance segmentation model like Mask  
R-CNN. Our ultimate goal is to develop a robust and 
accurate detection model that can be used for a variety 
of applications, including bacterial colony detection 
and classification. 
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Summary: The automatic detection of brain tumors is important for efficiently processing large amounts of data. This is a 
complex task due to the great variety that exists, and the inherent challenges associated with processing medical images. The 
aim of this work is to assess the performance of recent neural networks for the classification of brain tumors. We study the 
EfficientNet model, which has provided good results in many classification problems. We use two standard datasets with more 
than 3000 magnetic resonance images each. The classification includes four different classes with three tumor types (glioma, 
meningioma, pituitary tumors), and an additional class for brains without tumors. The experiments analyze three models of 
the EfficientNet architecture, using several techniques, such as transfer learning, early stopping and fine-tuning. The results 
show that the models attain an accuracy of 98.4 % and 97.5 % with the two datasets, which is on par with state-of-the-art 
methods. 
 
Keywords: Brain tumor classification, Magnetic resonance imaging (MRI), Deep learning, Convolutional neural  
network (CNN). 
 

 
1. Introduction 

 
During the last years, many works have explored 

the application of deep neural networks for the 
classification of brain tumors. This is an intricate task 
due to the difficulty in the diagnosis of several types of 
tumors and the implications for the health of patients. 
Consequently, the quest for a neural network capable 
of delivering exceptional accuracy in tumor detection 
holds paramount importance for effective patient 
treatment. 

Many works have obtained promising results with 
standard architectures, such as ResNet [13], Xception 
[11] or Vision Transformers [24], and a few works 
have compared the performance of multiple neural 
networks, like in [17-19]. 

The study presented in [18] showed that 
EfficientNet [23] provided good performance among 
many different models, with one of the best trade-offs 
between accuracy and model complexity. However, 
the authors did not search for the best  
hyper-parameters, using a general setting for  
all the models. 

In this work, we are interested in deepening in the 
capabilities of this neural network. The aim is to 
analyze several techniques, such as transfer learning, 
fine tuning, or early stopping, and find the best 
configuration. We use two datasets of more than  
3000 magnetic resonance images each. The first one, 
from Figshare [7], contains 3064 images with three 
types of tumors, whereas the second one, from Kaggle 
[4], has 3264 images with an additional label for 
images without tumors. 

The experiments analyze the behavior of different 
models of the EfficientNet family, obtaining an 

accuracy of 98.4 % with the Figshare dataset and  
97.5 % with the Kaggle dataset. In particular, we study 
three models with a high disparity in the number of 
parameters, so we may understand the behavior with 
respect to the size of the network. The use of transfer 
learning is important for attaining high levels of 
accuracy and fine-tuning is key for further improving 
the results. Comparing with state-of-the-art methods, 
our results rank in the top of the classification for  
both datasets. 

Section 2 discusses the main works in the literature 
based on neural networks. Section 3 details the datasets 
that we use in our study, then it summarizes the main 
characteristics of the EfficientNet model and details 
the experimental setup. Section 3 analyzes the 
experimental results and compares with state-of-the-
art methods. Some concluding remarks are given  
in Section 4. 

 
 

2. Related Work 
 
Over the past few years, many methods have 

addressed the problem of brain tumor classification 
with neural networks and a few studies have compared 
the performance of several convolutional neural 
networks (CNNs) for this task. For example, in [19], 
the authors trained five models (Xception, ResNet50, 
InceptionV3, VGG16, and MobileNet), achieving 
accuracies of 98.75 %, 98.50 %, 98.00 %, 97.50 %, and 
97.25 %, respectively. However, this preliminary work 
lacks sufficient details to reproduce the results and it is 
not clear which dataset was used in the experiments. 

The authors of the work presented in [17] 
investigated the performance of the VGG16, VGG19, 
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ResNet50, and DenseNet121 models using the 
Figshare dataset, relying on transfer learning and 
adding three fully connected layers on top of the neural 
networks. They compared results using several 
optimization methods (Adam, Adadelta, RMSprop, 
and SGD), and obtained the best results with ResNet50 
and DenseNet121, with an accuracy of 99.0 % and  
98.9 %, respectively. 

Nevertheless, these works are not directly 
comparable due to the use of different datasets. The 
work presented in [18] analyzes most of these CNNs 
and includes EfficientNet and the recent ConvNext, 
using the two datasets. They explored different 
versions of each family and provided sufficient details 
for reproducibility. They also obtained good 
performance for these models and draw some 
interesting conclusions. The EfficientNet model 
presented the best trade-off between accuracy and 
complexity, being one  of the best candidates for  
this problem. 

Many other articles have studied the behavior of 
other models, like in [25], where the authors showed 
the superiority of GoogLeNet [21] over AlexNet [12] 
using transfer learning. 

The EfficientNet architecture has also been 
previously used in [10] and [14]. The first work was 
based on the EfficientNetB0 model and obtained an 
accuracy of 96.9 % using the Kaggle dataset. In this 
study, we obtain better results with both 
EfficientNetB0 and EfficientNetB3. For the work 
presented in [14], it is not clear which dataset was used. 

A study on ResNet50 [13] provided results with an 
accuracy of 97.5 % using the Figshare dataset. They 
obtained better results without data augmentation, 
which is in line with the results obtained in [18]. 

More recently, in [11], the authors analyze several 
networks and propose an ensemble of three models 
based on VGG16, InceptionV3, and Xception, 
obtaining an accuracy of 96.9 % with the Kaggle 
dataset. The authors also studied three different Vision 
Transformers, but they did not obtain good results. In 
our work, we obtain higher accuracy with a single 
model. Although the accuracy of these methods is 
typically above 95 %, it is not easy to compare the 
results because they use different datasets and 
configurations. 
 
 
3. Material and Methods 
 
3.1. Datasets 
 

In this work, we use two MRI datasets for brain 
tumor classification. The first one is available on 
Figshare [7] and was initially proposed in [6]. It is one 
of the first datasets for this purpose and many works 
have used it for evaluating their methods. It contains 
3064 images with the three tumor types: 1426 images 
of gliomas, 708 images of meningiomas, and  
930 images of pituitary tumors. In this case, there are 
no images of healthy brains, thus there is not any label 

for the no tumor class. The information is stored in 
MATLAB format in a data structure that contains the 
image, the label, a unique identifier, and the 
segmentation of the tumor region, including a mask 
and a polygon of the tumor contour. We converted the 
images into PNG format and split the images into the 
training and testing directories, with three 
subdirectories corresponding to the three tumor types. 

The Kaggle dataset [4] contains images with the 
same types of tumors and an additional classification 
for images without tumors. It contains 3264 images, 
with 926 gliomas, 937 meningiomas, 901 pituitary 
tumors, and 500 without tumors. In this case, the 
dataset is organized in two directories (training and 
testing) and four subdirectories corresponding to each 
label. In a preprocessing step, we unified the size of the 
images to 512×512 by scaling and centering the 
original images. This dataset contains more variety 
than the previous one, because it was created by 
collecting images from other sources. For instance, it 
includes more than 2000 images from the Figshare 
dataset (as reported in [18]), as well as images from 
other datasets. Fig. 1 depicts some slices of this dataset 
from different views. 

 
 

3.2. The EfficientNet Neural Network 
 
EfficientNet [22] is a recent CNN that maintains a 

trade-off between accuracy and FLOPS by performing 
a compound scaling of the depth and width of the 
network. It also adapts the resolution of the input 
images for this purpose. This family of networks 
defines eight different models, from B0 to B7, with 
increasing sizes in width, depth, and image resolution. 
This network relies on the Mnasnet architecture, which 
uses inverted bottlenecks, and squeeze-and-excitation 
optimization. 

In our study, we analyze the second version of this 
family [23], which introduces several improvements 
over the previous version. The main differences are the 
introduction of progressive learning, so that the size of 
the images and strength of regularization is gradually 
increased during training; the replacement of 
depthwise convolutions in the first layers to increase 
the speed; and the scaling of the network starting from 
later stages. 

We report the results for the B0, the B3, and the 
Small configurations. The number of parameters is 
significantly smaller than in other neural networks 
with similar performance. The accuracy that we obtain 
with the models of this version is consistently higher 
than with the models of the first one. 

For transfer learning, we remove the top layer and 
include a dense layer with the number of classes (three 
for the Figshare dataset and four for the Kaggle 
dataset) and SoftMax activation. Before the dense 
layer, we include dropout. In our experiments, we 
obtained slightly better results with a dropout rate of 
70 % in comparison with 50 % and 30 %, therefore, we 
selected 70 % by default. 
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Fig. 1. Images of brain tumors from the Kaggle dataset: the first image on the left is an axial view of the brain with a glioma; 

the second image on the left is a coronal view with a meningioma; the third one is a sagittal view with a pituitary tumor;  
and the image on the right is a brain without tumor. 

 
 
3.3. Experiments Setting 

 
We use the TensorFlow and Keras libraries for 

the training of the neural networks, and the  
scikit-learn library to evaluate the models. The 
images are scaled down to 256×256 pixels with three 
channels. The range of the original pixel values is 
between 0 and 255, and we normalized the images 
between -1 and 1, dividing by 127.5 and subtracting 1. 
The experiments were conducted on an Intel Core  
i9-10940X CPU @3.30 GHz processor with 32 GB 
RAM, an NVIDIA GeForce RTX 2060 GPU with  
8 GB RAM and an NVIDIA Geforce RTX 3060 GPU 
with 12 GB RAM, under Windows 10. 

The models were trained using transfer learning 
with the weights corresponding to the ImageNet [8] 
dataset. We used the Adam optimizer with default 
parameters and early stopping with a patience 
parameter of 10. The maximum number of epochs was 
stablished to 50, although most executions finished 
before 25 epochs. For fine-tuning, we used the Adam 
optimizer with a learning rate of 10-4, a decay rate of 
10-5, and 20 epochs. In this case, we unfroze the last  
15 layers, comprising five convolutional layers. 

During the experiments, we used several batch 
sizes, such as 32, 64, and 128, although we did not 
appreciate significant differences in accuracy but more 
stability during the optimization process. 

We use one-hot encoding for coding the labels and 
categorical cross-entropy for the loss function. In the 
numerical results, we use the accuracy, precision, and 
recall metrics for comparing the methods, which are 
given by: 

 

 = ,  

 

 = ,  

 

 = ,  

 
with TP the true positive values, TN the true negatives, 
FP the false positives, and FN the false negatives. 
 

4. Results 
 

The results for the Figshare dataset are given in 
Table 1. We observe that the best model is the 
EfficientNetB0, with an accuracy of 98.4 %, and a high 
precision and recall. The second-best method is 
EfficientNetB3, with a slightly inferior performance, 
and the third one is EfficientNetSmall. 

 
 

Table 1. Results for the Figshare dataset. 
 

Method Accuracy Precision Recall 
EfficientNetB0 98.4 % 98.1 % 98.0 % 
EfficientNetB3 98.0 % 97.9 % 97.6 % 
EfficientNetSmall 97.7 % 97.8 % 97.0 % 

 
We observe a similar behavior when we use the 

Kaggle dataset; see Table 2. The accuracy is lower in 
this case for the three models. The best metrics are 
again for the EfficientNetB0 model. The training with 
this dataset is somehow more difficult as it has one 
more classification and image variety. 

 
 

Table 2. Results for the Kaggle dataset. 
 

Method Accuracy Precision Recall 
EfficientNetB0 97.5 % 97.3 % 97.6 % 
EfficientNetB3 96.9 % 97.0 % 96.7 % 
EfficientNetSmall 96.0 % 96.1 % 95.9 % 

 
The number of parameters of the models is 6,2M 

for EfficientNetB0, 13,2M for EfficientNetB3, and 
20,6M for EfficientNetSmall. The accuracy, precision, 
and recall are in general high for the three models. We 
note that the model with the lowest number of 
parameters provided the best accuracy in general. 
Fine-tuning, on the other hand, usually allowed to 
improve the accuracy by more than 2 %. 
 
 

4.1. Precision per Tumor Type 
 
In the following, we analyze the performance of the 

models with respect to each tumor type. In Figs. 2 and 
3, we show the confusion matrices for the best model, 
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i.e., EfficientNetB0, with the Figshare and Kaggle 
datasets, respectively. 

 

 
 

Fig. 2. Confusion matrix of the EfficientNetB0 model using 
the Figshare dataset. 

 
In the case of the Figshare dataset, gliomas and 

pituitary tumors are correctly classified with high 
precision, with only one misclassification out of 146 
for gliomas and two out of 87 for pituitary tumors. 
Meningiomas obtain the worse results with two errors 
out of 68 samples. 

Looking at the confusion matrix corresponding to 
the Kaggle dataset, we observe that EfficientNetB0 
classifies pituitary tumors with an accuracy of 100 %, 
whereas the no tumor class presents the worst results 
with an accuracy of 95 %. The performance for 
gliomas and meningiomas is similar, although we also 
observe that, for other experiments, meningiomas are 
slightly more difficult to classify than gliomas. 

Tables 3 and 4 show the precision of the three 
methods for the three tumor types, the first one 
corresponding to the Figshare dataset and the second 
one to the Kaggle dataset. We observe that the 
precision for the pituitary tumor is the highest in 
general, followed by the glioma class. The no-tumor 
class also has a high classification rate for the Kaggle 
dataset. Meningiomas obtained the worst results  
in general. 

 
 

Table 3. Precision of the methods with respect to each 
tumor type (Figshare dataset). 

 
Method Glioma Meningioma Pituitar 

EfficientNetB0 99.3 % 97.1 % 97.8 % 
EfficientNetB3 97.7 % 95.9 % 100 % 
EfficientNetSm 97.3 % 97.1 % 98.9 % 

 
Table 4. Precision of the methods with respect to each 

tumor type (Kaggle dataset). 
 

Method Glioma Mening. NoTum. Pituit. 
EfficientNetB0 97.0 % 97.1 % 95.1 % 100 % 
EfficientNetB3 97.9 % 94.9 % 98.1 % 96.9 % 
EfficientNetSm 98.9 % 88.5 % 98.1 % 98.9 % 

 
 

Fig. 3. Confusion matrix of the EfficientNetB0 model using 
the Kaggle dataset. 

 
 
4.3. Comparison with State-of-the-art Methods 
 

If we compare the results of the EfficientNet family 
with state-of-the-art methods, the models rank in the 
top of the classification. 

Table 5 shows the best methods in the literature that 
have used the Figshare dataset. EfficientNetB0 ranks 
in the second position, whereas EfficientNetB3 ranks 
in the fourth position. The first work in the ranking 
[19] obtains a high precision with the ResNet model, 
only using transfer learning. We note that ResNet50 
has 23,2M parameters, thus it is much larger than the 
EfficientNetB0 model. They also obtained good 
accuracy with other models, such as DenseNet and 
VGG, which are also much larger than EfficientNetB0. 
They add three fully connected layers on top of the 
network and analyze the performance using several 
optimizers. These models have also been analyzed in 
[18], also with transfer learning, although the results 
are not so accurate. 

The third work [24] utilizes Vision Transformers 
for the classification. They obtain a slightly better 
result with an ensemble of Transformers. 
Nevertheless, they used an image resolution of 
384×384 and the size of these networks is much bigger 
than EfficientNet. 

In the case of the Kaggle dataset in Table 6, we 
observe that the EfficientNetB0 model provides the 
second-best result and EfficientNetB3 ranks in the 
third position. In this case, there are just a few works 
because this dataset is more recent. 

The results presented in the first method [19], with 
an accuracy of 98.8 %, are, however, contradictory 
because it seems that they are using this dataset, but 
the number of images does not coincide, with more 
than 4000 images. On the other hand, it is not clear the 
configuration of the top layers they use after the CNN 
backbone and there are not enough details for 
reproducibility. 
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Table 5. Comparison with state-of-the-art methods  
using the Figshare dataset. 

 
Method Accuracy 

Pashaei et al. [15] 93.7 % 
Ayadi et al. [2] 94.7 % 
Phaye et al. [16] 95.0 % 
Ghassemi et al. [9] 95.6 % 
Shaik et al. [20] 96.5 % 
Badža et al. [3] 96.6 % 
Kumar et al. [13] 97.1 % 
EfficientNetSmall 97.7 % 
Amin et al. [1] 98.0 % 
Bodapati et al. [5] 98.0 % 
EfficientNetB3 98.0 % 
Tummala et al. [24] 98.2 % 
EfficientNetB0 98.4 % 
Polat et al. [17] 99.0 % 

 
 

Table 6. Comparison with state-of-the-art methods  
using the Kaggle dataset. 

 
Method Accuracy 

EfficientNetSmall 96.0 % 
Hossain et al. [11] 96.5 % 
Goutham et al. [10] 96.9 % 
EfficientNetB3 96.9 % 
EfficientNetB0 97.5 % 
Saleh et al. [19] 98.8 % 

 
 
5. Conclusion 
 

This work has shown that EfficientNet can provide 
high accuracy for the classification of brain tumors. 
We selected two of the most important datasets and 
tried to search the best hyperparameters. 

The best results for the two datasets were obtained 
with EfficientNetB0, which has the lowest number of 
parameters (6,2M). The second-best model was 
EfficientNetB3 with 13,2M parameters. This means 
that it is not necessary a neural network with a large 
capacity to deal with these datasets. 

Transfer learning and fine-tuning are important for 
increasing the accuracy of the models. It is interesting 
to note that transfer learning was based on the 
ImageNet dataset, which is composed of natural 
images, very different from MR images. This denotes 
the generalization capacity of CNNs. On the other 
hand, fine-tuning allowed to further increase the 
accuracy by more than 2 %. The results that we have 
obtained in the experiments are on par with  
state-of-the-art methods, with the benefit that the 
EfficientNet models have less parameters. 
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Summary: This work presents the preliminary results of an ongoing study on the classification of surfaces based on friction 
measurements. The investigated surfaces mainly differed in surface hardness, giving rise to differences in their tribological 
properties. The data used for the classification were force signals collected from an artificial fingertip mounted on a 
collaborative robot’s end-effector, while sliding along the respective surface in contact mode. A deep learning-based time 
series classification method, namely InceptionTime, has been used for classification. This methodology allowed to differentiate 
the investigated surfaces with accuracies higher than 90 % which exceeded the classification accuracy achieved by a human 
test panel. The presented measurement setup is also equipped with a vibration sensor to capture the mechanical vibrations 
elicited in a finger pad upon the dynamic exploration of textured surfaces that can further improve the classification accuracy 
and lead to a holistic description of surface haptics in general. This paves the way to the implementation of an automatic  
in-line robot-based surface classification system into a production line. 
 
Keywords: Time series classification, Tactile sensing, Artificial fingertip, Deep learning, Collaborative robots. 
 

 
1. Introduction 
 

With developments in the field of manufacturing 
high-end components, the need for sophisticated 
quality inspection techniques is increasing. In such 
cases traditional manual inspection strategies cannot 
meet the requirements. Advances in machine learning, 
robotics, and constant increases in the computational 
power of computers provide a solution for this 
challenge by introducing new ways of inspection and 
classification techniques. Currently, vision-based 
inspection is the standard methodology for automatic 
surface quality inspection in the manufacturing 
environment [1]. However, haptic properties of an  
end-product can be as important as its visual 
appearance. Therefore, a robot-based haptic inspection 
system, which can automatically inspect the surface 
characteristics of end products can make an important 
contribution to the production of high-quality 
components. 

The setup introduced in this contribution consists 
of an artificial fingertip that is mounted on a 
collaborative robot’s end effector. Five different 
samples were investigated to assess the feasibility of 
this method. For this, the artificial fingertip was slid 
along the respective surface. During sliding motion 
normal and friction forces were recorded and 
consequently used to train a deep learning algorithm 
for time series classification. This method reached 
classification accuracies higher than 90 %. However, 
optimizations and improvements are necessary both in 
software and mechanical aspects of the setup. 
 
2. Experimental Setup 
 

The setup consists of a collaborative robot (UR5e), 
a 3D-printed bracket mounted on its end-effector, 

holding a 3-axis force sensor (ME K3D40) to which an 
artificial fingertip replicating the human finger is 
attached. The fingertip is made of silicone with an 
additive (silicone deadener) to adjust the elasticity of 
the material. To reproduce the relatively hard 
uppermost skin layer, the stratum corneum, a  
water-based acrylic varnish was also applied to the 
fully cured finger. 

For validation, 5 injection molded polypropylene 
(PP) plates were used. The dimensions of the surfaces 
were identical; however, their friction properties were 
different, due to the variations in their materials and 
resulting differences in surface hardness [2]. The 
artificial fingertip was slid along the surfaces at a 
constant speed of 2 cm/s holding a constant normal 
force of 0.5 N ( ). The inspection setup along with the 
coordinate system can be seen in Fig. 1. 
 

 
 

Fig. 1. Inspection setup. 
 
 
3. Data Collection and Analysis 

 
To classify the collected temporal data, a deep 

learning-based time series classification (TSC) method 
called InceptionTime was used [3]. Only recently deep 
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learning algorithms for TSC have gained popularity 
[4]. InceptionTime is an ensemble of five deep learning 
networks, namely Inception networks. Inception 
network, a deep convolutional neural network 
architecture, was first introduced in [5] for image 
classification. The data collection process was divided 
into three cycles since the artificial fingertip showed 
some signs of damage during longer measurement 
periods that were reflected in the collected data. At 
each cycle the fingertip was slid 6 times on each 
sample. Thus, at the end there were 18 measurements 
from each surface. To train and test the networks, the 
time series of the coefficient of friction were calculated 
by dividing the friction force  by the normal force  
(see the coordinate system shown in Fig. 1). 

Ten ensemble networks were trained to classify 
each sample against all others. Out of the 18 collected 
measurements from each sample, 9 measurements 
were used for network training, and the rest for 
validation. For the selection of the training and 
validation data, the effect of wearing of the fingertip 
was considered. 
 
 
4. Results 
 

The performance of the networks was quantified by 
the degree of their accuracy with the test data. The 
validation accuracies are presented in Table 1. The 
plates used during the experiments are designated as 
S1 – S5. As it can be seen, the networks were able to 
successfully classify the surfaces with accuracies 
higher than 90 % based on the temporal data of the 
coefficient of friction. 
 

 
Table 1. Accuracy of the trained networks in classifying  

the respective samples after training. 
 

Network Accuracy 
S1 vs. S2 1.0 
S1 vs. S3 0.92 
S1 vs. S4 1.0 
S1 vs. S5 0.92 
S2 vs. S3 1.0 
S2 vs. S4 0.92 
S2 vs. S5 1.0 
S3 vs. S4 1.0 
S3 vs. S5 0.92 
S4 vs. S5 0.94 

 
 
5. Discussion and Conclusion 
 

This methodology allowed to differentiate the 
investigated surfaces with accuracies higher than 90 %. 
For some of the classifications the accuracy was  

100 %. This can be attributed to the relatively strong 
differences between the surface characteristics of the 
samples. Overall, the classification accuracy reached 
by this method clearly excelled the one obtained by an 
expert sensory study conducted with 7 test subjects. 

This study presented a method of surface 
classification based on friction data collected by an 
artificial fingertip mounted on a collaborative robot. 
The results showed that friction data can be used for 
surface classification. Future studies will focus on the 
optimization of parameters like sliding speed, normal 
force and tilt angle of the fingertip with respect to the 
surface to further enhance the quality of the collected 
data regarding classification accuracy. In addition to 
the force data, it is also planned to include other 
sensory data channels like vibration and temperature 
for characterization. The results presented in this 
manuscript will also be compared with those obtained 
using other state-of-the-art time series classification 
methods. 
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Summary: Electrical Resistivity Tomography (ERT) is a geophysical technique that is rapidly gaining popularity as a long-
term monitoring method of hydrogeological risks such as landslides or floods. When applied to monitor embankments or 
levees, the tomographic image represents a 2D section of the earthen structure along its main axis but the inversion results are 
highly affected by the 3D effects generated by the particular 3D geometry of the structure. We propose an iterative 3D 
correction plus 2D inversion procedure as a more reliable alternative to direct 3D inversion that would be poorly constrained. 
Results on synthetic tests demonstrate that the procedure is effective. The method has been successfully applied to laboratory 
controlled experiments and to real data from a couple of ERT monitoring stations in operation along river levees. We are 
currently investigating the sensitivity of the convergence of the procedure to the complexity of the earthen structure. 
 
Keywords: Electrical resistivity tomography, 2D/3D inversion, 3D effects, Dam, Embankment, River levees, Tailings dam. 
 

 
1. Introduction 

 
Electrical Resistivity Tomography (ERT) method 

is widely used in various disciplines to solve a variety 
of problems in groundwater studies, mineral 
explorations, subsurface characterization, mapping 
contaminations, and, in recent decade, long-term 
monitoring of hydrogeological risks [e.g., 1-4]. An 
ERT survey aims at determining the distribution of the 
electrical resistivity in the subsurface. In order to 
measure each data point for an ERT survey (either in a 
2D survey along a line or a 3D survey in a grid of 
usually parallel lines), a current (I) is passed into the 
ground through two metal electrodes and the potential 
difference is measured at two potential electrodes 
(ΔV). The apparent resistivity (ρa) is obtained by 
multiplying the geometric factor of the electrode 
configuration (K) by the ratio of the potential 
difference to the injected current: 
 

 	=	K∆  (1) 

 
By increasing the geometric factor, i.e., by 

increasing the electrode spacing, the measurement 
depth also increases and the resulting raw dataset 
represents the apparent resistivity distribution within a 
2D vertical section or within a 3D volume of the 
subsoil. Raw data must be inverted to transform the 
apparent resistivity, which is a sort of average value 
within a large subvolume, into the real resistivity of 
each cell of the tomographic grid. The inversion is 
intrinsically non-linear and normally  
ill-conditioned [5, 6]. 

In recent decade, we have developed important 
research on applying different geophysical methods to 
monitor hydrogeological risks for earthen 

embankments, landslides, and rock slopes  
[e.g., 2, 4, 7-9]. Among different techniques and 
thanks to the development of multi-electrode systems 
a couple of decades ago [3] and rapid technological 
improvements in the last decade, ERT surveys became 
an efficient part of long-term monitoring strategies to 
mitigate hydrogeological risks. In this paper, we 
specifically address ERT monitoring systems installed 
along embankment structures like dams, tailings dams 
and river levees [e.g., 4, 7, 9-12]. There has been a 
continuous global demand to assess the stability of 
such earthen embankments that are considered as the 
main and final barrier against flooding, especially in 
extreme rainfalls triggered by climate changes. In 
response to this increasing demand, customized and 
low-cost ERT monitoring systems can be permanently 
installed along the critical sections of the earthen 
embankment [7]. Time-lapse analysis of the data 
measured by these ERT monitoring systems can detect 
any anomalous inhomogeneity such as water 
infiltration or cavities well in advance [2] making it 
possible to perform rapid mitigation efforts to prevent 
a probable failure of the embankment. 

To achieve the desired goals in integrating an ERT 
monitoring system with early warning alarm strategies, 
reliable data processing algorithms must be employed. 
In this paper, we discuss the 3D effects as one of the 
main challenging data processing steps when 2D ERT 
profiles come to monitor an earthen embankment. 
 
 
2. 3D Effects Distorting 2D ERT Data 

 
An ERT system applied to monitor embankments 

is normally deployed as a long cable of electrodes 
parallel to the main axis of the structure (Fig. 1). The 
resulting tomographic image is expected to represent 
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the resistivity distribution within a 2D section of the 
embankment showing resistivity distribution along the 
profile as well as in the vertical direction. However, the 
measured apparent resistivity values and accordingly 
the inversion results are highly affected by the 3D 
effects generated by the particular 3D geometry of the 
embankment structure (Fig. 1). 

 

 
 

Fig. 1. Illustration of non-uniform 3D geometry of earthen 
embankments that affects 2D ERT data measured  

along a linear profile. 
 

Air and water volumes, which are respectively 
highly resistive and conductive bodies, present on the 
two sides of the embankment affect the intrinsic 3D 
current distribution and the resulting potential fields 
and will thus influence the final result. Therefore, in 
order to obtain reliable results from 2D inversion 
programs that assume that resistivity does not change 
in the direction orthogonal to the ERT profile, it is 
necessary to quantify the 3D effects and to remove 
these effects from the measured ERT data before 2D 
inversion. It should be mentioned that 3D corrections 
vary whenever the boundary conditions of the 
embankment are changed, i.e., level of water/air on 
two sides of the embankment. Moreover, a priori 
information about resistivity distribution in the 
embankment body during different seasons can 
improve 3D corrections [12]. 
 
 
3. Correction of 3D Effects 
 

In principle, 3D inversion would be necessary to 
handle the problem but a 3D inversion would be very 
poorly constrained due to the 2D geometry of the 

acquisition system. To prevent inversion instabilities, 
we propose an iterative 3D correction + 2D inversion 

procedure. The data corrected for the 3D effects ( ) 
are obtained dividing the measured data ( )	by 
correction factors ( ) calculated as the ratio of the 

apparent resistivities simulated on a 3D model ( ), 
which includes the a priori information about the water 
level in the river, to the apparent resistivities simulated 

on the corresponding 2D model ( ): 
 

 =	 , (2) 

 
with 
 

 =	 , (3) 

 
where j is the iteration number. 

To start the iterative procedure an initial model of 
the embankment is required. Thus, the iterative 
procedure to update the models and the corrections 
consists of the following steps: 

1. Initial corrections based on 3D and 2D forward 
modelling on homogeneous models of the 
embankment (initial models), characterized by 
the resistivity measured with the smallest 
electrode aperture (to minimize the lateral 
effects); 

2. 2D inversion of the corrected dataset; 
3. Design of new 3D and 2D models with 

resistivity distribution within the embankment 
body based on the inversion result (previous 
step); 

4. 3D and 2D forward modelling on the updated 
models (previous step); 

5. Corrections based on the 3D and 2D forward 
modelling (previous step); 

6. 2D inversion of the corrected dataset; 
7. Convergence test; 
8. Iterations of steps 3 to 7 until satisfying the 

convergence test. 
We have developed the proposed correction 

procedure to process the ERT data obtained in our 
different projects where we have permanently installed 
an ERT monitoring system along an earthen 
embankment. The proposed correction strategy was 
tested on several synthetic models as well as laboratory 
data measured in a few controlled experiments. In this 
paper, we present the results of one of these tests to 
explain the main aspects of the proposed method. 

We consider an ERT system that uses the Wenner 
electrode array, which is a symmetric configuration 
with equal distances between successive electrodes. 
The vertical section of the embankment body cutted 
along the longitudinal axis is defined as a simplified 
model with three layers (Fig. 2a): 0.5 m of superficial 
gravel with the resistivity of 400 Am, a homogeneous 
embankment with the height of 4 m and the resistivity 
of 50 Am, and the subsoil with the resistivity of  
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20 Am. The top gravel layer simulates the typical 
unpaved road that is often running along the levees 
(assumed 5 m wide in the 3D model of this example). 
The main body of the embankment is assumed to 
consist of clayey limes, much more conductive than 
gravel. The natural soil below the embankment may 
consists of similar clayey limes with lower resistivities 
assuming that they are fully saturated. The  
cross-section of the 3D embankment model is a typical 
trapezoidal section (as shown in Fig. 1) assuming slope 
angles of about 33°. A dry season is considered for the 
boundary conditions of the embankment and thus, 
highly resistive air is assumed to be present on both 
lateral sides. ERT measurements are simulated for a 
profile using 30 electrodes with unit electrode  
spacing of 2 m. 

In order to have a reference for 3D corrections, we 
constructed the defined model in Res3dmod and 
Res2dmod forward modelling software [12] using 
which, we calculated the 3D effects on the synthetic 
data for an ERT line along the main axis of the 
embankment. The synthetic data calculated by 
Res3dmod software are actually representing the real 
measured data that are affected by the 3D geometry of 
the embankment while the synthetic data calculated by 
Res2dmod software are representing the measured data 
after the application of the true corrections of the 3D 
effects. We may call these corrections the ideal 
corrections of this example. The objective of the 
iterative procedure is to produce corrections that 
rapidly converge to the ideal corrections. 

Using the proposed iterative procedure to correct 
3D effects and assuming that we do not have any a 
priori information about the internal structure of the 
embankment body, we defined a homogeneous 

embankment with the resistivity value of 70 Am  
(Fig. 2b) selected as an average value measured with 
the smallest electrode aperture. 3D corrections were 
calculated for this homogeneous embankment and 
corrections were applied to the measured data, i.e., the 
synthetic data calculated by Res3dmod software for an 
ERT line along the main axis of the reference  
three-layered model (Fig. 2a). The corrected data were 
then inverted in Res2dinvx64 inversion software [12]. 
The inverted model obtained at this step (Fig. 3, 
middle) was used to improve the embankment model 
required for calculating 3D effects. Based on the 
inverse section, a three-layered model (Fig. 2c) was 
defined: a 1.5 m-thick superficial layer with the 
resistivity of 80 Am, a layer down to 5m with the 
resistivity of 40 Am, and the subsoil with the resistivity 
of 25 Am. 3D corrections were then calculated for this 
new model and corrections were applied again to the 
measured data, i.e., the synthetic data calculated by 
Res3dmod software for an ERT line along the main 
axis of the reference three-layered model (Fig. 2a). 

Fig. 3 demonstrates the results of inverting the real 
data corrected for 3D effects after the ideal correction 
(top image), after initial corrections calculated for a 
homogeneous model (middle image), and after 
corrections from the first iteration (bottom image). By 
comparing the middle and bottom images with the top 
image we can appreciate the improved similarity 
produced by the refined corrections. 

To better quantify the improvement, Fig. 4 shows 
the correction factors as a function of electrode 
aperture after ideal corrections, after initial corrections 
and after the first iteration. It is really interesting to 
observe the rapid convergence after only one iteration 
starting from a homogeneous model. 

 
 

 
 

Fig. 2. 2D models used to calculate the corrections: a) the real model for calculating the ideal corrections, b) a homogeneous 
model for calculating the initial corrections, c) the simplified layered model derived from the inversion at the first iteration 
(Fig. 3 middle). The corresponding 3D models are obtained by extrapolating laterally these models and assuming the presence 
of air on both sides of the levee. 
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Fig. 3. Inversion results after ideal corrections (top), after initial corrections (middle) and after the first-iteration corrections 
of the real data (i.e., the synthetic data calculated by Res3dmod over the 3D version of the model shown in Fig. 2a). 

 
Having obtained promising results, the procedure 

is being applied to datasets measured by the ERT 
monitoring systems that are permanently installed 
along earthen embankments, mainly river levees in 
Italy. Research is in progress and we are currently 
exploring how rapid the convergence is as a function 
of the complexity of the embankment structure using 
synthetic models. 

 

 
 

Fig. 4. Correction factor as a function of electrode aperture 
after ideal corrections, after initial corrections  

and after the first-iteration corrections. 
 
 

4. Conclusions 
 

ERT monitoring systems installed along the crest 
of dams or river levees generate 2D tomographic 
sections severely affected by 3D effects due to lateral 
water and air bodies. We demonstrated that the inverse 
problem can be successfully handled preserving the 
reliability and stability of the solution by running a 
procedure where 3D-effects corrections and 2D 
inversion are iteratively applied until convergence is 
reached. Synthetic tests and laboratory controlled 
experiments demonstrate the rapid convergence to the 
correct solution when the earth structure is relatively 
simple. We are currently testing the procedure on more 
complex models to explore how much the convergence 
is sensitive to the inhomogeneities of the embankment. 
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Summary: Using sentiment analysis and machine learning to assess the level of airport service quality has received a lot of 
interest recently. Web-based opinion platforms such as Google reviews and SKYTRAX receive a large number of reviews and 
can effectively complement traditional service quality surveys. These data may however contain noise that does not add any 
value for the analysis. In this paper, we have employed six well-established supervised sentiment classification algorithms. In 
our work, we have studied how stopwords removal can reduce the noise existing in the data and improve the performance of 
the sentiment analysis in the domain of airport service quality. To this end, we have used the pre-compiled stopwords list of 
NLTK to study how the stopwords removal affects the supervised sentiment classification algorithms. We have applied pre-
processing and feature engineering techniques and we have shown how effective stopwords removal significantly enhances 
the performance of the sentiment classifiers. 
 
Keywords: Sentiment analysis, Stopwords, Machine learning, Natural language processing, Airport service quality. 
 

 
1. Introduction 
 

Air travel is the most common way of travelling 
around the world these days. Billions of people travel 
across airports annually [1]. Therefore, airport 
managements strive to deliver best services for 
travelers. Developing an effective tool to evaluate the 
quality of airport services has always been a critical 
issue for all involved stakeholders. There are a number 
of online opinion platforms, such as Google reviews 
[2] and SKYTRAX [3], which allow travelers to rate 
their experience, thus creating valuable  
review platforms. 

In this paper, the data of SKYTRAX is used to 
assess the travelers’ sentiments for the domain of 
Airport Service Quality (ASQ). Data was prepared 
employing several techniques which include 
stopwords removal and feature engineering. The 
impact of stopwords removal may vary depending on 
the context. Six well-established classification 
algorithms are utilised to analyse the sentiment of  
air-travelers. The primary objective of our work is to 
investigate the impact of stopwords removal on these 
classification techniques and propose such appropriate 
pre-processing techniques within the context of ASQ. 
 
 
2. Related Work 
 
2.1. Sentiment Analysis of ASQ 
 

Several studies have assessed the quality of airport 
services using a variety of sentiment analysis 
techniques. A study conducted by [4] evaluated the 
level of airport service quality by employing AFINN 

sentiment lexicon. They utilised the data from Google 
reviews and compared the results with the  
well-measured service attributes of Airports Council 
International (ACI). The results of the study exhibited 
a high correlation between them. In [5], the authors 
applied conventional machine learning algorithms to 
analyse the sentiment of travelers. The dataset was 
collected from SKYTRAX and Twitter for analysis. 
The AdaBoost approach was developed which 
integrates the boosting and bagging ensemble. The 
model yields an average test accuracy of 78 %. 
Another study conducted by [6] used five different 
machine learning algorithms to analyse the sentiment 
of air travelers. The dataset was also obtained from the 
SKYTRAX website. The results indicated that 
XGBoost produced the best results across all the 
performance measures with an accuracy of 88 %. In [7] 
data from Twitter was used, with a focus on the 
analysis of six major US airlines. The authors carried 
out a multi-class sentiment analysis to gauge passenger 
satisfaction. They implemented seven different 
machine learning classifiers, among which random 
forest emerged as the most effective algorithm, 
yielding an F1 score of 86 %. Twitter data was also 
employed in study [8] where the authors developed 
two different deep learning models for sentiment 
analysis, namely CNN and LSTM. Results showed that 
LSTM produced better results, attaining accuracy and 
F1 score of 77 %. In [9] the authors implemented an 
analysis of more than 12000 tweets using an ensemble 
sentiment classification strategy based on the Majority 
Vote principle. This involved the use of various 
classification methods, including Naive Bayes, SVM, 
Bayesian Network, C4.5 Decision Tree, and Random 
Forest algorithms. Additionally, an ensemble approach 
was proposed and trained on the same dataset. The 
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results demonstrated that the proposed ensemble 
approach surpassed the performance of individual 
classifiers, achieving an F1 score of 84 %. In [10], the 
authors compared two types of sentiment analysis 
techniques, lexicon-based and conventional machine 
learning sentiment analysis on the complete data of 
SKYTRAX. The results indicated that conventional 
machine learning algorithms outperformed the 
VADER sentiment lexicon. Logistic regression 
achieved an accuracy of 87 % while VADER provided 
poor accuracy of around 59 %. 
 
 

2.2. Stopwords Removal 
 

One of the main issues with generated data is that 
noise is naturally inherent in the textual data. For 
example, irregular expressions and frequent words can 
not only increase the computational time, but also 
hinder the performance of the sentiment classifiers. 
However, there is no certainty as to how stopwords 
removal can affect the performance of the analysis. 
While some works support the stopwords removal  
[11, 12], others show that stopwords still carry useful 
information for the analysis and help the classifiers to 
provide better results [13, 14]. This can vary depending 
on the context of the analysis. In [15], the authors 
leveraged the classical Van stoplist [16] to analyse the 
sentiment of Twitter. The results showed that using the 
classical stopwords removal has a negative effect on 
the performance of Twitter sentiment classification 
approaches. 
 
 
3. Materials and Methods 
 
3.1. Dataset Description 
 

To study the effect of stopwords removal for the 
context of ASQ, we utilised the data of SKYTRAX. It 
comprised a total number of 38104 reviews. These 
reviews are labelled as recommended (yes) and not 
recommended (no). The dataset also consists of 
multiple features for the airport services and reviewers 
have the ability to rate these services. The dataset 
includes 25.19 % positive reviews and 74.18 % 
negative, spanning the period between July 2004 to 
November 2020. 
 
 
3.2. Data Preparation 
 

Several pre-processing steps were implemented in 
the context of this work. They involved lower-case, 
handling missing values, and replacing emojis with 
meaningful text. Furthermore, an essential step was 
required to use the selected machine learning 
classifiers. We applied the Term-Frequency  
Inverse-Document-Frequency (TF-IDF) to convert the 
review text into a numerical format. Along with the 
aforementioned steps, we also employed feature 
engineering on the dataset. Having studied the dataset 

in detail, we discovered that there are specific 
characteristics for each class. New features were added 
to achieve better results. These include the number of 
words in each review – usually frustrated people write 
longer reviews, the number of question marks – 
unhappy reviewers tend to use many question marks to 
pose a question, and the number of words with capital 
letters. We also applied the so-called “max_features” 
technique on the dataset, where the maximum number 
of features is specified, i.e., unique words or terms, to 
consider when creating the TF-IDF representation of a 
document. This can be useful when it comes to 
preventing overfitting and reducing computational 
complexity [17]. The value of max_features is 
typically set to a number that is lower than the total 
number of unique words in the corpus. We have tuned 
the value of max_features to 500 out of possible 
values, 100, 500, 1000, 2000, 3000 etc. 
 
 
3.3. Stopwords 
 

Stopwords are common words in a corpus that 
usually carry little semantic meaning and do not 
provide useful information for the analysis. These 
words usually fulfil grammatical functions such as 
connecting phrases or expressing possession. In 
natural language processing (NLP), stopwords are 
often removed during the pre-processing step to lower 
the data size, increase computational performance and 
concentrate on the most important words. By removing 
stopwords, machine learning algorithms can better 
identify important topics or keywords. However, as 
discussed earlier, there is no guarantee that removing 
stopwords will be advantageous. There are situations 
were keeping stopwords is necessary to comprehend a 
text’s context or meaning, and this depends on the 
domain of the analysis. 

In this paper, we have exploited the pre-compiled 
stopwords list of the Natural Language ToolKit 
(NLKT) for the English language [18]. To measure the 
efficiency of removing the stopwords, the non-removal 
of stopwords is identified as a baseline method. 
 
 
3.4. Classification Methods 
 

In this subsection, we outline the six different 
machine learning classifiers we used to assess the 
effect of the stopwords removal for analysing the 
sentiment of air-traveler. Namely, these are Logistic 
Regression (LR), Gradient Boosting (GB), Passive 
Aggressive (PA), Random Forest (RF), Perceptron and 
finally Multi-Layer Perceptron (MLP). These 
classifiers are trained and employed on the  
pre-processed dataset. The dataset ratio for training 
purposes is 70 % with the remaining 30 % used for 
testing purposes. The testing data was used to predict 
passengers’ sentiments after having trained the 
classifiers’ models. Then, these predictions were used 
to assess the performance of the models using the 
measures of accuracy, recall, precision and F1-score. 
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3.4.1. Logistic Regression 
 

Logistic regression (LR) serves as a classification 
approach in machine learning, intending to determine 
the probability of a categorical dependent variable. The 
dependent variable in LR is binary, consisting of data 
encoded as 1 (YES) or 0 (NO). Within sentiment 
classification, logistic regression forecasts the 
sentiment group by utilizing an input of a word 
frequency integer vector [19]. 
 
3.4.2. Gradient Boosting 
 

The gradient-boosted (GB) decision tree 
implementation is designed to enhance both 
performance and speed. It has also demonstrated 
effectiveness in handling imbalanced datasets. GB 
primarily relies on an ensemble of decision tree 
algorithms, employing a gradient-boosting  
framework [20]. 
 
3.4.3. Passive Aggressive 
 

Passive aggressive (PA) algorithms are online 
learning techniques designed for binary classification 
tasks. They respond passively to correct classifications 
and aggressively to errors. The training process in PA 
algorithms occurs incrementally, with instances being 
introduced individually, in sequence, or in small 
clusters called mini batches. One of the primary 
benefits of online learning algorithms, such as PA, is 
continuous learning. As a result, PA classifiers are 
highly suitable for systems that process data in a 
continuous stream [21]. 
 
3.4.4. Random Forest 
 

Random forest (RF) is a classification algorithm 
that employs an ensemble learning approach. It 
primarily operates by generating decision trees, each 
of which is built using random samples from the 
dataset. The output from the ensemble of trees is then 
combined to produce the final classification prediction. 
RF has been utilised across various applications and 
domains, including the medical field [22]. 
 
3.4.5. Perceptron 
 

Perceptron is a supervised machine learning 
algorithm designed for binary classification and is 
regarded as one of the most basic forms of artificial 
neural networks. The algorithm iteratively processes 
data until the loss reaches an acceptably low level. To 
yield accurate predictions, the model's accuracy must 
surpass a specified threshold [23]. 

 
3.4.6. Multi-Layer Perceptron (MLP) 
 

MLP is a neural network that consists of multiple 
perceptrons arranged in layers. Each layer's 
perceptrons are connected with those in other layers. 
The goal is to identify the most suitable connection 

weights and biases to minimise the prediction  
error [24]. 

Algorithm 1 demonstrates the proposed approach 
to extract passengers’ sentiments. 
 
 

Algorithm 1: Pseudocode of proposed experiments 
Input: SKYTRAX reviews 

Output: Classification results 
1 Begin 
2 Data preparation & cleaning 
 Feature engineering 

Stopwords removal 
TF-IDF 

3 Data splitting 
4 Model building 
5 Classification results 
6 Evaluation of results 
7 End 

 
 
3.5. Performance Metrics 
 

To evaluate the performance of our models, the 
task was formulated into a classification problem to 
utilise the evaluation metrics of accuracy, recall, 
precision and F1-score. These evaluation metrics are 
defined as follows: 

Accuracy is defined as how close measurements to 
a certain value [25]. 
 

 
Accuracy	=	 True	Positives	++	True	NegativesTrue	Positives	++	True	Negatives+	+	False	Positives	++	False	Negatives

 
(1) 

 
Accuracy on its own is not sufficient and should be 

supported with the concepts of Recall and Precision. 
The aim of Recall is to identify how many elements of 
actual positive were correctly detected [25]. 
 

 Recall =	 True Positives
True Positives +
+ False Negatives

 (2) 

 
While Recall offers an evaluation of the model’s 

accuracy for positive classes, Precision is employed to 
identify the ratio of correct positive predictions [26]. 
 

 Precision=	 True Positives
True Positives +
+ False Positives

 (3) 

 
The F1-score is utilised to assess the accuracy and 

aims to find a balance between Recall and Precision 
[25]. 
 

 F1 score =	2 
Precision * Recall

Precision + Recall
 (4) 
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4. Results & Discussion 
 

To analyse the effect of the stopwords in the 
domain of ASQ, we removed the NLTK stopwords list 
and evaluated how they affect the performance of the 
classifiers’ classification. Table 1 illustrates the results 
for each one of the six models. 

It is notable that the stopwords removal affects the 
performance positively in the PA, Perceptron and 
MLP. The accuracy improved by 11 %, 1 % and 56 %, 
respectively when compared to the baseline. To better 

comprehend the results, we moved towards the 
remaining performance measures, precision, recall and 
F1-score. When removing stopwords, PA, Perceptron 
and MLP classifiers show more improvements in 
identifying positive reviews which resulted in higher 
precision values when compared to the baseline. While 
in F1-score, the results indicate that the harmonic 
balance between precision and recall remains stable 
even after removing stopwords. This means that the 
model’s performance is maintained, despite the 
reduction in the feature set. 

 
 

Table 1. Performance of the models. 
 

Model 
Accuracy Recall Precision F1-Score 

Baseline NLTK Baseline NLTK Baseline NLTK Baseline NLTK 
PA 71 % 82 % 78 % 66 % 71 % 83 % 69 % 69 % 

Perceptron 25 % 81 % 50 % 65 % 63 % 79 % 20 % 67 % 
MLP 83 % 84 % 80 % 79 % 78 % 79 % 79 % 79 % 
GB 88 % 88 % 83 % 83 % 84 % 84 % 84 % 83 % 
RF 89 % 89 % 83 % 83 % 86 % 86 % 84 % 84 % 
LR 86 % 86 % 79 % 80 % 82 % 82 % 80 % 81 % 

 
 

It appears that stopwords hinder and misguide the 
performance of these models. The number of noisy 
words in our dataset is very frequent. Removing them 
helps these algorithms to only focus on the more 
important words and phrases that are more likely 
related to the domain. This can help these sentiment 
classification algorithms to process and analyse the 
data as they have fewer features to consider. 
Furthermore, these stopwords can cause 
misclassification as the algorithms may focus on these 
words rather than the more informative ones. 
Therefore, stopwords removal improves the 
performance of these algorithms by reducing the 
chances of misclassification. Also, stopwords removal 
can decrease the training time which leads to 
computational efficiency. On the other hand, the 
highest accuracy achieved was with the RF and GB 
classifiers. However, the removal of stopwords has 
almost no effect on these classifiers. We attribute this 
to the nature of tree-based algorithms such as RF and 
GB. We believe stopwords removal may have no effect 
on the performance of these models because they are 
designed to learn the most relevant features from the 
data, whether stopwords have been removed or not. It 
is also considered beneficial even if the performance 
metrics remain the same. By removing such frequent 
words in the dataset, faster training times can be 
achieved making the model more practical for  
real-world applications. 

In Table 2, we provide a comparison between our 
results and previous research efforts, focusing on the 
F1 score achieved and the data used. The main purpose 
of this research was to analyse the effect of stopwords 
removal in the context of ASQ and our results show 
better or comparable performance with some of the 
most effective models in the field. This is attributed to 

the effective pre-processing and feature engineering 
steps proposed in our approach and data analysis. 
 
 

Table 2. Comparative Analysis with previous studies. 
 

Author/ 
Reference 

Used 
dataset 

Best 
Approach 

F1-
score 

Prabhakar 
et al. [5] 

SKYTRAX 
& Twitter 

AdaBoost 68 % 

Rane [7] Twitter RF 86 % 

Barakat 
et al. [8] 

Twitter LSTM 77 % 

Wan [9] Twitter 
Ensemble 

Classification 
84 % 

Our 
proposed 
approach 

SKYTRAX RF 84 % 

 
 
5. Conclusions 
 

In this paper, the main contribution is to investigate 
the implication of stopwords removal and the 
employed pre-processing techniques on the sentiment 
classification within the domain of ASQ. Six different 
machine learning classifiers were used on data from 
SKYTRAX spanning a timeline of sixteen years. We 
evaluated the results using the metrics of accuracy, 
recall, precision, and the F1-score. Our findings 
indicate that our pre-processing tasks can boost the 
overall performance of the selected classifiers. In 
particular, stopwords removal can positively affect the 
performance of the PA, Perceptron and MLP 
classifiers. Furthermore, the highest accuracy achieved 
was observed when using the RF and GB classifiers. 
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Summary: A solar flare can be identified along a radio wave characteristic alteration of the route of the VLF radio trace, 
which is defined by the coordinates between VLFTX and SDRRX, using the data presented here. Thus, it has become possible 
to record a solar flare of class C or a higher level. Our data is obtained from open network software-defined radios (SDR) 
receivers, and although the devices are located in different geographical territories, they all capture information from the same 
transmitters. Analyzing the data in this manner, it is possible to ascertain whether or not the solar flare has had an effect on the 
region of the Earth that is between the transmitter and the receiver. The current research not only enables precise localization 
of the solar flare, but it also can allow to carry out an in-depth investigation into the way the nature of super long waves shifts 
when they come into contact with the ionosphere, as well as the impact that the ionization that takes place in the ionosphere 
during a solar flare has on those waves. 
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1. Introduction 

 
Radio astronomy encompasses a broad spectrum of 

investigations into celestial objects, with a focus on 
studying solar phenomena. Solar flares, in particular, 
are of great interest, and researchers are actively 
studying their classification, techniques for capturing 
them, and methods for processing the data gathered. 
These flares are characterized by the sudden release of 
magnetic energy stored in the sun's atmosphere, 
resulting in intense conditions and emissions that span 
the electromagnetic spectrum. From super-long 
wavelengths to high-frequency X-rays and gamma 
rays, solar flares emit radiation across the entire 
electromagnetic spectrum [1]. 

Solar flares are forceful eruptions that emanate 
from the surface of the sun and release enormous 
amounts of electromagnetic radiation, charged 
particles, and magnetic fields into space. The 
classification of these flares is determined by their  
X-ray flux, which is a measure of the energy they emit. 
Solar flares are classified into five categories – A, B, 
C, M, and X – based on their peak flux, which is 
generally measured in watts per square meter (W/m2). 
The X-ray classes are divided into nine subdivisions on 
a logarithmic scale, from B1 to B9, C1 to C9, and so 
on. An X2 flare is twice as powerful as an X1 flare and 
four times more potent than an M5 flare. The X-class 
is a distinct category that extends beyond X9. Flares 
with strengths of X10 or greater are occasionally 
referred to as Super X-class solar flares [1, 2]. 

Solar flares can cause disruptions in the Earth's 
ionosphere, which can lead to a phenomenon called 
Sudden Ionospheric Disturbances (SID). SIDs occur 
when the intense X-ray and ultraviolet radiation from 
a solar flare ionize the Earth's upper atmosphere, 
causing a temporary increase in the density of electrons 
in the ionosphere. This can affect radio communication 
signals, particularly those in the lower frequency 

range. The severity of SIDs is influenced by the 
strength of the solar flare that initiated them, as well as 
the time of day and the Earth's location. SIDs usually 
endure for short intervals, ranging from a few minutes 
to a few hours [3, 4]. 

Solar flares and SIDs have a big impact on very low 
frequency (VLF) radio waves. SIDs, caused by solar 
flares, can generate ionospheric disturbances that lead 
to the absorption and scattering of VLF radio waves, 
affecting communication systems in these frequency 
bands. Additionally, solar flares can create radio 
emissions in the VLF range that can interfere with VLF 
radio communication. Therefore, monitoring solar 
activity is crucial to predict and mitigate any adverse 
effects on VLF radio communication. 

VLF SID monitoring systems play a critical role in 
detecting and measuring the impact of SIDs on 
communication systems. These systems utilize VLF 
radio waves to measure changes in the ionosphere 
caused by SIDs, while also taking into account the 
Earth's ionosphere and its waveguide effect on VLF 
signal [3]. 

During SIDs, the ionosphere undergoes significant 
disturbances that can cause VLF waves to experience 
attenuation, phase shifting, and dispersion. By 
analyzing changes in VLF wave propagation caused by 
SIDs, VLF monitoring systems can provide valuable 
insights into the state of the ionosphere and its 
response to solar activity. This information can be used 
to improve ionospheric models and prediction 
methods, leading to more accurate forecasts of space 
weather impacts on communication systems. VLF SID 
monitoring systems can also provide crucial data for 
research on space weather and ionospheric dynamics, 
making them an essential tool in understanding and 
mitigating the impacts of solar disturbances on 
communication systems. Therefore, the development 
and implementation of VLF SID monitoring systems 
that take into account the ionosphere-earth waveguide 



5th International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2023),  
7-9 June 2023, Tenerife (Canary Islands), Spain 

170 

effect are crucial for ensuring reliable and robust 
communication systems in the face of solar 
disturbances [3-5]. 

In the literature, the effects of solar flares on the  
D-layer are often referred to as SID. These 
disturbances occur when the ionization/plasma density 
in the D region of the ionosphere becomes abnormally 
high due to a solar flare. The resulting increase in radio 
wave absorption is most severe in the VHF, UHF, HF, 
and VFL frequency bands and can disrupt or interfere 
with telecommunications systems. Attenuations are 
sudden and can last for minutes or hours [3]. 

One consequence of this ionospheric disturbance is 
a change in the level of the VLF wave signal. Scientists 
can utilize this enhancement to detect solar flares by 
monitoring the signal strength of a remote VLF 
transmitter. SIDs are recorded and indicate the 
occurrence of a solar flare. The slight geomagnetic 
effect in the lower ionosphere appears as a small hook 
on magnetic records and is commonly known as the 
"geomagnetic crochet effect" or "sudden field  
effect" [5, 6]. 

It is possible to create a public SDR network 
operating in such frequency ranges, including the 
frequency bands in which various VLF transmitters 
operate. Such a monitoring system could be optimized 
for real-time data recording and processing. 

The article proceeds as follows: Section 2 presents 
a comprehensive overview of the current state-of-the-
art in solar flare detection and feature extraction 
techniques aimed at enhancing VLF signal analysis 
and solar flare detection. Section 3 presents the 
algorithm, which comprises three main steps, and the 
attained outcomes. Section 4 refers to the conclusion 
and future work. 
 
 
2. State-of-the-arts 
 

Many different kinds of technology may detect 
solar flares, including the following: 

– Optical telescopes using specialized filters to 
observe specific wavelengths of light emitted during a 
solar flare. They can detect visible light and the 
ultraviolet wavelengths that the Sun emits during an 
eruption. Telescopes collect light and direct it to a 
detector that captures an image of the eruption. 
Captured images can be analyzed to study flare 
behavior and the mechanisms behind it [7]. 

– X-ray detectors are carried on satellites and space 
probes to observe X-rays emitted by the Sun during a 
flare. X-rays are emitted at high energies during flares 
and can penetrate Earth's atmosphere, making them 
ideal for space-based detection. X-ray detectors collect 
and measure the energy of the X-rays emitted by the 
Sun during a flare [8]. 

– Magnetometers detect changes in the Earth's 
magnetic field caused by a solar flare. Solar flares can 
cause disturbances in the Earth's magnetic field, which 
can be detected by magnetometers placed around the 
world. These changes can be used to study the flare's 
magnetic properties and its impact on the Earth [9]. 

– Ultraviolet detectors are also carried on satellites 
and space probes to observe the ultraviolet light 
emitted by the Sun during a flare. Ultraviolet detectors 
are designed to capture specific wavelengths of light 
and can be used to study the ionized gases in the Sun's 
atmosphere during a flare [10]. 

– Radio telescopes detect radio waves emitted by 
the Sun during an eruption. These waves can be 
observed at longer wavelengths than visible light and 
ultraviolet waves detected by optical telescopes. Radio 
telescopes can be used to study the Sun's magnetic 
fields, which are responsible for producing solar flares. 
This type of telescope included the technique for 
detecting solar flares by detecting spontaneous 
ionospheric distributions by monitoring radio signals. 
This type of technology allows us to deepen the 
knowledge and techniques for analyzing the impact of 
radio waves on the ionosphere, in addition to what is 
described for finding solar flares [11]. 

Radio telescopes have several advantages over 
other technologies for solar flare detection. One 
advantage is that they can detect solar flares in all 
weather conditions, as radio waves can penetrate 
through clouds and Earth's atmosphere. In contrast, 
optical telescopes, ultraviolet detectors, and X-ray 
detectors are all affected by weather conditions or 
blocked by Earth's atmosphere. 

Another advantage of radio telescopes is that they 
can detect flares in real-time, providing researchers 
with immediate data on solar activity. Optical 
telescopes, ultraviolet detectors, and X-ray detectors 
often require data processing before the flare can be 
detected, which can delay the analysis of solar activity. 

Radio telescopes can also study the magnetic fields 
of the Sun during a flare. Radio waves produced by the 
magnetic fields of the Sun during a flare can be 
detected by radio telescopes. This allows researchers 
to better understand the magnetic fields and how they 
influence solar flares. 

Radio telescopes can detect solar flares with lower 
energy levels compared to X-ray detectors. This allows 
for a wider range of solar flares to be studied and a 
better understanding of solar activity. Additionally, 
radio telescopes can be used for long-term monitoring 
of solar activity, allowing for changes in solar activity 
to be observed and better understood. This can be 
useful for predicting solar activity and its potential 
impacts on Earth's systems. 

The VLD SID monitoring system in the general 
case consists of a type of sensor-loop antenna, a 
preamplifier (this item is highly recommended but not 
required), a receiver that can receive the frequency of 
the VLF band, a computer used to control the receiver 
and to record and analyze the data and software in 
order to record and analyze the data. One popular 
software package for this purpose is the "Spectrum 
Lab" software or Cambridge SUPER SID software, but 
it is also possible to use specially made software that 
has specific data storage. The software will typically 
display the recorded data in a graphical format, 
allowing you to analyze the effects of solar flares on 
the Earth's ionosphere. 
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Typically, for a receiving device, many are 
developed using an audio card that provides lower 
sensitivity than a dedicated software-defined radio. 
This means that they can detect weaker signals, and 
provide a clearer and more accurate picture of the 
signals they are receiving. VLF signals can be 
extremely weak, so this is a key advantage when it 
comes to monitoring them. SDRs also typically have a 
higher signal-to-noise ratio and higher dynamic range 
than audio cards, which means that they can detect 
signals that would be lost in the noise when using an 
audio card which simplified signal processing. In 
summary, the advantages of using an SDR with a  
high-impedance input for VLF SID monitoring include 
better sensitivity, wider frequency range, higher 
dynamic range, flexibility, and better noise 
performance. These advantages can result in clearer, 
more accurate signals, and more detailed analysis of 
the signals being monitored. 

Recent advances in feature extraction methods 
have improved the accuracy of VLF radio signal 
analysis for solar flare detection. Verma et al. [12] 
proposed a wavelet feature extraction method for 
characterizing VLF waves, which has been shown to 
improve efficiency. George et al. [13] used linear 
regression analysis to calculate the peak flux from VLF 
amplitude, which has demonstrated promising results 
for nowcasting X-class solar flares. Lotz and Clilverd 
[14] used nonlinear smoothers to detect phenomena in 
the narrow band VLF transmission phase produced by 
perturbation events in the D region of the ionosphere. 
Nardi et al. [15] proposed an automatic detection 
system using LSTM neural networks to classify 
relevant VLF patterns for seismically active Earth 
crust deformation monitoring. These studies 
collectively demonstrate the potential of feature 
extraction techniques for improving VLF signal 
analysis and solar flare detection. 
 
 
3. Proposed Method 
 

Both the sunrise and the sunset may be defined and 
extracted as features. We take the event with the 
maximum intensity, which allows us to define a solar 
flare as a possible occurrence. 
 
 
3.1. Data Collection 
 

We employ information that was recorded using an 
open system of software-defined radios (SDRs) (see 
Fig. 1a). They function within the frequency range of 
0 MHz to 30 MHz, including the very low frequency 
(VLF) band. The receivers are positioned around the 
landscape at various geographical coordinates. This 
opens up the opportunity to receive signals and make 
recordings from a single or more VLF transmitters 
located in separate territories. The system operates in 
real-time, and the data was collected throughout the 
period covering the last several months. 

For the purpose of this article, we gathered data 
from the receiving station Germany Dhoffo Frankfurt 
on 15.11.2022 and saved it as a CSV file. You can see 
this data in Fig. 1a. For the aim of carrying out visual 
data validation, the use of space weather is chosen  
(see Fig. 1b). 
 
 
3.2. Data Preprocessing 
 

Due to the independence of the system, the data can 
come in a variety of levels, and there is no alternative 
to overcome hardware issues. There is nothing that can 
be done about a malfunctioning receiver until it is 
powered back on and its functionality is restored. As a 
direct consequence of this, it is likely to obtain an 
empty report. It is also possible the appearance of 
noise. To guarantee the correctness of the data, we look 
for gaps in the period that the data covers. 

 
Finding date/time gaps 

 
First, we read the CSV file, gathered the field 

names from the first row, and then extracted each data 
row individually. This allowed us to locate the 
temporal gaps. We determined the difference between 
each consecutive time. Then, the difference in times 
was expressed in minutes. Since the software is 
supposed to do a data registration once every five 
minutes, the gap value was set to 6 minutes. To locate 
such gaps, we first determined the beginning and 
ending times. For all differences, bigger than six 
minutes, we produced several date/time values in the 
missing range. We made a new time frame that 
includes the absent rows. We included the rows that 
were previously absent from the Time Frame. We let 
the measurement be presented without any values in 
the areas where it should be presented. 

 
Noise filtration 

 
A signal's noise, and more specifically its impulse 

noise or spikes, can be removed with the help of a 
median filter. We took the median value of the samples 
in a sliding window and use it over the data 
measurements. The structural representation of a 
median filter with a window size of N can be expressed 
by the following equation: 

 

 
y[n] = median(x[n-(N-1)/2],  

x[n-(N-3)/2],..., x[n+(N-3)/2],  
x[n+(N-1)/2]) 

(1) 

 
The output sample at time n is denoted as y[n], 

while the input sample at time n is represented by x[n]. 
The median function is utilized to determine the 
median value of the samples within the sliding 
window. In the present article, the value of N has been 
assigned as 3. It is noteworthy that empty positions are 
excluded from the filtration process. 
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Fig. 1. Solar activity: a) Example from Germany_Dhoffo_Frankfurt_26_7_dBm on 15.11.2022, b) from GOES X-ray 
satellite on 15.11.2022. 

 
 

Data interpolation 
 

Data interpolation refers to the technique of 
approximating absent values within a given dataset by 
predicting the values that exist between established 
data points. The utilization of a prevalent method in 
signal processing and data analysis is imperative when 
faced with the challenge of missing or irregularly 
sampled data, which may obstruct further analysis. For 
the current article, we used polynomial interpolation 
(Eq. (3)) of second order and we also apply linear 
interpolation (Eq. (2)) for comparison. 

The linear interpolation between two points (x0, y0) 
and (x1, y1), where x is the independent variable and y 
is the dependent variable, can be expressed as: 

 
 y = y0 + (y1 - y0) * ((x - x0) / (x1 - x0)) (2) 

 
The polynomial function of order n, given a set of 

n+1 data points (x0, y0), (x1, y1),..., (xn, yn), and can be 
expressed as: 

 

 y = a0 + a1 * x + a2 * x2 +... + an * xn, (3) 
 

where the coefficients a0, a1,..., an are determined by 
solving a system of linear equations that ensure the 
function passes through all of the data points. 

Linear interpolation and polynomial interpolation 
differ in their underlying assumptions regarding the 
relationship between data points. Specifically, linear 
interpolation assumes a linear relationship between 
data points, whereas polynomial interpolation is 
capable of capturing more complex relationships. 
Polynomial interpolation, even a widely used 
technique, is susceptible to overfitting and may yield 
unpredictable outcomes when extrapolating beyond 
the established range of the available data points. 
Linear interpolation, on the other hand, maybe less 
accurate but is more stable and produces smoother 
results. The outcome after the data interpolation is 
displayed on the left side of Fig. 2. The signal that has 
undergone applied linear interpolation can be seen in 
blue, while the polynomial interpolation is represented 
in orange. 

 
 

  
 

Fig. 2. Data preparation. On the left: found and filled gaps on the data Germany_Dhoffo_Frankfurt_26_7_dBm  
on 15.11.2022, On the right: Noise filtered, smoothed, and normalized interpolated data. 

 
 

Data smoothing 
 

The Savitzky-Golay filter is a common technique 
employed for data smoothing. It operates by fitting a 

polynomial to a sliding window of data and 
subsequently utilizing the polynomial to approximate 
the smoothed value for each data point. This approach 
proves to be particularly advantageous when dealing 
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with data that exhibits a high degree of noise, yet 
possesses noteworthy characteristics, such as peaks or 
troughs, that necessitate preservation. 

The formula for the Savitzky-Golay filter can be 
written as follows: 

 

 	= 	∑ 	   (4) 
 
The smoothed value at the k point is denoted by yk, 

while xk+i represents the data points in the 
neighborhood of k. The filter coefficients ci are 
dependent on the window length 2m + 1, and the 
degree of the polynomial fit. We used the  
Savitzky-Golay filter, where m is equal to 3 and the 
polynomial is from 3 order. 
 
 
3.2. Data Normalization 
 

The process of data normalization, which is also 
referred to as data scaling, involves the standardization 
of the value range within a given dataset. The 
reasoning behind this practice is to ensure that all 
features or variables are given equal significance or 
weight during the process of data analysis or modeling. 
Enhanced precision can be achieved by standardizing 
the range of values in a dataset, thereby facilitating 
more accurate data analysis or modeling. It occurs 
since features with higher magnitudes do not exert a 
disproportionate influence on the analysis or modeling 
procedures. Enhanced interpretability can be achieved 
by the normalization of data can potentially facilitate 
comprehension, as it ensures uniformity in the range of 
values across various features or variables. 
We normalized the smoothed interpolated signal in the 
range [0, 255] using the minimum-maximum scaling 
method: 
 

 	= 	 .. . 	, (5) 

 	= 	 ( . ( − min) + min). 255, (6) 
 
X represents a group of data samples that should be 
normalized, X.min represents the minimum value in 
this group of data, and X.max represents the maximum 
value in this group of data. Where max and min 
represent the range to which we scale the data. This 
technique is used to scale and alter each feature 
individually so that the final value corresponds to a 
value range of 0 to 255. Fig. 2 (right) displays the 
outcome after the application of noise filtration, 
smoothing, and normalization techniques to the 
interpolated data. 
 
 
3.3. Feature Extraction 
 

The process of identifying, modifying, and 
consolidating the initial data to generate significant 

and informative characteristics that could be further 
employed in a machine learning algorithm is referred 
to as feature extraction. The primary objective of 
feature extraction is to convert unprocessed data into 
significant attributes of the data while eliminating 
insignificant or superfluous information. The selection 
of the feature extraction methodology is contingent 
upon the characteristics of the data and the particular 
issue under consideration. 

Then, it uses a for loop to slide a window over the 
signal, with a fixed window size and stride length. The 
range for the loop is determined by the length of the 
signal minus the window size, plus one, with a step size 
of the stride length. The minimum values are stored in 
a list, and the maximum values are stored in an array. 

We use a discrete signal of a given solar activity, 
which consists of 12 samples each hour and has a 
length of 288 samples to perform measurements over 
24 hours. Using a sliding window of size 24, we will 
first find the two minimum values, which stand for 
sunrise and sunset. We found 122 minimal values. We 
chose only the two minimum values with the highest 
amplitude. The next step is to locate the local 
maximum to establish a solar flare as a potential event. 
We specified a condition to identify local maxima. In 
this case, the local maxima are defined as values 
greater than their neighboring points. The indices of 
the maximum values are used to plot red dots on the 
original data to indicate the maximum positions. 

The result of our method is presented in Fig. 3. We 
successfully extract the two points, which refer to the 
start and the end of the day. We obtained 30 maximal 
values, which can be referred to as picks of real solar 
activities in the given moments, which can be validated 
after visual inspection. 

 
 

4. Conclusions 
 

The field of radio astronomy encompasses a wide 
range of research activities aimed at exploring celestial 
entities, with a particular emphasis on analyzing solar 
events. Solar flares have garnered significant attention 
from the scientific community, with ongoing efforts to 
investigate their categorization, capture, 
methodologies, and data processing techniques. In the 
current article, we propose a method of solar flares 
extraction using the VLF system that was stated is a lot 
more cost-effective than traditional registration 
methods. 

In future work, we intend to enhance the method, 
to classify the solar flares and sustain the present 
algorithm, which will function as the input of a deep 
neural network architecture. This will help in dealing 
with a limitation of the present implementation, 
namely the predetermined dimensions of the sliding 
windows. Another limitation is that the use of 
polynomial interpolation renders our model 
susceptible to noise in the data, thereby reducing its 
ability to generalize effectively to new data. 
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Fig. 3. Feature extraction. The start/end of the day is marked with blue dots and potential solar flares with red dots. 
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Summary: Medical imaging evaluations are one of the fields where computed-aid diagnosis could improve the efficiency of 
diagnosis supporting physician decisions. Cardiovascular Artery Disease (CAD) is diagnosed using the gold standard, Invasive 
Coronary Angiography (ICA). In this work, performance analysis for binary classification of ICA images considering the 
severity ranges separately is reported, evaluating how performance is affected depending on the degree of lesions considered. 
For this purpose, an annotated dataset of ICA images was employed, which contains the ground truth, the location and the 
category of lesions into seven possible ranges: <20 %, [20 %, 49 %], [50 %, 69 %], [70 %, 89 %], [90 %, 98 %], 99 %, and 
100 %. The ICA images were pre-processed, divided into patches and balanced by downsampling and data augmentation. In 
this study, four known pre-trained CNN architectures were trained using different categories of lesion degree as input, whose 
F-measures are computed. Results report that the F-measures showed a behavior dependent on the narrow presents of the 
image, being lesions with more than 50 % severity were better classified, achieving an F-measure of 75 %. 
 
Keywords: Invasive coronary angiography, Deep learning, Classification, Healthcare. 
 

 
1. Introduction 
 

The use of Machine Learning, and more concrete 
Deep Learning, techniques are widely extended in 
different image areas. Medical imaging evaluations are 
one of the fields where computed-aid diagnosis could 
improve the efficiency of diagnosis supporting 
physician decisions. Cardiovascular Artery Disease 
(CAD) is usually diagnosed using Invasive Coronary 
Angiography (ICA), which remains the gold standard 
[1]. ICA imaging is an X-ray-based evaluation image, 
where a radiocontrast is injected into the arteries of the 
myocardium through a catheter which is inserted by a 
percutaneous incision in the radial or femoral  
artery [2]. 

The assessment of the degree of the narrowing is 
usually done visually, involving a substantial impact of 
subjectivity because it depends on the experience of 
the clinician, generating interobserver variability [3]. It 
has been proven the successful use of Convolutional 
Neural Networks (CNN) classifying objects in the 
image classification system [4-6]. 

The aim of this work is to evaluate how the 
performance of the binary classification problem of 
ICA images is affected depending on which category 
is considered as the positive class, being affected by 
the morphology and grade of narrowing of the lesion. 
 

2. Methodology 
 

The ICA images used in the present study are from 
a dataset composed of 42 anonymized videos acquired 
at Hospital Universitario Virgen de la Victoria 
(Málaga, Spain) by the cardiac angiography equipment 
Artis Zee (Siemens AG, München, Germany) under 
the corresponding regulations and permissions of the 
local ethical committee of the hospital. The original 
Digital Imaging and Communication in Medicine 
(DICOM) files were converted to PNG files for ease of 
use, obtaining images with a size of 512×512 pixels. 
The database is composed of different projections of 
the right coronary artery (RCA) and left coronary 
artery (LCA), such as right and left anterior obliques 
(RAO, LAO), with cranial and caudal angulations. 

The frames with enough radiocontrast to visualize 
the arteries correctly were annotated (bounding box 
and category) by both the informatic and cardiology 
team. The possible severity categories of a lesion are 
<20 %, [20 %, 49 %], [50 %, 69 %], [70 %, 89 %],  
[90 %, 98 %], 99 %, and 100 %. In Fig. 1, a sample of 
each category is reported. In total, there are  
3900 images with at least one lesion and 1943 images 
without visible lesions. 

We followed a patch classification methodology, 
that is, the raw images were divided into a 4×4 grid. 
These patches were resized to 32×32 pixels and 



5th International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2023),  
7-9 June 2023, Tenerife (Canary Islands), Spain 

176 

assigned to the category corresponding if the centroid 
of the bounding box of a lesion falls into it, and the rest 
were considered “non-lesion” patches. This procedure 
implied a huge increase in the “non-lesion” class, 
unbalancing the distribution between both classes. To 
lessen it, the “non-lesion” class was filtered, removing 
background patches using a basic mask of the ICA 
images, which were obtaining applying morphological 
operations segmenting the vessels. Those patches 
whose mask had less than 2 % of vessel pixels were 
discarded. Additionally, the negative class was 
randomly reduced to equalize the positive class. Then, 
data augmentation was applied using the following 
basic operations: 

- Translations in the X and Y axis in a random 
range of [−4, 4] pixels; 

- Scaling of the images randomly with a scale 
factor in a range of [0.9, 1.2]; 

- Flip horizontally and vertically. 
 

    
 

    
 

Fig. 1. Samples of the eight lesion categories. From left  
to right and top to bottom: non-lesion, <20 %, [20 %, 49 %], 
[50 %, 69 %], [70 %, 89 %], [90 %, 98 %], 99 %, and 100 %. 
 

Finally, for the training process, the patches 
obtained for each input established were: 5904, 3536, 
2992, 2620, 2268, 84, and 668, for <20 %, [20 %,  
49 %], [50 %, 69 %], [70 %, 89 %], [90 %, 98 %], 99 
%, and 100 %, respectively. 

Four pre-trained deep network architectures widely 
used were chosen: MobileNet-V2, ResNet-18,  
ResNet-50, and DenseNet-201. 

The performance of the different models was 
evaluated and compared using the F-measure, which 
provides an overall performance, where the precision 
(P) and recall (R) measures under the concept of the 
harmonic mean are included. Considering the main 
four representative parameters: True Positive (TP), 
True Negative (TN), False Positive (FP), and False 
Negative (FN) [7]. 

 

 − 	 = 	2 ⋅ ⋅ 	= 	 ⋅⋅    

 
 
3. Experimental Results 
 

3.1. Experiments Description 
 

The present work studies how the performance is 
affected depending on the lesion category considered 

the “lesion” class. Both classes were divided into 
training (80 %) and test (20 %) sets by videos, i.e., 
frames of the same videos in the test set are unavailable 
for the train set because frames of a sequence could be 
very similar, so a fairer performance evaluation is 
carrying out. To compare in a reliable way the results 
attained in test sets, K-fold cross-validation was 
implemented, with K = 5. 

For the training, we set: validation frequency = 50, 
validation patience = 5, maximum epochs = 70, initial 
learning rate = 0.0001, and SGDM solver (Stochastic 
Gradient Descent with Momentum). The batch size 
was set according to the number of training patches to 
keep the rate of iterations in all training processes. 

The methods were implemented in MATLAB 
R2023a on a computer system with an Intel Core  
i9-10900X processor, 128 GB of RAM, and an 
NVIDIA GeForce RTX 3080 Ti GPU card. Moreover, 
no layer of chosen pre-trained models was frozen, 
updating all weights during training. 
 
 
3.2. Results 
 

In Table 1, the average and standard deviation of 
F-measure values obtained in the test sets are reported, 
showing in bold the highest values for each positive 
class. The first fact to stand out is that the four 
architectures employed have the same tendency in 
each positive class, without large differences  
between them. 

Another remarkable aspect is the poor performance 
obtained in the classification task of 100 % lesions. 
However, in the rest of the ranges, performance 
increased slightly, although it decreased again with 
low lesion degrees ([20 %, 49 %] and <20 %). It could 
be explained because of the morphology of the lesion, 
although there are more patches to train, these lesions 
are more difficult to discern between non-lesion 
vessels being a more complex classification task. 
Whereas lesions higher than 50 %, i.e., 99 %, [90 %, 
98 %], [70 %, 90 %], and [50 %, 69 %], are clearly 
distinguishable from non-lesion vessels getting higher 
outcomes, 0.698, 0.676, 0.685, and 0.752, 
respectively. 

 
 

4. Conclusions 
 

This study reports the evaluation of how the 
performance of the binary classification is affected 
depending on the severity degree of ICA images. Four 
CNN architectures were employed for the binary 
classification task, using lesion and non-lesion 
patches. The lesion class, positive class, was 
established considering the seven possible ranges of 
lesion degree separately. Results reported that severe 
lesions, higher than 50 % (75 % F-measure), are better 
classified than 100 % (36 % F-measure) and lower than 
50 % (60 % F-measure) lesions. 
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Table 1. F-measure obtained on the test set using 5-fold cross-validation for each category. 
 

Severity MobileNet ResNet-18 ResNet-50 DenseNet-201 

100 % 0.328 ± 0.211 0.254 ± 0.161 0.360 ± 0.234 0.211 ± 0.089 

99 % 0.698 ± 0.047 0.577 ± 0.128 0.585 ± 0.242 0.632 ± 0.163 

[90 %, 98 %] 0.619 ± 0.087 0.569 ± 0.053 0.555 ± 0.061 0.676 ± 0.069 

[70 %, 89 %] 0.594 ± 0.058 0.685 ± 0.015 0.581 ± 0.046 0.623 ± 0.033 

[50 %, 69 %] 0.752 ± 0.015 0.745 ± 0.035 0.695 ± 0.032 0.742 ± 0.027 

[20 %, 49 %] 0.562 ± 0.031 0.571 ± 0.028 0.553 ± 0.034 0.511 ± 0.038 

<20 % 0.602 ± 0.022 0.559 ± 0.029 0.585 ± 0.020 0.600 ± 0.017 
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Summary: While residuality adds a linguistic meaning to the automaton’s states in the context of regular languages and 
discerns significant facts from the semantics of each state, alternation provides a very succinct representation of regular 
languages and generalizes nondeterminism. In this paper, we encapsulate the two-mode properties, residuality and alternation, 
into a more expressive automaton model that we refer to as reversal state Residual Alternating Finite Automata (rs-RAFA). 
Then, along the analogical lines of Angluin’s algorithm, we present a new regular language learning algorithm, namely rs- ∗, 
which is built on the Learner-Teacher-Oracle framework. 
 
Keywords: Machine learning, Deep learning, Residual languages, Alternating finite automata, Angluin’s algorithm ⋆. 
 

 
1. Introduction 

 
The property of residuality has been introduced by 

Denis et al [9, 13, 14] in the context of finite state 
automata. It is considered as a natural distillation of the 
essence of the automaton’s states language 
recognition. Residuality adds a foundational linguistic 
meaning to the automaton’s states in the context of 
regular languages and discerns significant facts from 
the semantics of each state of the automaton. In the 
context of regular languages, residual finite automata 
(RFA) also called residual state finite automata (RSFA) 
[9, 13, 14] are a subclass of nondeterministic finite 
automata (NFA) where each state represents a language 
called residual language of the language recognized 
by the NFA. RFA are introduced as a solution to the 
well-known problem of NFA not having unique 
minimal (in terms of the number of states) 
representatives. It has shown that every regular 
language admits a unique canonical RSFA [14]. An 
automaton  accepting a language ℒ	is residual if 
every state q of  represents a residual language. Such 
a refined class of residual automata allows one to 
eventually observe each state independently and 
describe its formal semantic subsequently. We adopt 
RFA notation. 

The notion of residual languages plays an 
important role in the context of learning algorithms. 
The class of RFA lies between deterministic finite 
automata (DFA) and nondeterministic finite automata 
(NFA). Such a class of automata has their own specific 
properties which are usually exploited in learning 
regular language algorithms. In addition, RFA share 
several significant properties in the context of 
determinism and nondeterminism settings. For 
instance, RFA share with NFA the existence of 
automata that are exponentially smaller, in the number 
of states, than the corresponding minimal DFA for the 
same language. But more importantly, every DFA 

exhibits the property of residuality which underlines 
several active learning algorithm techniques for finite 
state automata, such as the seminal algorithm ⋆ of 
Angluin’s [15] for leaning DFA and the generalized 
algorithm NL of Boling’s et al [10] for learning NFA. 
Both algorithms have provoked a tremendous amount 
of research [5, 6, 8, 10, 11, 18] in several areas of 
computer science such as machine learning, artificial 
intelligence, and software verification. 

The notion of alternation is a natural generalization 
of nondeterminism. It received its historical and formal 
treatment in the seminal paper of Chandra, Kozen, and 
Stockmeyer [4]. Alternation provides a very succinct 
representation of regular languages while residuality 
adds a natural meaning to the automaton’s states. For 
AFA, it is proved that they are precisely as powerful as 
both DFA and NFA as far as language recognition, but 
they differ in efficiency. However, beyond this 
seemingly negative result the presence of alternation 
can lead to simplified construction in formal languages 
[1, 2, 3, 12, 15, 17, 18]. In terms of the number of 
states, a minimal DFA might be exponentially larger 
than an NFA and double-exponentially larger than an 
AFA, respectively. Furthermore, AFA have particularly 
emerged as a practical tool in several applications such 
as model checking, learning algorithms, formal 
methods, and software programs’ verification. 
Furthermore, learning regular languages has gained 
widespread in a wide variety of applications such as 
pattern recognition, data mining, and learning 
algorithms. The uniqueness of the minimality of DFA 
plays an important role in the language learning 
algorithm ⋆	where it has been proved that the class of 
regular languages could be learned efficiently in 
polynomial time, in terms of the number of states, of 
the DFA. 

In Angluin’s algorithm, the model is composed of 
a learner and teacher. The learner, who initially knows 
nothing about the regular language	ℒ, tries to learn	ℒ 
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by interacting with the teacher. Information sources is 
available from the teacher who has knowledge about 
the language in question and guide the learner by 
answering membership and equivalence queries. A 
membership query consists in asking the teacher ”Is 
the word in the language	 ℒ”. Additionally, an 
equivalence query consists in asking the teacher 
whether a hypothesized DFA ℋ recognizes the 
language	 ℒ. The teacher returns either yes if the 
equivalence query ℋ and the inferred model are 
equivalent, otherwise a counter example is returned. 

In this paper, we investigate a pair of semantic 
properties termed residuality and alternation that 
complement one another and are amenable to automata 
learning. Then, we encapsulate the two-mode 
properties into a more expressive automaton model 
that we refer to as reversal state residual alternating 
finite automata (rs-RAFA). In the classical active 
learning algorithms and roughly speaking, typically 
algorithms are mainly built on the minimal  
Learner-Teacher framework. In this paper, we extend 
such a framework with an Oracle and a prefix rs that 
we refer to as rs-Learner-Teacher-Oracle paradigm 
that finds the unique minimal and consistent rs-RAFA 
in polynomial time for each regular language. 

The remaining of the paper is organized as follows. 
In Section 2, we introduce basic preliminary concepts, 
and notations. Language interpretation and regular 
expressions are described in Subsection 2.1. Section 3 
covers alternating finite automata (AFA) with 
straightforward details by showing that AFA are a 
suitable framework for active automata learning 
algorithms. Section 4 looks at the related work of 
derivatives of regular expressions and languages. 
Section 5 discusses residuality and describes such a 
property as an important framework in algorithmic 
learning languages. In Section 6, we show the 
importance of alternation and revisualization 
properties which lead us to two main theorems 
between rs-RAFA and DFA. Section 7 extends yet the 
results of the native AFA in two directions, languages 
over Boolean operations and residual languages. We 
also present a new regular language learning 
algorithm, namely rs- ∗, along the lines of ⋆. Finally, 
in Section 8 we conclude the paper with a summary 
and discuss looming future work. 

 
 
2. Preliminaries 
 

In this section we briefly recall some relevant 
definitions. An alphabet is a finite, nonempty set. The 
elements of an alphabet are called symbols or letters. 
A string over an alphabet Σ is a finite sequence 
consisting of zero or more symbols of Σ. Without loss 
of generality, we assume in the sequel that alphabets 
do not contain any of the “special” symbols, (∅, , ∪, 
∩, ∗,∨, ∧, +, ·, (, ) ). The string consisting of zero letters 
is called the empty string, denoted by . The length of 
a string w, denoted by |w|, is the number of symbols in 
w. By definition, | | = 0. The set of all strings 

(respectively all nonempty strings) over an alphabet Σ 
is denoted by 	Σ∗ (respectively Σ+). A language ℒ over 
Σ is a (possibly infinite) set of finite strings		ℒ	 ⊆ 	 Σ∗.	We denote the language of an automaton  
by ℒ( ), and the language accepted by a state q ∈ Q 
by ℒ( q). Given a language ℒ over an alphabet Σ, the 
Kleene star closure (“∗”) of	ℒ is the set ℒ∗ = ∪ 	 	 ℒi 

and the positive Kleene plus “+”) of ℒ 	is = ∪ 	 	 ℒi. 

The language ℒ	 = Σ∗\ℒ is the complement of ℒ. The 
concatenation of two strings u and v is the string 
consisting of the symbols of u followed by the symbols 
of v, denoted u ∙ v (also often written as uv). We denote 
the reversal of a string w by  while the reversal of a 
language ℒ, denoted 	ℒ  is defined as ℒ  = {  |  w ∈ ℒ}. A prefix-closed set is a set where every prefix 
of every member is also a member of the set. A  
suffix-closed set is a set where every suffix of every 
member is also a member of the set. An NFA is a 
quintuple  = (Σ, Q, Q0, δ, F) where Σ is the alphabet, 
Q is a finite set of states, Q0 is a set of initial states Q0 ⊆ Q, δ: Q × Σ → 2Q is the transition function, and F ⊆	Q is a set of final states. If |Q0| = 1 and δ: Q × 
Σ → Q, then the NFA is called a DFA. The language 
accepted by  is ℒ( )	= {w ∈ 	Σ∗ | (Q0, w) ∩ F ≠ ϕ}. 

 
 

2.1. Languages and Regular Expressions 
 

Regular expressions are formal notations for 
describing regular languages. Let e denote a regular 
expression, we define the regular language of e to be ℒ(e). Furthermore, we define the set of regular 
expressions by  over Σ as the subset of  (Σ ∪	{ , ϕ	+,·,∗, (, )})∗	that recursively satisfies the 
following conditions: 
 

(i) Σ ∪ { ϵ, ϕ} ⊆ E 
(ii) if ( + ) ∈ E then 

(a) ( + ),	( ∙ ), ( ∗) ∈  
(b) ( 	∩ ), 	 ∈  

 
In addition to the above operations of union, 

concatenation, and star as defined in (a), regular 
expressions which include the intersection (∩) and 
complement (−) operations as shown in (b) are called 
extended regular expressions. 
 
 
3. Alternating Finite Automata (AFA) 
 

Alternating finite automata (AFA) has the property 
of alternation in the following sense: If in a given state 
q the automaton reads an input symbol a, it will 
activate all states of the automaton to work on the 
remaining part of the input in parallel. Once the states 
have completed their tasks, q will evaluate their results 
using a Boolean function and pass on the resulting 
value by which it was activated. A word w is accepted 
if the starting state computes the values of 1. 
Otherwise, it is rejected. In a nondeterministic 
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computation all configurations are existential in the 
sense that there exists at least one successful path that 
leads to acceptance. An AFA may have also universal 
configurations from which the computation branches 
into several parallel computations that must all lead to 
acceptance. We represent existential and universal 
choices by a Boolean formula. Formally, let Q be a set, we use ℬ  to be the set of all Boolean formulas over 
Q. That is, ℬ  is built from the elements q ∈ Q, 1, and 
0 using the binary operations or (∨), and (∧), and not 
(−). We now formalize this idea. 

Definition 3.1. An alternating finite automaton 
(AFA) is a quintuple  = (Σ, Q, s, F, g) where (a) Σ is 
an alphabet, the input alphabet; (b) Q is a finite set, the 
set of states; (c) s ∈ Q is the starting state; (d) F ⊆ Q is 
the set of final states; (e) g is a mapping of Q into the 
set of all mappings of Σ × ℬ  into ℬ. 

We turn to defining the sequential behavior of an 
AFA. For q ∈ Q and a ∈ Σ, let (a) be the Boolean 
function defined as: 
 

 (a, û): Σ × ℬ  → ℬ,  
 
where a ∈ Σ and û ∈ ℬ . Also, for a ∈ Σ, q ∈ Q, and  
û ∈	ℬ , (a, û) = (a)(û), is equal to either 0 or 1. 

Now define f ∈ ℬ  by the condition:  = 1 ⟺  
q ∈ F. f is called the characteristic vector of F. 

We extend g to a mapping of Q into the set of all 
mappings of Σ∗ ×	 	ℬ  into ℬ as follows: 
 ( , û) 	= 	 	if	 	 = 	, ( , û) 	if	 	 = 	 	 ℎ	 	Σ, 	 ∈ Σ∗, 
 
where w ∈ Σ∗ and û ∈	ℬ . 

Definition 3.2. Let  = (Q, Σ, s, F, g) be an AFA. 
A word w ∈ Σ∗ is accepted by  if and only if (w, f 
) = 1. The language accepted by  is the set  ℒ	( ) = {w | w ∈ Σ∗ ∧	 (w, f ) = 1}. 

We denote the language of  by ℒ( ) and the 
language accepted by a state q ∈ Q by ℒ( ). Note 
that in the same spirit as the characteristic vector of F, 
we extend  to languages. 

Definition 3.3. Let  = (Q, Σ, s, g, F) be an AFA 
and ℒ( ) the language accepted by . Then, the 
characteristic output of  is defined as 
 

(w, û) = 
1	if	 ( , û) 	= 	1	for	all	 	 ∈ 	ℒ( )	0	 ℎ  

 
Example 3.1. Consider the following AFA  

 = (Q, Σ, s, g, F) where Q = {q0, q1, q2}, Σ = {a, b}, 
s = {q0}, F = {q2}, and g is given by the following 
Table 1. 

Example 3.2. Let w = bab be a string. We will 
check whether the input w is accepted by the above 
AFA . 

 	( , ) 	= 	 	( , ) ∨ 	 ( , )	= =	 	( , ) ∨ ( 	( , ) 	∨ 	 	( , ))=	

= 	 ( , ) ∨ 	 ( , ) ∨ (( ( , ) ∨ 	 ( , )) 	∨ ( ( , ) ∧ 	 (ϵ, f)))=	= 	 (0 ∨ 1) ∨ ((0 ∨ 1) ∨ (0 ∧ 1))	= =	 (0 ∨ 0) ∨ ((0 ∨ 0) ∨ (1 ∧ 1))=	= 	 (0)	∨	((0) ∨ (1))	=	0	∨	(0 ∨ 0)	=	0	∨	(0)	=	0	∨	1	= 	1 

 
 

Table 1. AFA’s state table. 
 

states a b 

 ∧  ∨ 	  

  	∧ 	  

 ∨  1 

 
Therefore, the string bab is accepted . 
We now introduce the notion of r-AFA [2, 3] which 

can be seen as an AFA except that it reads its input in 
reverse order. Moreover, such automata are usually 
used for implementing regular languages and their 
operations efficiently as summarized in the next 
theorem. We will adapt and extend r-AFA far beyond 
their original scope. That is, we will exploit such 
results in the context of learning algorithms for regular 
languages and automata. 

Theorem 3.1. [2, 3]. If ℒ is accepted by an n-state 
complete DFA; then ℒ is accepted by an r-AFA with at 
most ⌈ ⌉ states. 

 
 
4. Derivatives of Regular Expressions 
 

The notion of derivative regular expressions has 
been introduced by Brzozowski [6] to find quotient on 
regular expressions and give corresponding derivatives 
and their auxiliary functions. Let e be an extended 
regular expression and u is a word over Σ∗. We denote 
by ∂u(e) the derivative of e with respect to u, which is 
formally defined as follows: 

Definition 4.1. The derivative of an extended 
regular expression e with respect to a word u ∈	Σ∗	is 
defined to as: ( ) 	=	v ∈ Σ∗ such that uv ∈ e} and (ℒ) 	=	{v ∈ Σ∗ such that wv	∈	ℒ}. 

Intuitively, ∂u(e) is the set of all remaining strings 
obtainable from e by taking off the prefix u, if possible. 
The derivatives of an extended regular expression e 
with respect to a symbol a ∈ Σ are defined as follows: 

Properties 4.1. 
 

∂a(ϕ) =	ϕ; ∂a(ϵ) =	ϕ; ∂a(a) =	ϵ;	∂ϵ(a) =	a, 
∂a(b) =	ϕ if b ≠ a; ∂a(e1 + e2) =	∂a(e1) + ∂a(e2), 

∂a( 	∗ ) =	∂a(e1) · ∗;	∂a(e1 ∩ e2) =	∂a(e1) ∩ ∂a (e2), 
∂a (e1) =	∂a	( 1), ∂a( · ) 	= 	 ∂a( ) · + ∂a( )	if	 	i 	∂a( ) · 	 ℎ  

 
In addition, the concept of derivatives applies to 

languages. For a language ℒ, the derivative of ℒ with 
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respect to a string w is the set of remainder words 
after having read w from any word in ℒ. The following 
two properties are a consequence from the a definition 
of the derivative where u ∈ Σ∗ and a ∈ Σ. 
 i. (ℒ)	=	ℒ,	

ii. (ℒ)	=	 ( (ℒ)) 
 

Example 4.1. Given the NFA 	 =	(Q, Σ, Q0, F, δ), 
where Q =	{x1, x2, x3}, Σ = {a, b}, Q0 = x1, F = {x3} and 
δ is given by the following system of language 
equations. The regular language ℒ( ) generated by  
is obtained by solving the following system of 
language equations. Let  be a NFA as depicted below 
in Fig. 1. 

 

 
 

Fig. 1.	ℒ( ) =	ℒx1	=	(a + aΣ)∗(ab + b). 

 ℒx1 =	aℒx1 + aℒx2 + bℒx3; ℒx2 =	ℒx1
 + aℒx3, ℒx3 =	ϵ	

Using backward propagation yields the solution, ℒx1 which is obtained by using a series of substitutions 
of Arden’s rule [8] which yields  ℒx1	=	(a + a Σ)∗	(ab + b). 
 
 
5. Residuality 
 

Residual finite state automata (RFA) [9, 13, 14] are 
a subclass of NFA where each state represents a residual 
language of the language that is accepted by the 
automaton. Importantly, it adds a foundational 
meaning for a better understanding of regular language 
learning algorithms and computational learning theory. 
The class of RFA lies between DFA and NFA; and they 
share several significant properties. For instance, RFA 
share with NFA the existence of automata that are 
exponentially smaller, in the number of states, than the 
corresponding minimal DFA for the same language. 

Let  = (Q, Σ, q, F, δ) be a finite state automaton. 
The language ℒ ( ) is the set of all accepted strings by 

. For a state q ∈ Q, we write  for the automaton 
that starts in the configuration (i.e., state) q. 

Definition 5.1. A language ℒ( ) ∈ Σ∗ is a residual 

language of ℒ if there is w ∈ Σ∗ such that  ℒ( ) = ∂ (ℒ), where ∂ (ℒ) = {v ∈	Σ∗ | wv ∈	ℒ }. 
Example 5.1. Let  =  = (Q, Σ, Q0, F, δ) be a 

DFA. Q = {q0, q1, q2, q3, q4}, Σ = {a, b}, Q0 = {q0},  

F = {q2, q4} and δ as shown in the following graph  
in Fig. 2. 

 

 
 

Fig. 2. �( )	= 	ℒ 	= 	 	b +( 	 ) ( + Σ ) + Σ . 

 
For notational purpose, we use ℒ  to indicate the 

residual language of state q. We derive a simple set of 
residual languages of ℒ	 from	 Fig.	 2., denoted by 
Res(ℒ), (ℒ) = 	ℒ , (ℒ) = ℒ , (ℒ) = ℒ , (ℒ) 
= ℒ , where  and  ∈ 	Σ∗, α = b and  = Σ . 

An automaton  accepting a language ℒ is residual 
if every state q of  corresponds to a residual 
language. However, the reverse is not always true. 
That is, not every residual language should be accepted 
by a unique state. To this end, several states may accept 
the same residual language, consequently, we 
categorize the set of residual languages as prime and 
composed. residual languages [1, 5, 6, 11, 13]. 

Definition 2.3. A residual finite automaton (RFA)  
= (Σ, Q, s, F, δ) is a nondeterministic finite automaton 
(NFA) where for every state q ∈ Q, ℒ( ) is a residual 
language ∈ ℒ( ). 
 
 
6. rs-RAFA: A State Machine Framework  
    for Residual-Alternating Learning  
    Algorithm 
 

Learning regular sets from queries and counter 
examples by Angluin [15] forms the basis of many 
modern state machine inference algorithms. Given a 
regular language ℒ a canonical residual alternating 
finite automata (RAFA) is an alternating finite 
automaton (AFA) such that every composed state of the 
equivalent minimal DFA can be represented as unions 
and intersections of prime residual languages of ℒ. 
With respect to minimization of RAFA, we consider a 
special kind of RAFA that we call s-RAFA. A s-RAFA is 
a RAFA  = (Q, Σ, q, F, δ) such as every a ∈ Σ and 
every û ∈	 ℬ , (a, û)) does not depend on û. 
Intuitively, this means that the starting state s cannot 
be reached in any computation. Obviously, for every 
RAFA one construct an equivalent s-RAFA which has 
just one more state. 

Theorem 6.1. Let ℒ be a language and ℒ  be the 
reverse of ℒ. ℒ is accepted by an s-RAFA with k+1 states 
if and only if ℒ  is accepted by a DFA with 2  states. 
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Proof: We show the proof by construction. The 
proof is not included due to page limits. Refer to the 
author’s contact for details. 

Now, we introduce a variation of s-RAFA which we 
call rs-RAFA (r short for reversal). The new rs-RAFA is 
the same as a s-RAFA except that the input string is read 
in reverse. 

Theorem 6.2. For each language ℒ that is accepted 
by a n-states DFA, there exists an equivalent rs-RAFA 
with at most 1 + ⌈(log )⌉ states. 

Proof: The proof is not included due to page limits. 
Refer to the author’s contact for details. 
 
 
7. Revisiting and Reexamining Angluin’s  
    Learning Algorithm 
 

Regular languages can be described by different 
types of finite state automata which all have the same 
expressive power – they accept regular languages. 
Finite state automata are usually classified into several 
classes: deterministic, nondeterministic, universal, and 
alternating automata. Despite being equivalent from 
the point of view of the class of languages they can 
recognize they differ in succinctness and efficiency 
when solving formal languages and automata related 
problems. It would be interesting to consider finite 
automata that exploit the potential benefits in 
succinctness. In this paper for instance, we only exhibit 
few cases of succinctness – in terms of the number of 
states. That is, a minimal DFA for a regular language ℒ  might be exponentially larger than an equivalent  
s-RAFA accepting	 ℒ 	(Theorem 6.1). Furthermore, 
every s-RAFA has a useful property of residuality which 
makes them exponentially more succinct than DFA and 
the preferable automaton model to work with in 
practical learning applications. Technically, regular 
languages are not easy to learn using rs-RAFA and  
rs-RAFA. In contrast, special attention is devoted to 
RAFA (i.e., rs-RAFA) that can be learned efficiently 
along the lines of ⋆. We introduce a new query 
learning paradigm based on the prefix rs (i.e., rs-RAFA) 
called rs-Learner-Teacher-Oracle paradigm that finds 
the unique minimal and consistent rs-RAFA in 
polynomial time for each regular language. 
Technically, RAFA (i.e., s-RAFA, rs-RAFA) have the 
property that the states of the automaton correspond to 
residual languages. Along the analogical lines of ⋆	for 
learning DFA, this paper presents a new inference 
algorithm for RAFA. A reexamination and revision of ⋆	has substantially foreground a new active algorithm 
for RAFA, called rs- ∗.	
 
 
7.1. Active Learning of RAFAs  
       via rs-Learner-Teacher-Oracle Inference 
 

The learner wants to learn a regular target language ℒ over an alphabet Σ∗ by actively querying a teacher 
using two different types of queries: membership query 

MQ(ℒ) and equivalence queries EQ(ℒ). The teacher 
has access to the language through the oracle by 
reversing the learner’s language in question using 
another variant of queries called reversal membership 
query and equivalence query MQ(ℒ )	 and	 EQ(ℒ ),	
respectively,	as shown in Fig. 3. 

 

 
 
Fig. 3.	RAFA: Active learning algorithm using two variants 

of queries. 

 
The primordial active learning task is to find a 

RAFA by converting it to DFA using the oracle who 
satisfies the membership and equivalence queries of 
the learner, formally defined as follows: 
 

Algorithm: rs- ∗ 
Input: MQ (ℒ) and EQ (ℒ), target language: ℒ ⊆ Σ∗	
Output: 

The oracle replies “yes” or “no” depending on 
whether w ∈	ℒ 	or not. Moreover, the oracle answers 
“yes” if ℋ is correct or supplies counterexample. 

a) Learner-Teacher: MQ (ℒ): consists in asking the 
teacher if a word w ∈	Σ∗ ∈	ℒ. The teacher replies 
“yes” or “no” depending on whether w ∈	ℒ or 
not. 

b) Learner-Teacher: EQ (ℒ) consists in asking the 
teacher whether a hypothesis RAFA (of minimal 
size) ℋ is correct, i.e., whether ℒ(ℋ) = ℒ. The 
teacher answers yes if ℋ is correct or returns a 
counterexample. 

c) Teacher-Oracle: MQ (ℒ )	consists in asking the 
oracle if a word w ∈	Σ∗ ∈	ℒ 	(Theorem 6.1 and 
Theorem 6.2). The oracles replies “yes” or 
“no”, depending on whether w ∈	ℒ 	or not. 

d) Teacher-Oracle: EQ(ℒ ) consists in asking the 
oracle to use the relationship between RAFA and 
DFA (Theorem 6.1 and Theorem 6.2). That is, 
whether ℒ (ℋ) = ℒ . The oracle answers “yes” 
if ℋ is correct or returns a counterexample. 

During the learning process, the learner constructs 
and maintains two sets, a prefix-closed set  ⊆ Σ∗ of 
words that are candidates for identifying states, and a 
suffix-closed set  ⊆ Σ∗ of words that are used to 
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distinguish such states. Both  and  contain the 
empty string ε. Using membership queries, the learner 
checks whether all strings uv are in  or uav ∈ Σ  
belong to ℒ, and organizes the results into an 

Observation table 	 = 	 ( , , )	 for	 ℒ with 
entries where is a mapping function defined as 
 ( ) 	= 	 ( ∪ 	 Σ) × 	 ⟼	 { }	 	 	 ∈ ℒ	( ∪ 	 Σ) 	× 	 ⟼	 { o}	 	 	 ∉ 	ℒ	, 
 
where w ∈ ( ∪ 	 ) . The table  is of dimension 
|( ∪ ) × |, where the elements entries of both 
rows and columns are {yes, no}. We call such a 
function row of u and the set of all rows is denoted by 
Rows ( ). Rows labeled by the elements of  are the 
candidates for states of the automaton being 
constructed, and columns labeled by the elements of  
correspond to distinguishing experiments for these 
states. Rows labeled by elements of Σ are used to 
construct the transition function. 

 
 

7.2. Closedness and Consistency 
 

a. The table  is closed if for all u ∈ 	and a ∈ 
Σ, there is u′ ∈ 	such that row(ua) = row(u′); 

b. The table  is consistent if for all u, u′ ∈  and 
a ∈ Σ, there is u′ ∈  such that row(u) = row(u′) 
which implies that row(ua) = row(u′a). 

If the table  is closed and consistent the Learner 
constructs hypothesized RAFA ℋ = (Q, Σ, , F, δ). 

 
 

8. Conclusion 
 

In conclusion, we revised, reexamined, and 
extended Angluin’s learning approach for a variety of 
residual alternating finite automata, RAFA, s-RAFA, 
and sr-RAFA, by exploited the relationship between 
these variants of RAFA and DFA using Theorems 6.1 
and 6.2. Furthermore, we developed a regular language 
learning algorithm called rs- ∗ along the line of ⋆. A 
possible direction for future work is to enhance is to 
improve the table-based learning algorithm of rs- ∗. 
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An Improved Multiview Stereo for Semantic Reconstruction 
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Summary: We present an improved multiview stereo scheme for semantic reconstruction of 3D scenes that provides both 
geometry with colour and semantic models of scenes from their photographic images. Specifically, our proposed scheme is 
based on a popular and efficient multiview stereo method called the patched-based multiview stereo (PMVS). Our work applies 
to scenarios when per-view semantic estimates are available on the image planes. We present our improved scheme on the 
PMVS that can be used in the 3D geometry estimation as well as the simultaneous fusion of the per-view semantics all in a 
joint multiview fashion to form a final reconstructed semantic point cloud with colour information. We finally test our scheme 
on a number of datasets and show its efficacy and compared performance with the existing base method. Specifically, we show 
that with little trade-off in completeness error, our method achieves huge improvement in accuracy. 
 
Keywords: Multiview stereo, 3D-reconstruction, Semantic reconstruction, Point-cloud, Image. 
 

 
1. Introduction 

 
Multiview stereo (MVS) has been a classical 

problem in geometric computer vision. Given a 
collection of photographic images of a particular scene 
along with camera calibration is used as input in MVS. 
The output of the multiview stereo scheme is given 
usually in the form of a dense point cloud. Among such 
methods, which have been very popular is the [1]. In a 
different direction, solution schemes for semantic 
segmentation have evolved tremendously in the last 
decade. It may be interesting to the research 
community to look into how the new learning-based 
methods, especially in our present case, semantic 
segmentation schemes can improve the standard and 
popular methods of geometry estimation through 
appropriate adaptation to use the raw semantic 
information available from them. In this setting, we 
specifically consider the semantic segmentation on 
photographs that output semantic labels at the pixel 
level on the image planes. Then, we use these  
pixel-level semantic estimates as additional inputs to 
multiview stereo pipelines to study their influence. 

 
 

2. Related Work 
 
While there are several popular methods for 

multiview stereo proposed in the geometric vision 
community, the scheme [1] is one of the most widely 
used methods and implementation versions of the 
scheme are also available with open-source. Hence, we 
choose it to be the baseline geometry estimation 
scheme in our present study. Our current study is to 
investigate how we can adapt baseline geometry 
estimation to incorporate the per-view semantic 
information readily available from deep-neural-

network schemes that readily provide semantic maps 
at outputs, to improve the geometry and also 
semantics. We assume that the possibly noisy semantic 
images are already available as input. While there are 
deep neural network-based methods that are proposed 
recently, they are not as scalable as [1]. 

 
 

3. Patch-based Multi-view Stereo 
 

The PMVS [1] scheme builds up of three stages. In 
the first stage, the input images along with their camera 
pose and intrinsic calibration matrices are taken and 
initial stable seed patches are generated through sparse 
set of matched keypoints using Difference of Gaussian 
and Harris detector. In the second stage, the seed 
patches are expanded by adding new candidate 
neighbouring patches and then using visibility 
constraints, erroneous matches are filtered out. These 
expansion and filtering steps are repeated a number of 
times until no more expansion is expected. 
 
 
4. Proposed Method 
 

In our proposed method, we explicitly use the 
additional semantic information available at the input. 
Fig. 1 shows the pipeline where we can see that we 
have made use of the additional semantic information 
in all the blocks. This additional semantic information 
is propagated to both the seed generation stage and the 
expansion and filtering stage. Our methods use this 
semantics to aid in the matching and filtering 
procedure. The semantics in 3D is also itself refined in 
a joint fashion with the geometry estimation. As the 
output, we obtained a point cloud where we have the 
final estimates of the coordinates, normal, rendered 
colour, and the semantic for each point. 
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Fig. 1. Our proposed scheme that is based on the PMVS [1] method. 
 
 
5. Experiments 
 

We present performance evaluation experiments on 
a number of synthetic datasets obtained from. 
Specifically, we use synthetic data from 3DRMS 
Challenge 2018 dataset [2] and Slagboom en Peeters 
Aerial Survey dataset [3]. Fig. 2 shows the visual 
comparison on dataset from [2] where we have used 
the true semantics as input. A large number of outliers 
are present in the base method while output from our 
proposed method do not contain such outliers and 
simultaneously provides the semantics in 3D. 
 

 
 
Fig. 2. Result on a dataset clear_0128 from [2]. Top left: 
Ground truth semantic point cloud. Top right: Output point 
cloud with colour map from [1]. Bottom left: Output 
semantic point cloud from our proposed scheme. Bottom 
right: Output point cloud with colour map from our  
proposed scheme. 
 

In Table 1, we compare the quantitative geometry 
errors. Completeness errors measure the mean 
distances of points of ground truth to nearest points in 
outputs. Accuracy errors measure the mean distances 
of points in outputs to nearest points in ground truth. 
Our proposed method with little trade-off in 
completeness error achieves huge improvement in 
accuracy. 
 
 

Table 1. Performance Comparison. 
 

Data  

Geometry 
Completeness 

Error 
(abs. scale) 

Geometry 
Accuracy 

Error 
(abs. scale) 

twilight 
0001 

Base [1] 0.227 0.716 
Our 

proposed 
0.275 0.045 

clear 
0128 

Base [1] 0.202 0.398 
Our 

proposed 
0.206 0.039 

Fig. 3 shows the visual comparison on real (noisy 
images and semantics) dataset from [3]. Our proposed 
method could able to generate more points and also a 
semantic point cloud. 

 

 
 

Fig. 3. Visual comparisons on real dataset from [3]. Top: 
Output point cloud with colour map from base method [1]. 
Bottom: Output point cloud with colour map (left)  
and semantic point cloud (right) from our proposed scheme. 

 
 

6. Conclusions 
 
We have presented our proposed method for joint 
geometry-semantics reconstruction under a multi-view 
framework. As our modification maintains the low 
complexity of the existing framework of PMVS and 
only requires additional input semantic segmentation 
maps per image, our method is easy to adapt as a 
modified plugin to already existing reconstruction 
software packages that use PMVS. We provided 
experimental results that show the usefulness and 
efficacy of our method. 
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Summary: Operational modal analysis (OMA) is a tool for identifying modal parameters of mechanical systems during 
operation. Modal analysis is used for linear systems with small or proportional damping. Applying this technique to other types 
of systems, including non-stationary systems, requires different, new procedures. The article focuses on the use of  
time-frequency filtering in combination with recursive filtering, and algorithm for identifying modal parameters based on 
operational measurements. The presented technique uses an adaptive signal filtering method to separate the frequency 
components, which reduces the model's order for parametric identification. Thanks to this, the estimation of mechanical 
parameters can be carried out based on relatively simple mathematical expressions. At the same time, the computational 
complexity and time needed to determine the parameters are significantly reduced. This is extremely important for real-time 
methods. The algorithm can be implemented on any hardware platform. The verification of the algorithm was carried out on 
simulation data and on data from a real non-stationary object. 
 
Keywords: Identification of non-stationary systems, Wavelet transform, Time-frequency analysis, Wavelet filtering, 
Recursive identification. 
 

 
1. Introduction 

 

The operational modal analysis is the method to 
identify the modal parameters based only on response 
measurements of the structure. It is widely used in 
civil, mechanical, and aerospace engineering 
communities and applied to identify the modal 
parameters of such structures as buildings, towers, 
bridges, offshore platforms, airplanes, etc. [1]. 
Unfortunately, OMA has some limitations. One of 
them is the assumption that the system is  
time-independent. It means that the system's 
parameters (e.g., stiffness, damping) are not a function 
of time. This imposes the possibility of using this 
method only for stationary systems. In practice, many 
mechanical systems can operate in a non-stationary 
state. These include planes, rockets, bridges, cranes, or 
rotating machines operating at variable speeds. 
Classical modal parameter identification methods 
assume the eigenvector's and the eigenvalue's matrix 
invariance. It means that they cannot be directly used 
to identify the parameters of non-stationary systems. 
The solution to the problem is the assumption of  
quasi-stationarity in a given interval. It requires a 
compromise between the quality of the results (small 
number of samples) and resolution in the time domain. 
Another approach is the use of recursive methods of 
identification. In this case, the eigenvalue matrix can 
be estimated for every sample. The problem, in this 
case, is the selection of the appropriate order of the 
model. It directly translates into the quality of the 
estimates and computational complexity. 

Despite the above limitations, OMA techniques 
enable the identification of parameters of  
non-stationary systems. They are widely used, e.g., as 
fault detection methods based on state subspace 

identification [2], modal filter [3], or 3D machine 
vision [4]. In addition, OMA is commonly used to 
identify: rotating machinery (e.g., turbines, 
helicopters, engines, etc.) in which the assumption of 
broadband excitation is not met [5], structures with 
variable mass [6], and geometry [7], systems with 
closely spaced modes [8], large structures [9] and 
systems with varying boundary conditions [10]. 

Although many applications use OMA techniques 
to identify modal parameters, it is still a highly 
complex issue in some cases. In addition to the 
limitations mentioned above, there are also practical 
problems in the implementation of OMA methods. 
These are: 

• Length of data required for analysis – to get a 
good enough estimate of the results, it is 
necessary to ensure the right quality and quantity 
of data; 

• Duration of the estimation procedure – very 
often, it is necessary to provide information about 
the dynamic state of the structure online. Long 
data series and complex (time-consuming) modal 
parameter estimation methods are not conducive 
to obtaining results quickly; 

• Requires the intervention of an experienced 
operator to select the correct results from a set of 
solutions. This drawback restricts the use of these 
methods to offline modal parameter 
identification only; 

• Influence of variability of working conditions on 
the identification of results; 

• Selection of an algorithm for modal parameter 
estimation; 

• Effect of the estimation procedure order on data 
obtained from a series of sub-experiments. 
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The presented method uses the Continuous 
Wavelet Transform (CWT) to separate the signal's 
frequency components. The modal parameters 
(frequency and modal damping) are then estimated for 
each component using the Recursive Least Square 
(RLS) algorithm. Thanks to signal decomposition, the 
order of the estimated model is known and equals two. 
This makes it possible to use simple procedures to 
determine the modal parameters. 

 
 

2. Recursive Identification of Modal 
    Parameters 

 
The applied RLS algorithm contains the following 

steps: 
Step 1: Acquiring the current system response 

signal from the measuring device. 
Step 2: Estimating a priori prediction error based 

on evaluation from the previous iteration. 
 

 ̂( ) 	= 	 ( ) − ( ) ( − 1), (1) 
 
where i indicates successive number of sample. ( ) is 
the regressor vector, ̂( ) is the estimator of prediction 
error, ( ) is the vector of model parameters. 

Step 3: Gain vector ( ) and covariance matrix ( ) updating: 
 

 ( ) 	= 	 ( ) ( )( ) ( ) ( ), (2) 

 ( ) 	= 	 ( − 1) − ( ) ( ) ( ) ( )( ) ( ) ( ) , (3) 

 
where  is the forgetting factor. For 	 = 	0,  (0) 	= 	 , where δ is a large natural number, for 
example. 10 ,  is the unit matrix. 

Step 4: Updating vectors of estimated model 
parameters and observation vector 
 ( ) = 	 ( − 1) +	+ ( ) ( ) − ( ) ( − 1) , 

(4) 

 

 ( ) 	= 	 ( ), ( − 1),… , ( − ),̂( ), ̂( − 1), . . . , ̂( − )  (5) 

 
Step 5: Wait for the following sample and return to 

Step 1. 
As a result of RLS algorithm, the vector of model 

parameters is obtained 
 

 ( ) 	= 	 [− , . . . , − , 1, , . . . , ], (6) 
 
where nA and nC are model order, , . . . , − , , . . . , 	are model coefficients. 

Fig. 1. presents a diagram of the proposed 
algorithm. 

An essential element of the identification process 
based on the RLS algorithm is selecting the appropriate 

value of the forgetting factor λ. Large values of the 
forgetting coefficient (slightly less than 1) cause the 
algorithm to react slowly to changing modal 
parameters. When the value of the forgetting 
coefficient decreases, the algorithm reacts faster to 
changes in modal parameters. Problems related to the 
selection of the forgetting factor are not the subject of 
this work. In the cases described in the following 
chapters, the forgetting factor was selected based on a 
series of experiments conducted during the 
development of the method. 
 

 
 

Fig. 1. Organization of the Recursive Least  
Square algorithm. 

 
 
3. Wavelet Filtration 
 

Mathematically, CWT can be described by the 
formula 
 

 
( , ) 	= = ( ) ∗∞

∞
, 

(7) 

 
where i is a given time moment, bi is a translation 
(displacement) representing the region, ai is dilatation 
(expansion) or scale parameter, gi(t) is the basic 
wavelet function, and x(t) is the analyzed signal. In the 
classical approach, wavelet filtering decomposes 
particular signal frequency components with 
resolution depending on the wavelet function 
parameters. Such a transformation enables the 
decomposition of frequency components depending on 
the scale parameter [3]. The schematic process is 
shown in Fig. 2. 

There are two main advantages of using wavelet 
filtering. First, it is possible to filter very short signals. 
Secondly, there is no significant signal delay caused by 
the filtering process. Classical methods of narrowband 
filtering introduce a delay in the filtered signal 
depending on the order of the filter. In separating 
signal components with very close frequency values, it 
is necessary to use a very high-order filter. This makes 
it impossible to analyze short-duration signals. A 
similar problem also occurs in the wavelet transform, 
and it is called the “end result” [11]. Although the 
wavelet is focused on a given frequency and time, the 
window function describing a wavelet exceeds data 
length and wavelet coefficients in terminal regions 
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based on incomplete information. This results in an 
inaccurate representation of the filtered signal in these 
regions. The impact of this effect is incomparably 
smaller than with narrowband filters. 
 

 
 

Fig. 2. Wavelet-based signal filtering. 
 
 

4. The Algorithm 
 

In the classical approach, wavelet transform 
decomposes the individual frequency components of 
the signal with time-frequency resolution, depending 
on the parameters of the wavelet function [12]. The 
choice of wavelet function parameters requires some 
compromise between filtering quality in the frequency 
and time domains. After decoupling, each signal 
component can be analyzed separately. This approach 

significantly reduces the computational effort due to 
the low order of the signal model. Also, tracking all 
eigenfrequencies and system damping coefficients is 
not always required. 

The adaptive identification algorithm consists of 
two main parts. The algorithm's core is the RLS 
algorithm – which is responsible for the estimation of 
model parameters. The input data are filtered using 
wavelet transform, which reduces the model order and 
estimates the modal parameters based on analytical 
formulas. An integral part of the identification process 
is an adaptation of a wavelet filter that allows to tune 
the filter characteristics to the current value of the 
frequency. The organization of the proposed adaptive 
wavelet filtering procedure presents in Fig. 3. 

The adaptation process compares the scale 
parameter a (wavelet frequency) with the frequency 
estimated from the RLS algorithm. Suppose the 
difference between the estimated frequency and the 
frequency corresponding to the current scale parameter 
is within a range (±δ). In that case, the identification 
process continues unchanged, but if the difference 
between the two frequencies is more significant than 
the assumed frequency, the frequency of the scale 
parameter is changed to a value corresponding to the 
frequency estimated from the RLS algorithm. The 
adaptation process and the scheme of the method with 
adaptive wavelet filtering are presented schematically 
shown in Fig. 3, where fe, fw and δ are respectively: the 
current estimated frequency, the frequency 
corresponding to the scale parameter (wavelet 
frequency), and the adaptive step. 

 
 

 
 

Fig. 3. Organization of proposed adaptive wavelet filtering procedure. 
 

 
5. Results 
 

Firstly, A two-degree of freedom system with 
varying stiffness, excited by the white noise, was used 
in the simulation. The stiffness parameters of the 
system were described as follows: 
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An example of the time history of the system 

response and the stiffness parameters are presented  
in Fig. 4. 

Examples of parameter estimation results using the 
proposed method are shown in Fig. 5 and Fig. 6, where 
comparisons of the identification results using  
non-adaptive and adaptive filtering are presented. 
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Fig. 4. (a) System response for white noise excitation, (b) stiffness changes for mode 1 and (c) stiffness changes for mode 2. 
 

 
 

Fig. 5. Comparison of identification results: a) natural frequency – mode1, b) natural frequency – mode 2. 
 

 
 

Fig. 6. Comparison of identification results: a) damping ratio – mode1, b) damping ratio – mode 2. 
 

As can be noticed, the method with an adaptive 
wavelet filter gives better results. The best results were 
achieved for the natural frequency of the system. For 
the damping ratio, the results are satisfactory but it 
should be remembered that this parameter is very hard 
to identify, especially when the value of the damping 
ratio is large (mode 2). 

The second experiment was performed on the 
laboratory test rig. The test bed was built out of three 
main parts: a frame, a cart, and two metal bellows  
(Fig. 7). Two metal bellows are mounted between the 
cart and the frame. The friction between the cart and 
the frame has been eliminated thanks to air bearings. 

An electromagnetic shaker and a signal generator 
were used to excite the structure. The white noise 
signal was used as an excitation signal. During the 
experiment, the pressure in the metal bellows was 
changed. As a result of system stiffness changes, the 
natural frequency of the system was shifted. The time 
history of the system response, the result of the natural 
frequency identification, and the adaptation process of 
the wavelet function are presented in Fig. 8. Also, in 
this case, the results obtained with the use of adaptive 
methods are considerably better than the ones obtained 

by non-adaptive wavelet filtering. The algorithm reacts 
much faster to the changes in the system's natural 
frequency. Both algorithms were run with the same 
initial parameters. 

 

 
 

Fig. 7. Equipment for experiment prepared to free vibration 
run test 1. Frame, 2. Cart on the air bearings, 3. Air bearing 
hoses, 4. Metal bellows bracket mounted to the frame, 5. Air 
bearings, 6. Metal bellows bracket mounted to the sliding 
cart, and 7. Two metal bellows. 
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Fig. 8. System response (a), comparison of identified natural frequency of the system (b). 
 
 
6. Conclusions 
 

Application of the adaptive wavelet filtration to 
recursive identification of modal parameters has been 
investigated. The performed test confirmed that the 
wavelet transform is a useful tool to support the 
identification process of non-stationary systems. The 
adaptive wavelet filtration allows the separation of the 
signal frequency components and reduces the model 
order of the analyzed signal. This approach 
significantly reduces the computation time of modal 
parameters thanks to analytical formulas for damping 
ratio and natural frequencies. It facilitates the hardware 
implementation of the algorithm. The application of 
signal decomposition enabled the determination of the 
initial parameters of the RLS algorithm. This approach 
increased the speed of convergence of the algorithm. 
In the author's opinion, the algorithm has two main 
advantages. First, it is insensitivity to the initial 
parameters of wavelet function and the possibility of 
their adaptation to the system's current state; thus, the 
algorithm correctly identifies the modal parameters of 
non-stationary systems, although their changes occur 
rapidly, and the damping ratio has a large value. The 
second is the possibility of filtration of very short 
signals with closely spaced frequency components. 
Filters with narrow bandwidths introduce a delay  
to the signal. 

This delay is related to the order of the applied 
filter. For signals with closely spaced frequency 
components, the order of the filter can be very high. It 
is difficult (or even impossible) to use that filters to 
identify processes where parameters change rapidly, 
and the acquisition system allows to collect only a 
small number of samples. 
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Summary: Many studies related to electromyography focused functional prostheses. Also, to the diagnosis of pathologies and 
recognition of movements, thus allowing the development of human-machine interfaces. The objective of this work was to 
estimate the ability to discriminate between palmar and cylindrical moves, using three types of characteristics in the time 
domain (maximum peak of the signal, average signal, root mean square (RMS) value, and total energy Teager Kaiser-Skteo) 
at through variance analysis with original signals and with enveloping-tone. The work showed results where it is evident that 
there is a separation between the movements analyzed for all the characteristics obtained from the tone of the sEMG as opposed 
to the same obtained from the original sEMG. Therefore, for the features analyzed in the time domain, it is much easier to 
differentiate the palmar gesture from the cylindrical when it takes from the sEMG tone than when from the original sEMGs. 
 
Keywords: sEMG, Sliding windowing, Pattern recognition. 
 

 
1. Introduction 
 

In daily life, the movements of the hand represent 
the freedom of each person. Some time ago, the works 
that used analysis and processing of electromyography 
signals (sEMG) were associated with facilitating and 
helping people who do not have upper extremities or 
cerebrovascular diseases [1-4] and thanks to that, have 
awakened a considerable interest in the development 
interfaces man-machine, being one of the most 
researched subjects over the last few years [5]. 
Electromyography studies use different alternatives for 
the processing and the characteristics extraction 
associated with each movement [2, 6-10]. 

RMS is one of the most widely used statistical 
measures for sEMG signal features extraction as it has 
shown good results when used in classifier such as: 
Support Vector Machine (SVM) or Linear 
Discriminant Analysis (LDA), with an accuracy of 
around 90 % [11]. 

In signal processing, windowing techniques are 
used to obtain relevant information in the time domain. 
This information provides unique features that allow 
movements and gestures to be classified [9, 12-15]. In 
the present work, we used the technique of sliding 
windowing to obtain the tone of surface 
electromyography signals (sEMG). And from these, 
extract characteristics for classification. Finally, an 
analysis of variance has been carried out to estimate 
the discrimination capacity of the feature extracted to 
both original signals and tone signals. 

The rest of paper will be structured in the following 
sections: In Section 2, the movements studied are 
shown, the obtained of envelope, the windowing and 
the characterizes extractions, the results is presented in 

Section 3, the discussion is presented in Section 4 and 
ultimately, the conclusions are presented in Section 5. 
 
 
2. Materials and methods 
 

2.1. Database 
 

The following movements were studied: palmar 
and cylindrical (Fig. 1). There are 60 records for each 
move of healthy subjects. We used the ML880  
Power-lab data acquisition system and the ML135 
Dual Bio Amp signal conditioner and observed them 
on a computer with the ADINSTRUMENTS Labchart 
interface [13]. We applied a sequence of treatments to 
reach the proposed characteristics. 

 

  
 

Fig. 1. Cylindrical type and palmar type movement images. 
 
 
2.2. Signal Processing 
 

We obtained the envelope (Fig. 2B) using the 
Hilbert transform since this transform does not alter 
the representation of the signal from one domain to 
another. In this sense, the envelope is just function of 
original signal [12]. For this case, we used the upper 
envelope, see Equation (1). 
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 ( ) 	= 	 ( ) 	= 	− 	 ∗ ( ), (1) 

 
where H (t) is the upper envelop of original sEMG 
signal. Subsequently, the envelope is windowed to 
improve the extraction of characteristics [9]. We 
obtained the sEMG tone with a moving average of the 
samples in windows of 200 ms [9, 13] (Fig. 2C). 
 

 
 

Fig. 2. sEMG signal processing. (A) Original signal.  
(B) Upper envelope (via Hilbert transform). (C) sEMG tone 

(using sliding windows). 
 
 
2.3. Features 
 

The expression for the characteristics used in this 
article are shown below. Here xi is the EMG signal. 

RMS Root mean square: allows to classify the 
signal assessing the contents of energy, relating your 
range in an interval given [1], is expressed as: 

 

 	 = 	 ∑ 	 	   (2) 

 
Dc: Also is known as Mean Value and is  

expressed as: 
 

 	 = 	 ∑ 	 	   (3) 

 
Pico: It recognizes as the maximum value that 

achieve by the signal, as follows: 
 

 Pico	 = max( ) (4) 
 
SKTEO total energy teager Kaiser-skteo: it permits 

as to increase the relation between the noises vs. signal 
to have a better detection of the muscular activity. For 
this (1), the equation is defined as: 

 
 	 = 	∑ −	   (5) 

 

2.3. Statistic Analysis 
 

It’s used the method Analysis of Variance 
(ANOVA) in order to observe the capacity of 
discrimination and separation between individuals and 
the movements, being useful the boxplot for this 
procedure. A comparison has been made between the 
characteristics of the two be study gestures, being the 
non-processing signal (Fig. 3A) and the processing 
(tone) signal (Fig. 3B), the result of comparison can be 
seen in the Fig. 3. In this step, the boxes were placed 
in parallel (boxplot) to see if they overlap and 
afterwards, to obtain the different values of the 
medians and Interquartile range (IQR) recorded in the 
Tables 1 and 2. 

 

 
 

Fig. 3. Boxplot features (A) original signal.  
(B) Processed signal. 

 
 
Table 1. Median and IQR, Features with raw signals. 

 

Features 
Movement 

type 
Median IQR 

RMS 
Palm 0.2784 (0.1726,0.4232) 

Cylindrical 0.5018 (0.2783,0.8273) 

Dc 
Palm 0.1433 (0.1426,0.1444) 

Cylindrical 0.1437 (0.1430,1.1444) 

Peak 
Palm 1.1970 (0.5083,1.9240) 

Cylindrical 2.8933 (1.1460,3.8625) 

Skteo 
Palm 221.4128 (33.3998,569.9844) 

Cylindrical 824.3306 (189.4301,2195.361) 

 
 

Table 2. Median and IQR, Features with processed signals. 
 

Features 
Movement 

type 
Median IQR 

RMS 
Palm 0.63683 (0.4353,0.7780) 

Cylindrical 1.0395 (0.89586,1.116) 

Dc 
Palm 0.61597 (0.4343,0.7381) 

Cylindrical 1.0217 (0.8657,1.0942) 

Peak 
Palm 0.98404 (0.5513,1.4281) 

Cylindrical 1.5479 (1.3173,1.7438) 

Skteo 
Palm 0.26586 (0.0835,0.4663) 

Cylindrical 0.73579 (0.5770,0.9319) 
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3. Results 
 

The comparison between the populations of each 
movement is shown in Fig. 3. In the upper panel the 
results of the characteristics extracted from the original 
signal. In the lower panel the results after obtaining the 
envelopes. The evaluated characteristics correspond 
from left to right: RMS, DC, Peak and Skteo. Here it is 
observed that the medians and interquartile of the 
characteristics in each movement overlap in each 
evaluated feature. However, when we obtain the 
features from the envelope, the populations at each 
move are widely separated. 

The medians values and IQR of each movement 
and characteristics of the non-processing signal were 
annotated in Table 1, where it has been tested that there 
is overlap and that, in the RMS, Pico and DC 
characteristics, the values are lower compared to the 
Stkeo values. 

Likewise, it’s found a separation in the RMS, Peak 
and Dc characteristics values of the processing signal 
(tone), whereas, in the Pico characteristic continue 
with overlap (Table 2). 
 
 
4. Discussion 
 

In the previous work, it was extracting features 
from sEMG in time domain [11]. The features 
extracted was: RMS, mean value zero crossing times, 
slope sign change. The objective was to classify hand 
gestures. These features are the input for a neural 
network, where the output goal is above 87.5 %. 
Although the result is good, feature extraction it was 
made on the stochastic signal (original sEMG). In our 
work, we demonstrate that the discrimination increases 
for tone (envelope) sEMG. Similarly, other works has 
employed the envelope of sEMG to evaluates dynamic 
behavior (velocity and force prediction) with good 
results [13, 16]. 

Also, we observed that all evaluated characteristics 
have low overlap between evaluated hand gestures. 

In order to emphasize the aforementioned, we have 
calculated the percentage of interquartile difference 
(PIQD) according to equation (5) 
 	 = 	 75 ℎ	 	 − 25 ℎ 	75 ℎ	 	 ∗ 100 (6) 
 

Therefore, if PIQD < 0, there is overlap, otherwise 
for positive PIQD there is no overlap. 

In Figs. 4 and 5 it can see that the processing sEMG 
processing favors separability of populations. 
Therefore, the use of sEMG tone can markedly 
improve the accuracy in hand gesture scoring. On the 
other hand, after obtaining the envelope, the 
characteristic associated with the maximum value 
(peak) may not be appropriate for the classification, see 
Fig. 5. Here it is seen that the PIQD is negative. 
However, the other three characteristics contribute to 
the separation of the two hand gestures that have been 
analyzed. With this simple processing to obtain the 

sEMG pitch, the chance of success in hand gesture 
classification is increased, even using simple 
techniques such as case-based reasoning (CBR)  
[17-19] and linear discriminant analysis (LDA)  
[6, 20, 21]. Finally, we have classified only two hand 
gestures, and we provide relevant knowledge 
contributing to the state of the art in the context of the 
classification of hand movements and encourages the 
use of this process with databases with more classes or 
movements such as those proposed in the  
background [5]. 
 

 
 

Fig. 4. PIQD for each feature obtained from original sEMG. 
 

 
 

Fig. 5. PIQD for each feature obtained  
from envelope sEMG. 

 
 
5. Conclusion 
 

We proposed a method for feature extraction using 
the sEMG tone. We observed that separation capacity 
between both analyzed gestures (palm and cylindrical) 
increases remarkably using temporal characteristics 
for tone sEMG compared to the original signals. the 
peak feature is not recommended for use as a 
descriptor. The total energy teager Kaiser shows a high 
differentiation and it can be more appropriate to 
gestures classification. 
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Summary: Underwater vehicles can play an essential role in fish farming and their construction can be a challenging aspect 
of their development owing to the necessity of waterproofing electronic components. This paper describes the construction 
and basic framework of a robotic vehicle named "Kalypso," which was developed to inspect nets in fish farms. Kalypso can 
distinguish between clean areas on the net and areas that are either torn or covered in algae, based on an algorithm. Also, it is 
equipped with sensors to estimate position, depth, temperature and leakage, which can detect water in the watertight housing. 
The watertight part of the robot includes cable plugs, some of which are detachable to facilitate the connection of various 
devices, such as sensors and lights. Kalypso has two cameras, one facing the front and another facing the bottom. Furthermore, 
the robot has underwater ultrasonic sensors, which measure the distance from the environment, and LED lights on the front 
for increased visibility in low-light environments. Several tests were carried out, both inside fish farm nets and in the open sea. 
 
Keywords: Fish farms, Leak sensor, Ultrasonic sensor, Artificial intelligence, Autonomous Unmanned Vehicle (AUV), Plugs. 
 

 
1. Introduction 

 
Fish farming is an essential aspect of the world's 

food production, and the growth of the industry has led 
to the development of innovative technologies to 
improve the efficiency and sustainability of the 
process. 

In this context, the development of Kalypso is a 
significant step towards the use of underwater robotic 
vehicles in the fish farming industry. Kalypso is a  
cost-effective and efficient underwater vehicle used to 
inspect net cages in fish farms featuring stable design, 
flexible movement capabilities, and advanced sensors. 
Its ability to distinguish between clean and damaged 
areas on the net is a critical feature, as it can help 
identify potential issues and prevent the spread of 
diseases in the fish population. Overall, Kalypso is a 
significant technological innovation that can have a 
positive impact on the sustainability and efficiency of 
the fish farming industry. 

The research presented in [1] deals with the second 
phase of AUV rendezvous with a docking station and 
the process of docking itself. Further research [2] 
analyses an optimization framework for the design of 
AUVs using two state-of the-art population-based 
optimization algorithms, namely non-dominated 
sorting genetic algorithm (NSGA-II) and infeasibility 
driven evolutionary algorithm (IDEA). Another 
research [3] presents the design of a low cost AUV and 
the implementation for autonomy, acoustic and 
environmental research in stand-alone configuration. 
In addition, the research described in [4] progresses in 
the definition of the requirements needed to be applied 
to these kinds of vehicles, considering the low cost of 
construction and operation as one of the main goals. 
Furthermore, LoCO (Low Cost Open) AUV, a  
general-purpose, vision-guided AUV with rated depth 
of 100 meters that is open source is presented [5]. 

Another study analyses an AUV which uses main 
board Arduino Mega with 8 bit Atmel microcontroller 
[6]. Similarly, the development and design of an open 
source and low cost AUV for optical mapping of the 
deep sea is presented in [7]. Moreover, the research [8] 
deals with localization and navigation system for low 
cost AUVs that are limited to a micro-electro- 
mechanical system (MEMS). 

Besides, a study [9] examines the development of 
a new robotic vehicle for monitoring underwater and 
presents experimental results. Research introduced in 
[10] proposes a new low cost AUV-based method of 
seafloor observation with three important attributes to 
achieve surveys. Initially, it can be applied in highly 
rugged terrains, it can also produce a 3D image of 
seafloor based on a depth sensor and finally it can 
estimate the flow velocity field. More specifically, 
another study [11] presents hydrographic research with 
the objective of the implementation of AUV. In 
addition, research [12] deals with the development of 
a modular, low-cost mobile networking infrastructure 
for underwater domains. A study [13] proposes how a 
low cost commercial ROV can be as a foundation for 
developing versatile and affordable AUVs, while [14] 
presents a platform designed to encourage broader use 
of AUVs to reduce the timeline for new technology 
development. Research [15] describes an AUV named 
Blue Duck II, which is semi-modular with 3D printable 
parts, low cost and easy to modify based on needs. 
Similarly, a low-cost underwater vehicle is presented 
in [16] intended for shallow-depth inspections. 

What is more, a study [17] analyses an effective 
cruise speed estimation strategy for low cost AUVs, 
which is based on the motor feedback information. In 
addition, a low-cost AUV Alba-13 which is the second 
prototype with the purpose of validation as a sampling 
platform, is presented [18]. Research [19] describes an 
AUV named Folaga which is characterised by an 
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actuation system that integrates the actuator set for 
propulsion with buoyancy. 

Study [20] deals with a new low-cost open-source 
vehicle called “Hipp oCampus X”. It has a modular 
software and hardware architecture and is adaptable to 
any mission. Finally, research [21] presents Pirajuba, a 
low-cost AUV with innovative components that 
emphasizes on the hardware and software control 
architectures. 

The main objective of this paper is the analysis of 
the construction and overall preparation of Kalypso 
ROV which can be seen in Fig. 1. Section 2 introduces 
the robotic vehicle and presents in detail its electronic 
parts (e.g., sensors, motors, board, etc.). Section 3 
describes the experimental results performed in 
Kefalonia fishery. Finally, Section 4 concludes  
the paper. 

 

 
 

Fig. 1. Kalypso in Kefalonia Fishery. 
 
 
2. The Robotic Vehicle 
 

The robotic vehicle, named "Kalypso", was 
designed and constructed to inspect nets in fish farms. 
In more detail, its components are quoted as follows: 

• 3D skeleton – printed from blue, black and 
orange PLA plastic; 

• 1 Acrylic tube 6” with 4 O-rings and 2 flanges for 
absolute tightness and protection of electronic 
circuits (BlueRobotics [22]); 

• Specially improved 11 penetrator plugs with  
O-rings in the form of a gland to insulate the 
cables entering and exiting the central tube 
(BlueRobotics [22]); 

• 3 Additional plugs (BlueTrailEngineering [23]) 
that can be inserted and removed from the robot 
for various functions, such as charging, adding 
sensors and other accessories (Fig. 2); 

• 8 Three-phase motors (4 clockwise and 4 
counterclockwise); 

• 8 Motor drivers ESCs (BlueRobotics [22]); 
• 1 Raspberry Pi 3 mainboard; 
• 1 Pixhawk board which is responsible for the 

robot’s navigation; 
• 1 Mini PC Intel Core i7, 16 GB RAM, 512 GB 

SSD, Nvidia GeForce GTX 1660 Ti for computer 
vision; 

• Sensors: 
o 1 Digital water pressure sensor, which can 

measure up to 300 m depth (BlueRobotics 
[22]); 

o 1 Leak sensor with 4 detectors (BlueRobotics 
[22]); 

o 1 Digital battery voltage and current meter and 
correct operation (BlueRobotics [22]); 

o 1 Temperature sensor (BlueRobotics [22]); 
o 3 Ultrasonic distance sensor (2 front and 1 left) 

which can measure distances up to 100 m and 
300 m depth rating (BlueRobotics [22]); 

o Front camera with 1920×1080 resolution and 
bottom camera with 720 MP. 

Finally, it includes: 
• Power supply: 2×14.8 V, 10000 mAh and 30 C 

Lithium batteries; 
• 12 v led lights. 

 

 
 

Fig. 2. Plug Connectors. 
 

The robotic vehicle is equipped with advanced 
sensors, including leak sensor, underwater ultrasonic 
sensor, dual camera front and down and led lights from 
led stripes, which are insulted with silicone. The 
sensors are essential for maintaining the vehicle's 
stability and providing critical data for the inspection 
process. Kalypso can distinguish between clean areas 
on the net and areas that are either torn or covered in 
algae, based on an algorithm partitioning. An entropy 
filter is first applied to the image, and then the different 
regions are separated using multi-Otsu thresholding. 
This allows the vehicle to identify potential issues and 
prevent the spread of diseases in the fish population. 

Below is the design and placement of the three 
ultrasonic distance sensors: 

• The two sensors on the right and left measure the 
distance in the straight line of the robot; 

• The third sensor in the center turns left and 
detects distance to the left of the robot. 

The design and construction of Kalypso were 
carefully considered to ensure that the vehicle could 
operate efficiently in the harsh and unpredictable 
underwater environment. 

The wiring and grouping of the plugs (15 in total) 
are shown in Fig. 3 and explained as follows: 

• 4-pin plug, 2 of the pins are used for charging the 
batteries and 2 are for powering the LEDs. So, 
when the robot needs charging, the LED lights 
plug is disconnected and the charger is 
connected; 

• 8-pin connector, of which 3 are needed for the 
balanced charging of the lithium battery cells, 
and 5 are for the connection of the arm; 
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• 8-pin connector, 4 of the pins are used for the 
wired networking of the mini pc and the 
remaining 4 for the networking of the Raspberry 
pi. A special adapter is connected to establish 
communication between them; 

• 8 gland plugs for the internal connection of  
the motors; 

• Plug – switch for central activation / deactivation 
of the robot; 

• Pressure and temperature sensor plug; 
• Distance sensor plug; 
• Bottom camera connector. 

 

 
 

Fig. 3. Hardware Connections. 
 
 
3. Experimental Results 
 

One key aspect of the testing involved evaluating 
Kalypso's ability to identify damaged areas on the net 
using the algorithm partitioning. The vehicle was able 
to distinguish between clean areas on the net and areas 
that were either torn or covered in algae with high 
accuracy. This capability is essential for identifying 
potential issues and preventing the spread of diseases 
in the fish population. 

The leak sensor was also evaluated during the 
initial testing, and it proved to be a critical component 
in detecting water leakage in the watertight housing 
and alerting the operator. This capability is essential 
for ensuring the safety of the vehicle and preventing 
potential damage or malfunction. 

Overall, the experimental results from the initial 
testing phase of Kalypso demonstrated the 
effectiveness and potential of the robotic vehicle in the 
fish farming industry. The vehicle's stable design, 
advanced sensors, and precise movement capabilities 
make it a cost-effective and efficient solution for 
inspecting nets in fish farms. The ability to identify 
potential issues and prevent the spread of diseases in 
the fish population is critical to the success of the 

industry, and Kalypso's success in this area provides a 
promising model for future innovations in the field. 
 
 
4. Conclusions 
 

Overall, the development of Kalypso demonstrates 
the immense potential of robotics technology to 
address some of the most pressing challenges facing 
the fish farming industry. As this technology 
continues, Kalypso AUV is low cost and adaptive with 
simple materials and 3D printed parts which anyone 
can assemble. The tested depth of robot is about  
17 meters in sea water. Α strong point of the robot is 
the detachable plugs for batteries charging and other 
applications, compare to other robots in this category. 
Another point is the bottom camera that allows taking 
pictures and videos at the bottom of the net, without 
the robot having to make additional movements. 
Finally, there are future extensions such as long-
distance communication and navigation of the robot. 
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Summary: Agricultural robotics is a rapidly growing research area due to the need for new practices that are more 
environmentally responsible. It involves a range of technologies including autonomous vehicles, drones and robotic arms. 
These systems can be equipped with sensors and cameras to gather data and perform tasks autonomously or with minimal 
human intervention. For robot navigation and manipulation, and plant monitoring and analysis, perception is of prime 
importance and is still a challenging task today. For instance, visual perception using color images only for disease detection 
in vineyards, such as Mildew in which the symptoms manifest as small spots on or beneath the leaves, is still a hard task that 
does not allow to achieve high detection accuracy. To extract more representative features to improve the detection accuracy, 
other modalities must be used in addition to the Red Green and Blue (RGB) information of color images. In this paper, we 
present first a multimodal acquisition system that we have developed. It is composed of a multi-spectral (MS) camera and an 
RGB-D camera that are mounted on a mobile robot for data acquisition in a vineyard. Next, we describe the multi-modal 
dataset that we have built based on the data acquired with our system in a commercial vineyard. Finally, we implemented an 
Early RGB and depth data fusion technique together with the YOLOv5m Deep Learning network to detect the main parts of 
the vine: leaves, branches, and grapes using our dataset. The results that we have obtained, compared to those obtained using 
RGB images only with the YOLOv5m architecture, demonstrate the benefits of adding multi data fusion techniques to the 
object detection pipeline. These results are encouraging and show that multi-sensor data fusion is a technique that is worth 
considering as it can be useful for improving grapevine disease recognition technologies. 
 
Keywords: Viticultural robotics, Vineyard analysis, Multi-modal dataset, RGB-D camera, Multi-spectral camera, RGB-D 
fusion, Object detection. 
 

 
1. Introduction 
 

Nowadays, in modern agriculture, farmers must 
deal with several trade-offs every day. They must 
satisfy a rising public demand while maintaining the 
quality of their products and of their land for the good 
health of the consumers of their products. The new 
environmental considerations imply an evolution of 
agricultural and viticultural practices [1] to increase 
sustainability and farmers’ health and safety. For these 
reasons, robotic and precision agricultures are 
developing at a large pace as they can contribute to a 
reduction in the use of phytosanitary products such as 
pesticides, herbicides, and fungicides in farming as 
well as a reduction of human labor in harsh working 
conditions. 

Robotic agriculture and precision agriculture are 
two different concepts but they are related. Robotic 
agriculture involves the use of robots or automated 
machines to perform specific tasks in the agricultural 
process, such as planting, harvesting, or spraying 
crops. On the other hand, precision agriculture is a 
farming method that uses technology to optimize crop 
production by analyzing and managing various factors, 
such as soil characteristics, weather patterns, and crop 
health, with high precision and accuracy. Although 
both concepts are different, they nevertheless have one 
common point in that they both rely heavily on visual 
perception and more particularly on one important 
application of visual perception that is object detection 
[2]. Indeed, object detection allows robots to navigate 

autonomously while avoiding obstacles in robotic 
agriculture. In precision agriculture it allows to 
identify and locate objects of interest, such as weeds, 
crops, and pests for weed and pest management and 
crop health monitoring. It is typically achieved through 
machine learning and deep learning algorithms, which 
are trained on large datasets of annotated images [3]. 
Once trained, these algorithms can accurately detect 
and classify objects in real-time, enabling robots to 
perform tasks such as crop monitoring [4], weed 
control [5, 6], and fruit picking [7]. 

Object detection using visual cues is challenging 
due to factors that are outside human control such as 
illumination, geometric properties of agricultural 
fields, weather conditions, and plant structure 
uncertainty. Appropriate detection and localization of 
plants, fruits and weeds are the backbones for 
inspection, robotics, and autonomous systems for 
agriculture. It helps farmers in several ways: to 
monitor crop health more efficiently, to identify and to 
respond to potential pest or disease outbreaks before 
they become severe resulting in a reduction in the need 
for phytosanitary products, and to estimate production 
yield and increase product quality. 

Our work is targeted towards vineyard inspection 
and analysis. In this field, standard RGB cameras and 
computer vision can provide affordable and versatile 
solutions for object detection such as leaves, branches 
and grapes. The Faster R-CNN architecture provides 
accurate results for grape detection. Recognition 
results can be integrated through data association 
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approaches that use object tracking or mapping to 
perform fruit counting in the vineyard. An alternative 
to the two-stage object detection algorithm is the  
one-stage algorithms such as the YOLO (You-Only-
Look-Once) architectures. YOLOv5 model has 
outstanding performance in terms of speed and 
accuracy [8, 9]. To further improve object detection, 
multi-modal data fusion is crucial. The use of depth 
cameras can provide 3D information and highlight the 
unique geometry of objects present in the scene [10]. 

In the next section, we describe the multimodal 
acquisition system that we have developed as well as 
the multimodal dataset that we have built with data 
acquired with it. In Section 3, we present the data 
fusion method that we have developed and used 
together with the YOLOv5m Deep Learning network 
to detect leaves, branches and grapes in a vineyard. In 
Section 4, we present the results obtained and a 
comparison of the results with and without  
multi-sensor data fusion. Finally, we conclude  
in Section 5. 

 
 

2. Data Acquisition and Multimodal Dataset 
 

In this study, a multimodal acquisition system was 
developed to acquire vineyard data in several 
modalities. It is composed of a SILIOS CMS-V  
multi-spectral camera sensitive to eight different 
wavelengths bands from 550 to 830 nm and of a 
Microsoft Kinect V2 camera for RGB and depth 
information. Both cameras have been mounted on a 
Summit XL mobile robot as shown in Fig. 1 for ease 
of acquisition in a vineyard field which can have an 
irregular or an uneven shape. The positions of the 
cameras on the robot have been carefully chosen for 
accurate capture of the fine details of the scene, i.e., 
leaves, branches, and berries. Also, the cameras are 
fixed on the mobile robot so that their relative positions 
are perfectly known and do not vary during acquisition. 

 

  

  
 

Fig. 1. Top-left: Summit XL mobile robot instrumented 
with the multi-sensors system; Top-right: RGB image; 

Bottom left: MS image; Bottom right: Depth image. 
 
To acquire data with our acquisition system, the 

cameras must be calibrated, and the acquired images 
registered. Camera calibrations are achieved using the 

calibration method described in [11] for the  
multi-spectral camera and the iai_kinect2 package by 
[12] for the Microsoft Kinect V2 camera. Regarding 
image registration, the feature-based image 
registration algorithm is used [13]. This algorithm uses 
the Harris corner detector to extract the corner features 
from the reference images, the RGB images in our 
case, and the target images, the multispectral images. 
Then, it matches the corner features using the Scale 
Invariant Feature Transform (SIFT) algorithm to find 
the best affine transformation that aligns the images. 
Only the RGB and the multispectral images need to be 
registered. The depth image is already registered with 
the RGB image by the Microsoft Kinect V2 camera 
that is used to acquire both images. 

Image acquisition is done at a frame rate of  
15 images per second and with the mobile robot 
moving at a speed of 0.6 meters per second to reduce 
motion blur [14]. An example of the three types of 
images produced by our acquisition system, namely 
RGB images, depth images, and multispectral images 
is shown in Fig. 1. All the acquired images depict vine 
plants and 300 of them have been manually labelled 
with four classes to build our multimodal dataset. The 
four classes are branches, leaves, grapes, and 
background which represents any area that is not 
assigned to anyone of the other three classes. 

 
 

3. Object Detection with Multi-sensor Data 
 

The method presented in this paper aims to 
improve object detection in vineyards by combining 
RGB and depth information using an Early Fusion 
architecture together with the YOLOv5 Deep Learning 
network [15]. The whole network architecture is 
shown in Fig. 2. YOLOv5 is a popular convolutional 
neural network (CNN) for real-time object detection 
with high accuracy [8, 9]. The architecture employs a 
single neural network to analyze the entire image, 
subsequently dividing it into regions and predicting 
bounding boxes and class probabilities for each. The 
network comprises a backbone, which consists of 
convolutional layers that extract and generate image 
features at multiple scales; a neck, which generates 
feature pyramids to facilitate scale-invariant object 
detection; and a head, which utilizes anchor boxes to 
produce final output vectors containing class 
probabilities, objectness scores, and bounding box 
coordinates. Compared to its predecessor YOLOv4, 
YOLOv5 is 88 % smaller in size and 180 % faster in 
performance while maintaining comparable accuracy 
on the same task. 

Since the YOLOv5 model is designed to process 
images in the RGB format, it can only accept an image 
with the three color channels (Red, Green and Blue) as 
input. However, our RGB-D data contains four 
channels: three channels for the RGB image and one 
channel for the depth image. Thus, the four channel 
RGB-D image must be transformed to a three-channel 
image to be able to be processed by YOLOv5. This is 
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achieved by first transforming the depth image into a 
three-channel image so that it is of the same dimension 
as the RGB image and can thus be fused with it channel 
by channel. We have considered two types of 
transformation: replicating the raw depth image two 
times to obtain a depth image with three identical 
channels and colorizing the depth image using the Jet 
color palette to obtain a colored depth image in the 
RGB format. The effect of both transformations on the 
detection accuracy will be studied in the experiment 
section. 

After transforming the depth image to a  
three-channel image, we now have a six-channel  
RGB-D image. To transform this six-channel image to 
the three-channel input of the YOLOv5 network, we 
have defined an Early data fusion network. It consists 
in first stacking the RGB and the depth information 
into a single tensor. Next, a convolution operation with 
six input filters, and three output filters is performed. 
The filter size has been chosen to be 3×3, and by doing 
zero-padding, the input and the output image sizes are 
the same. Finally, a batch normalization function is 
added to prevent vanishing gradients during training. 
Thus, at the output of this fusion module, a  
three-channel image is obtained that is then input to the 
YOLOv5 pipeline for training, test, and validation. 

 

 
 

Fig. 2. Early fusion network architecture together  
with YOLOv5 network. 

 
 

4. Experimental Results 
 

In all our experiments, we have used the 
multimodal dataset that we have built with  
300 manually labeled images of three classes of 
objects: leaves, grapes, and branches and a fourth 
background class which represents all areas that are 
none of the three object classes. The images of our 
dataset are images of vine plants where the “leaves” 
object is abundantly present. Moreover, the leaves 
overlap with each other such that it is very difficult to 
label all of them to generate the ground truth data. 
Thus, in the images many leaves are left unlabeled. In 
supervised Deep Learning networks, unlabeled data 
are automatically assigned to the no-class or the 
background class. In our case, they are assigned to the 
no-class. In the general case, if a valuable information 
(leaves, grapes, or branches) is not labeled, then during 
training the network might get confused because this 
information will be considered as pertaining to both the 
object class and the no-class. This will result in a 
degradation of the performance. For example, if a leaf 
is unlabeled, there will be the same type of object in 
two different classes, the “leaves” object class and the 
no-class. Then, during training similar features will be 

used to identify the leaf and the no-class object. 
Consequently, during testing, detected leaves will be 
assigned a lower probability than if all the leaves in the 
dataset were correctly labeled. To overcome this 
problem, a pre-processing step has been implemented 
to clear (i.e., set to zero) all the non-labeled regions. 
An example of the resulting images of this  
pre-processing step is shown in Fig. 3. 

 

  
 

Fig. 3. Example of a labeled image processed to clear out 
no labeled regions. Vineyard RGB images (left) and Image 

with no labeled regions clear out (right). 

 
Three training and test cases have been considered 

using two Deep Learning architectures: a Data Fusion 
network that we have defined and the YOLOv5m, a 
medium size YOLOv5 network, with the Ranger 
optimizer and pretrained with the MS COCO dataset. 
We have used and compared both the Adam and the 
Ranger optimizers [16]. Finally, we have chosen the 
Ranger optimizer, which is a combination of RAdam 
and Lookahead, because it offers improved training 
efficiency, faster convergence, and better performance 
compared to Adam. The three cases are: 

• YOLOv5m network trained, validated and tested 
with the RGB images only; 

• Data fusion and YOLOv5m networks trained, 
validated, and tested with RGB and raw depth 
images; 

• Data fusion and YOLOv5m networks trained, 
validated, and tested with RGB and colored depth 
images. 

For the first training and test case where only the 
RGB images are needed, the other modalities of our 
multimodal dataset are just ignored and not used. In the 
two other cases, the depth information is used in 
addition to the RGB ones. For the experiments, the 
dataset has been randomly split into 70 % of training, 
15 % of validation and 15 % of testing data. Regarding 
the network parameters, the number of epochs is 100, 
the batch size is 4 and the image size is set to  
640×640 pixels. 

To evaluate our model, we have computed the 
precision and recall scores, and the Mean Average 
Precision (mAP) at 50 % and in the interval [50-95 %]. 
mAP@0.5 is a measure used to evaluate the overall 
performance of an object detection model by 
considering a prediction as correct if its Intersection 
over Union (IoU) with manual annotation is greater 
than or equal to 0.5, and by taking the average of the 
mean accuracies for each object class. 

The quantitative results are summarized in Table 1. 
They show that the network with data fusion and  
multi-sensor data achieves better precision, and 
especially better robustness. The combination of data 
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fusion with the YOLOv5m network allows for better 
adaptability to different vineyards, which is our 
ultimate goal. We can clearly see in Table 1 that for the 
mAP@0.5:0.95, we have a gap of almost double in the 
robustness of the system. We can therefore conclude 
that the RGB-D system allows for better robustness 
and therefore better adaptation to different 
configuration changes such as luminosity and 
seasonality. 

 
 

Table 1. Quantitative results of the combined data fusion 
and YOLOv5m model trained with the multimodal dataset. 

 
 P R mAP@0.5 mAP@0.5:0.95 

RGB 
only 

0.82862 0.68724 0.76331 0.35314 

RGB + 
D 

0.82562 0.69211 0.76367 0.3593 

RGB + 
D 

colored 
0.83125 0.68456 0.75909 0.34817 

 
Fig. 4 represents an example of the output of the 

combined data fusion and YOLOv5m network trained 
with RGB images only, and with RGB-D images. The 
red, green and blue boxes are respectively the leaves, 
the grapes, and the branches classes. 

 

  
 

Fig. 4. Example of detection using the combined data 
fusion and YOLOv5m network trained with RGB images 

(left) and with RGB-D images (right). 
 
 

5. Conclusions 
 

We have developed a multimodal acquisition 
system that is particularly suitable for data acquisition 
in a vineyard. Using our acquisition system, we have 
acquired data in a commercial vineyard and built a 
multimodal dataset with 300 manually labelled images 
of vine leaves, grapes, and branches. We then used this 
dataset to study the effects of using depth information 
in addition to RGB information and data fusion 
techniques to detect object in vineyards. To do so, we 
have trained a combined data fusion and medium size 
YOLOv5 network, denoted by YOLOv5m, to detect 
leaves, grapes, and branches in vineyard images. The 
results that we have obtained show that the use of 
multimodal data allows to increase the detection 
accuracy while reducing false negatives. 

These results are encouraging, and we intend in 
future work to either use our dataset or create a new 
dataset with even more modalities, and data fusion 
techniques to address viticultural challenges such as 
the rapid and accurate detection of plant pathologies 

for vine plant health monitoring and disease 
management, berry detection for automatic harvesting 
or production yield estimation, and weed detection for 
autonomous weed removal in robotic agriculture. For 
example, in disease detection and recognition, the 
detection result mixed with the localization of the 
robot, can help to create a map of where the different 
diseases are. In this way, the vineyard owners can 
localize problems earlier, and solve them before they 
become a real problem. 
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Summary: Harmonic retrieval is essential in radio channel sounding, estimation, and modeling. In our previous work, we 
proposed a CNN-based approach combined with additional steps on the likelihood function. This paper extends the approach 
to perform joint 4D harmonic retrieval by utilizing the samples from a multi-antenna receiver in frequency, time, and the 
spatial domains of a radio channel transfer function. 
The proposed architecture also reliably estimates the number of spectral components in the measurement. Hence, our approach 
can estimate four-dimensional parameters from a signal without prior knowledge of the unknown number of paths. Therefore, 
the architecture jointly solves the model order selection problem and the parameter estimation task in 4D. 
 
Keywords: Harmonic retrieval, Convolutional neural network, Wireless channel, Parameter estimation. 
 

 
1. Introduction 
 

Spectral estimation is a ubiquitous problem in 
signal processing, arising in various applications such 
as channel estimation, radar localization, and direction 
finding. The available solutions can be categorized into 
four groups: subspace algorithms [1, 2], iterative 
maximum likelihood (ML) [3], Sparse Signal 
Recovery (SSR) [4] and most recently Deep Neural 
Network (DNN)-based algorithms [5-10]. DNN-based 
spectral estimation algorithms have demonstrated 
improved performance and robustness in low-Signal- 
to-Noise Ratio (SNR) conditions compared to 
traditional methods. 

 
 

1.1. State-of-the-art 
 

Various studies have used different neural 
networks for frequency and direction-of-arrival 
estimation. These methods have shown improvements 
in performance in the low-SNR domain compared to 
traditional methods like MUSIC [1]. In addition, a 
DNN has also been applied successfully to separate 
and reconstruct an unknown number of sources [11]. 
However, many works model the task using grid-based 
classification, e.g., [6, 7], and therefore suffer from 
inherent estimation bias due to grid-mismatch, and the 
non-linearly increase in grid complexity at higher 
dimensions. Modeling parameter estimation as a 
regression task, as shown in [10, 12], yields estimate 
comparable in accuracy to subspace methods. When 
combined with gradient steps on the likelihood 
function, the grid-free estimates serve as sufficient 
initial guesses for a second-order Newton method to 
converge [10, 12]. This approach combines the best of 
two worlds: fast, robust, but approximate initial 

estimates combined with a high-resolution iterative 
method allowing quadratic convergence, but only after 
successful initialization by the deep neural network. 

Further promising applications for DNN-based 
estimators are in the area of Integrated Communication 
and Sensing (ICAS). Those systems demand 
estimators that are capable of real-time updates, can 
handle measurement system imperfections, varying 
resource allocations in the illuminating signal, and are 
capable of including known reference points in the 
environment. 
 
 
1.2. Contributions 
 

Compared to previous works, our approach can 
estimate up to 60 deterministic sources from a single 
snapshot in terms of their delay, Doppler-shift, and 2D 
Direction of Arrival (DoA). For this we extend the 
approach from [12] from 2D to 4D. Our work presents 
a joint regression and classification tasks: to estimate 
the number of sources and their parameters. 

We compare the performance of the mean squared 
error (MSE) of the Convolutional Neural Network 
(CNN) estimates with existing methods. Additionally, 
we analyze the model order selection performance and 
compare our approach to an iterative ML. 
Furthermore, we also show that the DNN estimates are 
sufficient initial guesses to warm-start a second-order 
gradient iteration and enable convergence with  
high accuracy. 

Our proposed methodology performs reliable 
standalone model order and parameter prediction with 
comparably short computation time, yielding a robust 
4D parameter estimator with only moderate 
computational complexity. 
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2. Signal Model 
 

Our task is retrieving the spectral components of 
deterministic sources from frequency and time samples 
of a radio channel, i.e., their propagation delays τ, 
Doppler-shifts α, azimuth φ, and elevation θ. 

For the spatial dimensions, we assume a Uniform 
Rectangular Array (URA) with , ∈ 	ℕ vertical 
and horizontal antenna elements, respectively. We 
model the wireless channel transfer-function 
measurement of bandwidth  with ∈ 	ℕ frequency 
samples, ∈ 	ℕ snapshots, and employ the 
narrowband assumption since 	 ≪ 	 . We denote the 
sampled observation in complex baseband ( 	= 	0) 
by . The sampling process in time- and frequency is 
characterized by the sampling intervals in frequency ∆ 	 > 	0	and time ∆ 	 > 	0 with ,  
sampled	 , 	 ∈ 	ℕ times at 

 
 	= 	 + 	 	 ⋅ , 	= 	 + 	 	 ⋅ ,  

 
where 	 = 	0, . . . , − 1, 	 = 	0, . . . , − 1,  	= 	−  and 	= 	0. 

Similarly, the sampling process in the spatial 
domain is carried out over the URA antenna  
elements with 

 
 	= 	 	 ⋅ , 	= 	 	 ⋅ ,  

 
where 	 = 	0, . . . , − 1, 	 = 	0, . . . , − 1	and , 

 define the vertical and horizontal antenna element 
spacings of the array. 
 

 
, θ , φ 	=	exp − 2πλ sin θ cos φ ⊗ ⊗exp − 2πλ sin θ sin φ  

 

 
With that, the discrete signal model  ∈ ℂ 	× 	× 	× 	becomes 
 

 
( , , , , ) 	= 	∑ γ	 ⋅ τ ⊗  ⊗ α ⊗ θ ,φ ,	  

 
where the index 	 = 	1, . . . ,  denotes the source index 
and ∈ ℂ , ∈ ℝ , ∈ ℝ , ∈ ℝ , and ∈ ℝ  
contain the corresponding complex weights, delays, 
and Doppler-shifts, Azimuth of Arrival, and Elevation 
of Arrival, respectively. 

The noisy observation ∈ ℂ 	× 	× 	×  is then 
formulated as 

 
 	 = 	 ( , , , , ) + , (1) 

 
where ∈ ℂ 	× 	× 	× 	is a complex, zero-mean 
Gaussian noise process with variance σ . 

Estimating , , , , and  from Y constitutes a 
joint model order selection and harmonic  
retrieval problem. 

 

3. Neural Network 
 

The goal of the presented approach is to use a deep 
convolutional neural network to estimate the model 
order P (number of paths in the signal) and their 
parameters from . 
 
 
3.1. Preprocessing 
 

We use a similar preprocessing approach and 
parameter encoding as presented in [12], but extend it 
to 4 dimensions. This means, we use the same 
windows and DFT processing to create 	= 	8 views 
of the original data, denoted by . As our network 
implementation in PyTorch [13] requires real numbers, 
we use 4 different mapping functions to obtain real 
numbers and present them to the CNN as different 
channels for the convolution operation by stacking 
them. Despite the redundancy in the mappings, our 
experiments showed, that the additional features helped 
training the network. 

 

 

( ) = R( ),	( ) = I( ),	( ) = log (| |) ,	( ) = ∠( )  

 
 

3.2. Network Architecture 
 

The architecture of our neural network, as depicted 
in Fig. 1, is structured into four distinct stages 
described below. We implemented the 4D 
convolutional layers using the same approach as  
used in [14]. 

The first stage feeds the input into a series of three 
consecutive blocks, each containing two submodules 
of 4D convolutional layer, Batch Normalization, and a 
Rectified Linear Unit (ReLU) activation function. The 
parametrization of the first block doubles the number 
of channels at the output, while the second one uses the 
same number of input and output channels. We denote 
these block as Double-Convolution blocks. 

In the second stage, the network undertakes the 
task of downsampling. This is performed using 
convolutional layers with a stride of 2, effectively 
reducing the data dimension by half with each block. 
Each downsampling block is also followed by a 
Double-Convolutional block parametrized to preserve 
the number of channels. 

The third stage is tasked with generating parameter 
predictions. The process begins with the reduction of 
channels through two blocks of convolutional layers. 
Following this, the data is propagated through two 
fully-connected (FC) layers with a ReLU activation 
function interspersed. The output of the final FC layer 
encodes the relative parameter estimates, denoted as η. 

The fourth is tasked with the prediction of the 
number of paths P based on the output from the second 
stage. It employs a single convolutional block and two 
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FC layers with a ReLU activation function. The output 
of this stage, denoted as ρ, is a one-hot encoded vector 
representing the estimated model order . 

 
 

3.3. Loss Functions and Hyperparameters 
 

We train our approach with the loss function and 
hyperparameters used in [12]. This means, we compute 

the MSE of the parameter estimates and weight it with 
the estimated probability that the corresponding path 
exists. The main differences compared to [12] are the 
increased number of dimensions (4 instead of 2) and 
number of possible paths (60 instead of 20). For further 
information, Table 1 outlines the hyperparameters of 
the synthetic datasets and the training 
hyperparameters. 

 
 

 
 

Fig. 1. The architecture uses convolutional layers to perform upscaling, downsampling, and downscaling. The encoded 
parameters in η and model order ρ are estimated from the downscaled or down sampled result, respectively. 

 
 
4. Analysis 
 

As outlined in Section 1, we analyze and compare 
our approach to other SOTA algorithms used to 
perform 4D parameter estimation. To assess the 
accuracy of the parameter estimations, we provide a 
comparison of the MSE for three different methods: a 
periodogram-based peak search with (low 
computational complexity), a iterative ML approach 
similar to the RIMAX estimator [3] (high 
computational complexity), and our approach. In 
addition, we use these estimates to warm-start a 
gradient iteration 

 

 
( , , , , ) 	=	= ( , , , , ) − ϵ , 

(2) 

 
where the descent direction is given by 
 

 	= 	 [( ) ⋅ ]( , , ), (3) 
 
where F is the Fisher-Information Matrix and J is the 
Jacobian of the negative log-likelihood function. This 
defines a second-order Gauss Newton scheme as 
 

 λ(γ, τ, α) 	= 	 || − (γ, τ, α, θ, φ)||    

 
The results for the estimation performance are 

shown in Fig. 2. In line with the 2D results in [12], we 
demonstrate that our approach is able to overcome the 
grid-limited Peak-Search without any further 
interpolation. The accuracy increases slightly with 

SNR but quickly saturates for SNR > 10 dB. Compared 
to the iterative ML approach, our approach falls short 
to achieve the same accuracy. However, when using 
the estimates from our model to initialize (1) the 
estimation accuracy improves significantly from only 
10 iterations. This finding is in-line with the results in 
[10] and [12], where similar improvements were 
observed. It shows that the estimates from our 
approach are close enough to the global minimum of 
(2) for (1) to converge. For SNRs > 10 dB the 
initializations start to become suboptimal, preventing 
convergence of the Gauss-Newton algorithm. We 
suspect, that the impact of missing or wrong values is 
more severe at higher SNRs, whereas missing 
estimates in low-SNR that are below noise level 
contribute less to convergence. However, a more  
in-depth analysis is required for a more conclusive 
statement. 

To compare the computational complexity of the 
algorithms we make an assessment of the average 
runtime required to obtain a single sample on an 
identical system. This measure is mainly used, as the 
use of iterative numerical methods in the iterative ML 
approach is not straightforward. While the iterative 
ML approach requires 15218 ms to obtain the 
estimates, our approach requires only 34 ms. With the 
additional overhead of the Gauss Newton approach 
this time increases to 289 ms (10 iterations). This 
reaffirms the results from [10, 12], and highlights, how 
that our approach is well suited for applications which 
require a trade-off between accuracy and runtime, as 
this can be regulated in our approach via the number 
of gradient iterations. 
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Table 1. Dataset and training hyperparameters. 
 

Name Value 
Dataset 

Distribution  
( , , , ) [ , ] for all 

Magnitudes [ . , ] 
Phases [ , ] 
SNR -10 – 50 dB 

Number of paths [ , ] 
Training set 10000,000 snapshots 

Validation set 1000 snapshots 
Test set 4000 snapshots 

Training 

Optimizer 
Adam [15], 	 = 0.0003, 	= 	0.9, 	= 0.999

Mini-batch size 256 
Epochs 20 

Trainable parameters 34127141 
 
 

To assess the performance of the model order 
selection of our approach, we compare our approach’s 
model order selection performance with the number of 
sources estimated via from the iterative ML approach. 
We configured the latter with a stop-criterion based on 
the D’Agostino’s K-squared test, which measures the 
goodness-of-fit of the residual. If the residual is 
estimated to stem from the normal distribution with a 
95 % confidence interval, the iterative ML stops and 
we select the number of paths from the last result as the 
model order. 

Our results in Fig. 3 illustrate, that our approach 
achieves a much better performance compared to the 
iterative ML approach. However, we note, that the 
chosen stop criterion for the iterative ML approach 
might not be an optimal choice. Therefore, the results 
mainly reaffirm the results from previous works, that 
show that DNN-based model order selection delivers 
superior performance compared to previous solutions 
[5, 8, 11, 12]. 

 
 

5. Conclusion 
 

This work introduces a CNN-based approach to 4D 
model order selection and parameter estimation. It is 
an extension of the approach in [12] to four signal 
dimensions, that is able to estimate signal parameters 
via a supervised-learning regression task. Similar to 
prior works, the approach can be used to warm-start a 
well-performing second-order gradient iteration for 
non-convex likelihood function optimization. 
Compared to previous works, it presents an 
improvement in terms of parameter dimensions, 
maximum number of paths, and NN  
parameter quantity.  

The approach has a low runtime, making it suitable 
for time-constraint harmonic retrieval tasks, e.g., for 
ICAS applications. However, further research is 
required to better understand the misaligned results at 
higher SNRs. Furthermore, testing it with real 
measurement data is necessary. The approach might 

also have potential for wideband channel data 
processing, where the narrowband assumption is 
invalid. 

 
 

 
 

Fig. 2. Results for the MSE of the estimated parameters  
from a Peak-Search, an iterative ML estimator and our 
approach. While our approach outperforms the Peak-Search, 
it is outperformed by the iterative ML, reaffirming the results 
from [12]. 

 
 

 
 

Fig. 3. Our approach shows promising results with regard  
to the model order selection. It can estimate the correct 
number of paths in the data with comparably low variance. 
Please note that the results were averaged across a single 
batch prior to avoid spikes. 
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Summary: Spectral estimation is often encountered in a variety of signal processing tasks. One of the most common methods 
to estimate the spectrum of sampled data, is to use the Discrete Fourier Transform (DFT). However, using sampled data to 
estimate the spectrum with the DFT results in a limited accuracy and sidelobes. The limited accuracy is due to grid-oriented 
nature of periodogram and though this can be mitigated by interpolation, but it can lead to misinterpretation if the paths are 
too close to each other. These effects can cause issues in practical applications, e.g., sidelobes can mask weaker spectral 
components in the proximity of stronger components. To alleviate the problem of sidelobes, windowing techniques can be 
used on the cost of Signal-to-Noise ratio (SNR) loss. In this paper we present a novel approach which uses a Convolutional 
Neural Network (CNN) trained on synthetic data to estimate multidimensional spectra and predict the model-order of noisy 
input data. We compare our approach to conventional DFT methods using a harmonic retrieval data model. 
 
Keywords: OFDM radar, Deep learning, JCRS, CNN, Periodogram. 
 

 
1. Introduction 
 

Joint Communication and Radar Sensing (JCRS) is 
one of the key technologies in the next generation of 
the mobile communication systems, 6G. The idea of 
JCRS is to make dual use of the communication 
resources to perform radar sensing, in which the 
objects that reflect electromagnetic waves are detected. 
One of the most effective waveforms for 
communication is Orthogonal Frequency-Division 
Multiplexing (OFDM) and is also a suitable waveform 
for radar sensing [1] both in active and passive manner. 
To detect the propagation paths using OFDM 
waveform, a spectrum called delay-Doppler spreading 
function is estimated and a criterion to determine the 
path bins in the spectrum is deployed to extract the path 
parameters, and then estimate the relative range and 
velocity of the reflecting objects. 

Periodogram spectrum estimation is one of the 
most convenient methods that uses windowed Discrete 
Fourier Transform (DFT) but it is prune to distortions 
due to the side-lobes of the deployed window. This can 
be mitigated by tweaking the window at the cost of 
reducing the Signal-to-Noise Ratio (SNR). There are 
other grid-oriented (e.g., MUSIC [2]) and grid-free 
approaches (e.g., ESPRIT [3]) that have more accuracy 
at the cost of a higher computation time. Another  
grid-free approach for parameter estimation is to use 
model-based maximum likelihood estimators (such as 
RiMAX [4]) have a superior accuracy, yet they are 
prune to model imperfections and unavailability of 
calibration references. Moreover, maximum likelihood 
methods have a higher runtime, compared to 
periodogram. 

The propagation paths can be detected from the 
estimated spectrum such that a Constant False Alarm 
Rate (CFAR) is ensured [5]. CFAR methods define the 
means (such as thresholds and statistical properties), 
by which the paths are distinguished from the 

distortions (or false alarms). Another approach is to 
estimate the number of existing paths  (e.g., using  
EDC [6]) and presume that the highest amplitude  
peaks refer to the propagation paths. 

The recent advances in deep learning suggest that 
deep Convolutional Neural Networks (CNN) [7] can 
be used for 1D spectral estimation of noisy  
multi-sinusoidal data, such that a lower false alarm rate 
is achieved, compared to state-of-the-art methods such 
as MUSIC, especially in lower SNRs ([8] and [9]). 

Our approach is to use a CNN for estimating the 
2D path parameters (delay and Doppler frequency 
shift) by training it to generate a high-resolution  
delay-Doppler spectrum, without the distortions 
caused by windowing. We also introduce another CNN 
architecture to estimate the number of paths using the 
estimated spectrum. 
 
 
2. Data Model 

 
In an OFDM transmission, the discrete  

time-variant channel frequency response can be 
acquired by dividing the received OFDM frame by the 
transmitted one. For  paths, each with a path delay τ , 
a Doppler shift , and a complex path loss γ , the 
discrete time-variant channel frequency response  
is [1]: 
 

 , = ∑ γ ∆ ++ , ∈ ℂ 	×	 , 
(1) 

 
where  is the OFDM symbol duration, ∆  is the  
sub-carrier spacing,  is the number of sub-carriers,  
is the number of symbols, and ,  is additive white 
Gaussian noise. To obtain the path parameters from ,  a consecutive forward and inverse DFT can be 
applied on ,  to get the delay-Doppler  
spectrum ∗, ∗: 
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 ∗, ∗ 	= 	∑ ∑ , 	 ∙ ∗∗	∗ 		 	 ∙∗ , (2) 

 
where ,  is the zero-padded ,  to the expanded 
dimensions ℂ ∗	×	 ∗

( ∗ ≫  and ∗ ≫ ) and ℱ  
denotes a DFT along the -th axis. Note that ∗, ∗ 
includes side-lobe distortions due to the limited 
symbols and subcarriers. The infinite bandwidth 
(orgroundtruth) spectrum consists of only Dirac delta 
functions as in 
 

 	 ∗, ∗ 	=	 ∑ γ δ τ − τ ∙ δ −	 	 , (3) 
 
where δ(. ) is the Dirac delta function. 
 
 
3. The Deep Learning Approach 
 

The functions in (1) and (3) can be used as the input 
and output of a supervised learning task, in which a 
CNN learns to generate the distortion free  
delay-Doppler spectrum from the discrete time-variant 
channel frequency response , .The loss function for 
this task is the Mean Squared Error (MSE) of the 
generated spectrum ∗, ∗ 	and the groundtruth 
spectrum ∗, ∗: 

 

 ℒ 	= 	 ∗∙ ∗ ∑ ∑ ∗, ∗ − ∗, ∗∗ 	∗	 	 , (4) 
 
where ∗ and ∗ refer to the dimensions of the spectrum. 
Note that in , , we replace the Dirac delta function 

in (3) with narrow Gaussian functions. The choice is 
made for three reasons: 

1) The shape of the Gaussian function fixed and 
hence known in advance. So, the parameters of 
the resulting pseudo-spectrum can be estimated 
by using the model; 

2) To have a high resolution (interpolated),  
grid-based representation. Unlimited 
bandwidth would require a different 
representation of parameters; 

3) To enable training via regression instead of 
classification. 

We developed a network that estimates the , , 
extended by another one that uses the features, from 
which , 	is generated, for estimating the number of 
existing paths. As shown in Fig. 1 the first part deploys 
multiple windowing functions (namely rectangular, 
Hann, Tukey, Taylor, Blackman, Chebyshev, flat top, 
and cosine) and performs a 2-dimensional Fast Fourier 
Transform (FFT) to get the complex DFT result of the 
windowed input , , which is then normalized and 
pre-processed by a feature extraction step. The feature 
extraction step provides it’s next layer with  
4 properties of , , namely it’s real and imaginary 
parts, absolute value, and phase. These properties are 
used by 9 consecutive CNN blocks, each consisting of 
a 2D convolutional layer followed by a batch 
normalization and Rectified Linear Unit (ReLU) [10] 
layer. Finally, to generate the spectral estimation, we 
use a 2D transpose convolution layer to reconstruct the 
spectrum into expanded dimensions. 

 
 

 
 
Fig. 1. The architecture of the spectral estimation network. The spectrum output is estimated by applying a transpose 

convolution to the CNN output, while the model order is estimated by using the CNN input by a smaller CNN. 
 
 
The model order part is an extension to the spectral 

estimation network by passing the data before the 
transpose convolutional layer to a CNN block, 
identical to the previously mentioned CNN blocks. The 
output of the CNN block is flattened to be processed 
by 2 consecutive fully connected (FC) layers with 
ReLU nonlinearities to generate the output model 
order ̂ . Note that a non-negative output is ensured by 
applying a ReLU function after the final FC layer. The 
path parameters can then be estimated by finding the 
peaks of the estimated spectrum using a 2D peak 
search algorithm. The loss function used for training 

the model order part is also the MSE of the network’s 
model order estimation and the groundtruth  
model order. 

We implemented and trained our model using 
PyTorch [11] framework. The training process was 
done on an NVIDIA A100-PCIE-40 GB graphics 
processing unit (GPU). The training dataset consists of 
400000 sample of 〈 , , ∗, ∗ 	〉 pairs to train the 
network in a supervised manner. The maximum 
number of propagation paths in the dataset is 20 paths. 
The channel frequency responses used as the input of 
the network have dimensions of ℂ 	×	  and the 



5th International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2023),  
7-9 June 2023, Tenerife (Canary Islands), Spain 

211 

network was trained to generate outputs with 
dimensions ℝ 	×	 . To ensure the performance of 
the CNN for different SNRs, the network was trained 
on different SNRs ranging from 0 to ∞. Each of the 
convolutional layers of the CNN has 64 filters and the 
output of each filter is an inner representation of the 
input data and has the dimensions of ℝ 	×	 . The 
properties of the training dataset and other training 
hyper-parameters are denoted in Table 1. 
 

 
Table 1. Training hyper-parameters. 

 
Parameter  Value 

Dataset Distribution 
Path parameters (τ 	  ) uniform(0, 1) 

Path weights (|γ |) uniform(10 , 10 ) 
Path phases (∡γ ) uniform(0, 2π) 

Received SNRs [dB] uniform(0,∞)
Number of paths uniform(0, 20)
Dataset Samples  

Number of samples for 
training 400000 

Number of samples for 
validation 4000 

Training 

Optimizer 

Adam [12], 
=0.0003, 

1=0.9, and 
2=0.999. 

Mini-batch size 256 
Epochs 20 

Trainable parameters 6989875 
 
 
4. Results 
 

The performance of the deep learning approach can 
be evaluated in terms of accuracy of the estimation 
(MSE error), false-alarm rates, and missed detections. 
A comparison between our approach and the 
periodogram method using simulation data (based on 
(1) and (2)) is presented in Fig. 2. In this example the 
periodogram deploys a rectangular window to 
distinguish between close paths. As it can be seen, the 
result from the CNN approach does not include any 
side-lobe distortions, which simplifies the parameter 
estimation using a peak search algorithm. The only 
shortcoming of the CNN approach is that it can drop 
some of the paths (missed detections) but the rate of 
this type of errors (also the false alarms and MSE) is 
much lower than similar approaches. 

For further evaluation, the output of the developed 
CNN network is used with a 2-dimensional peak 
search algorithm to extract the path parameters. 
Conveniently, CFAR methods are used to extract the 
valid object detections out of a distorted periodogram. 
As the estimated spectrum by the network is distortion 
free, CFAR algorithm is not applicable in this case. 
This is then compared against the periodogram 
method. The MSE histogram of both methods is 
presented in Fig. 3. The evaluation is done over a 
dataset of 4000 sample with the similar distribution of 

the training dataset for different SNRs. It can be 
observed that the work in this paper not only 
outperforms the periodogram in terms of the mean 
estimation error, but it also has a lower maximum error 
and error variance. Note that both MSEs in Fig. 3 has 
a discrete distribution since the estimated parameters 
are bound to the estimated spectral grid, which limits 
the accuracy of parameter estimation. 
 

 
 
Fig. 2. Comparing the performance of the CNN approach (b) 
with Periodogram (a) given the groundtruth (c). The CNN 
model detects 12 out of 14 paths and by using a 2D-peak 
search algorithm, the MSE of the parameter estimation is 2.36 × 10 . 
 

 
 

Fig. 3. MSE error histogram of periodogram parameter 
estimation compared to our CNN approach (SNR=10	dB). 
The MSE of the CNN approach is 16	  lower  
than the periodogram. 

 
 
5. Conclusion 
 

In this paper we introduced a new approach based 
on CNNs for spectral analysis of OFDM signals for 
estimation of multi-path propagation parameters. This 
can outperform the periodogram method in parameter 
estimation using a peak search algorithm, because the 
CNN learns to estimate the spectrum without the 
distortion caused by the side-lobes of the sampling 
window. This can reduce the effect of side-lobe 
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interference and mis-detecting the side-lobes for 
propagation paths. The developed spectral estimation 
method comes with an extension to estimate the 
number of paths based on the channels extracted by 
spectral estimation network. Furthermore, the 
performance of the developed CNN. can be evaluated 
against measurement data. This enables deployment of 
this method in real-time applications which is the 
requirement of many JCRS use-cases. 

The performance of the introduced model can be 
enhanced by doing an ablation study to find the best 
architecture and hyper-parameters for this task. 
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Summary: Heart sound analysis is a crucial task for detecting and diagnosing cardiovascular diseases. With the advancement 
of digital signal processing and artificial intelligent techniques, automatic classification of heart sounds has become an active 
research area. In this work, we discuss the challenges and opportunities in applying Quantum Machine Learning (QML) models 
to real-world heart sound analysis. Traditional machine learning algorithms, such as support vector machines and neural 
networks, have shown promising results in classifying heart sounds based on Mel-frequency cepstral coefficients (MFCCs). 
However, the emerging field of QML offers new possibilities for enhanced performance and improved accuracy. Quantum 
Neural Networks (QNNs) and Quantum Support Vector Machines (QSVMs) are two prominent QML models that exploit the 
principles of quantum mechanics to process information more efficiently. In our study, we employ QNNs and QSVMs to 
explore their applicability in heart sound classification. Through our experimentation, we have evaluated different architectures 
and embeddings to identify the most suitable models. Our findings demonstrate the potential of QML models in certain 
situations for heart sound classification, opening up new avenues for more accurate and effective detection of cardiovascular 
diseases. 
 
Keywords: Quantum machine learning, Heart sound classification, Quantum support vector machines, Quantum neural 
networks. 
 

 
1. Introduction 
 

Cardiovascular diseases have a profound impact on 
global health, resulting in millions of deaths annually 
and imposing significant economic burdens on 
healthcare systems. Early detection and accurate 
diagnosis of these diseases are crucial for effective 
treatment and prevention of severe complications. 
Heart sound analysis plays a vital role in providing 
valuable insights into heart function and aiding 
physicians in identifying anomalies that may require 
further testing or treatment. 

Traditionally, heart sound analysis has relied on 
techniques such as auscultation, where physicians 
listen to the sounds produced by the heart using a 
stethoscope. However, manual auscultation is 
subjective and heavily dependent on the experience 
and expertise of the practitioner, leading to potential 
variability in interpretation. Moreover, it can be 
challenging to detect subtle abnormalities or classify 
heart sounds accurately solely based on auditory cues. 

To overcome these limitations and improve the 
accuracy and efficiency of heart sound analysis, 
researchers have turned to digital signal processing and 
machine learning techniques. One widely used method 
in this domain is the application of Mel-frequency 
cepstral coefficients (MFCCs), which are commonly 
employed in speech recognition, music analysis, and 
other audio-related applications. By utilizing MFCCs, 
important features related to the frequency and energy 
distribution of heart sounds can be extracted. These 
features then serve as inputs to machine learning 
algorithms for heart sound classification [1], allowing 
the differentiation between normal heart sounds, 

abnormal heart sounds, and specific cardiovascular 
conditions. 

Various machine learning algorithms, including 
support vector machines (SVMs) [1], neural networks 
(NNs) [1], and random forests (RF) [2], have 
demonstrated promising results when combined with 
MFCC-based features for heart sound classification. 
These approaches offer non-invasive, cost-effective, 
and automated solutions for early detection of 
cardiovascular diseases, enabling timely interventions 
that can improve patient outcomes and reduce 
healthcare costs. 
 
 
2. Quantum Machine Learning 
 

Quantum Machine Learning (QML) represents an 
exciting frontier at the intersection of quantum 
computing and machine learning. It harnesses the 
principles of quantum mechanics to develop more 
powerful and efficient methods for processing and 
analyzing data [3]. By leveraging quantum 
phenomena, QML offers the potential to enhance the 
capabilities of traditional machine learning algorithms. 

One prominent approach within QML is the 
utilization of Quantum Neural Networks (QNNs) [4]. 
QNNs employ parameterized quantum circuits, 
serving two purposes: embedding classical data into 
the Hilbert space of quantum states and functioning as 
variational forms with free parameters that can 
optimize a loss function [5, 6]. This hybridization of 
quantum and classical elements enables QNNs to 
perform complex computations and extract meaningful 
features from the input data. By exploring different 
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architectures and embeddings, researchers can unlock 
the full potential of QNNs in various applications, 
including heart sound analysis. 

Another noteworthy QML model is the Quantum 
Support Vector Machine (QSVM) [7]. QSVM exploits 
the exponential dimensionality of the Hilbert space to 
efficiently compute quantum kernels, which can 
enhance the data separation. By leveraging quantum 
algorithms, QSVMs have the potential to achieve 
better classification performance compared to their 
classical counterparts. The choice of feature maps 
plays a crucial role in determining the effectiveness of 
QSVMs. By selecting appropriate feature maps and 
optimizing hyperparameters, researchers can harness 
the power of QSVMs for heart sound analysis. 

In this work, we adopted both QNNs and QSVMs 
to explore their applicability in the field of heart sound 
analysis. By employing QNNs, we sought to leverage 
the unique properties of quantum computation to 
extract and classify features from heart sound data. 
Likewise, QSVMs provided an avenue to exploit the 
advantages of quantum kernels for accurate heart 
sound classification. To implement and evaluate these 
models, we utilized PennyLane, a versatile quantum 
machine learning library that enabled us to simulate 
quantum computations on classical hardware [8]. 

Through our exploration of QML models in heart 
sound analysis, we aim to leverage the inherent 
strengths of quantum computing to improve the 
detection and diagnosis of cardiovascular diseases. By 
incorporating quantum algorithms into the heart sound 
analysis pipeline, we anticipate enhanced accuracy, 
improved classification performance, and the potential 
to uncover novel insights from the data. Our study 
provides a foundation for future research in this 
emerging field, paving the way for further 
advancements in applying QML to tackle complex 
challenges in cardiovascular health. 
 
 
3. Experimental Results 
 

We conducted our experiments using a variant of 
the "Yaseen Heart Sound Database" (YHSD) [9], 
which comprises high-quality recordings of heart 
sounds and murmurs obtained from patients with 
various cardiac conditions. The database consists of 
two distinct sets: a normal set and an abnormal set. The 
abnormal set encompasses four categories: aortic 
stenosis, mitral stenosis, mitral regurgitation, and 
mitral valve prolapse. Each category contains  
200 audio files, resulting in a total of 1.000 audio files 
in the database. The recordings were meticulously 
curated and captured using electronic stethoscopes to 
ensure accuracy and reliability. The YHSD is part of a 
growing collection of publicly available databases, 
created to facilitate research and advancements in the 
diagnosis of cardiovascular diseases through signal 
processing and machine learning techniques. The 
dataset served as the foundation for evaluating the 
performance of our proposed model, enabling us to 
assess its effectiveness in heart sound classification 

and its potential impact on improving cardiovascular 
health outcomes. 

The audio signals were subjected to a 
preprocessing stage, where we applied MFCCs to 
extract relevant features. The resulting dataset 
consisted of audio segments with a duration of  
0.45 seconds each, representing distinct cycles of heart 
sounds. To optimize the feature extraction process, we 
carefully selected a combination of parameters, 
including 10 MFCCs, 60 % overlap, and 30 filters. 
These parameter choices were determined through 
rigorous experimentation and analysis. Additionally, 
we maintained consistency in other preprocessing 
parameters across all dataset, including a window 
length of 0.03 seconds and a sampling frequency of 
8000 Hz. 

Although YHSD encompasses four different heart 
diseases, our objective was to establish a binary 
classification framework by grouping all diseases into 
two classes: healthy hearts and unhealthy hearts. This 
binary classification scheme allowed us to focus on 
distinguishing between normal heart sounds and those 
indicative of various cardiovascular abnormalities. By 
consolidating the diseases into these two classes, we 
aimed to develop a robust classification model capable 
of accurately identifying the presence of 
cardiovascular conditions based on heart sound 
characteristics. 

For the training, the classical ML models used were 
SVMs and NNs. For the comparison with quantum 
methods, we reduced the variables to 8. This was 
achieved via a PCA transformation. In terms of the size 
of training and test sets, we used an 80/20 division in 
training/test for the classical models. Meanwhile, for 
QSVM, we used 20 % of the total examples for test, 
but barely 200 examples for training, and for QNNs we 
used 991 examples in the 0.45 s cycles case and  
600 examples in the complete audios case for training. 
This was, again, because of limitations in the amount 
of quantum computation we could simulate classically. 
In the case of QNNs, the computational cost is lower 
than QSVM, so we can use more examples for training. 

Then, we trained SVMs and QSVMs performing an 
hyperparameter tuning and using a cross-validation  
(k = 5) approach. QSVM hyperparameter tuning 
consisted in choosing the best quantum kernel based 
on different feature maps: the ZZ Feature Map, Angle 
Embedding and Amplitude Embedding (see [6]). 

For classical and quantum NNs, we were not 
performing cross-validation, instead we used a 
validation set and early stopping to reduce overfitting. 
As with the previous methods, we made a 
hyperparameter tuning to choose the best models. 
Tuning in a quantum network consists in choosing 
between different configurations of feature maps and 
variational forms. Also, for QNNs, we did not use a 
PCA-transformation, instead we used a classical layer 
that reduces the variables to 8. 

Table 1 shows the results obtained for 0.45 s cycle 
dataset (380 variables, 4767 examples). The results 
show that the QSVM outperforms classical SVMs 
when using a reduced number of variables  
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(SVM-PCA), with performance very close to using all 
variables. However, QSVMs did not outperform 
classical neural networks. On the other hand, hybrid 
quantum neural network (QNN) competes against 
classical methods, obtaining promising results. It is 
important to note that this is an initial study, and we 
plan to improve the performance of quantum neural 
networks in future work by increasing the number of 
parameters and using data re-uploading techniques 
[10]. Despite these limitations, our results demonstrate 
the potential of quantum machine learning methods for 
diagnosing cardiovascular diseases. 

 
 
Table 1. Results obtained for 0.45 s cycle dataset. 

 
Method Train score Test score 

SVM-PCA 90.69 90.04 
SVM-All 96.83 94.86 
NN-PCA 97.90 98.32 
NN-All 99.84 98.53 
QSVM 97.08 93.61 
QNN 98.79 94.13 

 
 

4. Conclusions 
 

Heart sound analysis plays a crucial role in the 
detection and diagnosis of cardiovascular diseases. In 
this study, we explored the applicability of QML 
models for heart sound analysis, specifically QNNs 
and QSVMs. Our experimental results demonstrated 
promising potential for the classification of 
cardiovascular diseases using these QML models. 

The QSVM outperformed classical SVMs when 
using a reduced number of variables, while QNNs 
exhibited competitive performance compared to 
classical methods. Although limitations in 
computational resources and dataset size were present, 
these findings underscore the value of QML models in 
improving the accuracy and efficiency of heart  
sound analysis. 

Further research involving larger datasets and 
expanded parameter complexity is necessary to 
comprehensively evaluate the capabilities of QML 
models in this field. Nevertheless, this study highlights 
the opportunities presented by quantum machine 
learning, showcasing its potential in enhancing the 
detection and classification of cardiovascular diseases. 
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Summary: Due to the influence of climate change, natural disasters are becoming more complicated and have serious 
consequences. Forest fire is an environmental problem that poses threats to the safety of human life, infrastructure and 
environment, it is considered an important agent of forest pattern formation. Due to climate change, i.e. less rainfall and/or 
increase in day temperatures, longer dry seasons and interference from human activities, the trend and frequency of wildfires 
has increased and reached alarming levels in many parts of the world. In particular, the phenomenon of forest fires is affected 
by factors such as humidity, temperature and vegetation characteristics, etc., so the detection and prediction of forest fires face 
many challenges. In this study, we focus on using image processing techniques and visual algorithms to preprocess data and 
filter noise, in order to create a complete database for training and testing model. Natural elements are also used in combination 
with object features (forest fire images) to build feature vectors. The fast-RCNN deep learning model is proposed to optimize 
the forest fire detection system. The experimental results show that this method has positive results and high  
sensitivity to the data. 
 
Keywords: Deep learning, Feature extraction, Fire forest, Object detection, Fast – RCNN, Artificial intelligence. 
 

 
1. Introduction 

 
Types of forest fire forecasting methods are mainly 

according to the composite index (P) of Nesterov 
calculated from the value of meteorological factors 
including temperature, air humidity and precipitation, 
forest type, wind force and fog level. It can be seen that 
these forest fire forecasting methods do not use other 
important factors such as vegetation indices (NDVI, 
NDWI, NDMI), wildfire weather index (FWI) or 
Topographic humidity index (TWI), distance to road, 
distance to residential area, slope, slope direction, are 
the factors that have proven to have high predictive 
ability in forest fires [1]. Statistical methods have been 
used for forest fire research due to the inherent 
randomness of wildfire phenomena. However, for 
problems with large data volumes and multiple inputs, 
the predictive accuracy of statistical models is still 
limited. The available literature dictates that flame 
detection using visible light camera is the generally 
used fire detection method, which has three categories 
including pixel-level, blob-level, and patch-level 
methods. The pixel-level methods, are fast due to 
usage of pixel-wise features such as colors and flickers, 
however, their performance is not attractive as such 
methods can be easily biased. Compared to pixel-level 
methods, blob-level flame detection methods show 
better performance as such methods consider  
blob-level candidates for features extraction to detect 
flame. The major problem with such methods is the 
difficulty in training their classifiers due to numerous 
shapes of fire blobs. Patch-level algorithms are 

developed to improve the performance of previous two 
categories of flame detection algorithms, however, 
such methods result in many outliers, affecting their  
accuracy [2, 3]. 

Recently, machine learning models have been 
proposed for wildfires because they work better with 
big data with many inputs. In general, the accuracy of 
machine learning models is better than statistical 
models. Deep learning, a branch of machine learning 
based on artificial neural networks, is becoming one of 
the core tools of the Industrial Revolution 4.0. were 
developed. The algorithms can automatically extract 
complicated fire features and successfully apply them 
to various fire scenarios [4]. In conclusion,  
deep-learning-based forest fire detection has a higher 
real-time performance and better robustness than the 
traditional approaches. Since forest fires are difficult 
to extract features from as dynamic targets, it is still a 
great challenge to balance the real-time performance 
and maintenance of a good recognition accuracy in 
forest fire detection at the same time [5, 6]. The model 
is inspired from GoogleNet architecture, considering 
its reasonable computational complexity and 
suitability for the intended problem compared to other 
computationally expensive networks such as AlexNet. 
To balance the efficiency and accuracy, the model is 
fine-tuned considering the nature of the target problem 
and fire data. 

The main purpose of this study is to propose 
building an optimal model for forest fire detection 
using Fast – RCNN combined with advanced image 
processing techniques. 
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2. Methodology 
 

The forest fire detection system is divided into  
3 main stages: (1) image preprocessing, (2) feature 
extraction and generation of feature vectors, (3) model 
training and testing (Fig. 1). 

The basic idea is that the classical Fast – RCNN 
accepts images of any size as input. Each convolutional 
layer in a Fast -RCNN generates feature maps from the 
input image that represent the intensity of each feature. 

Transfer learning enables us to repurpose these 
models for any relevant task, from object identification 

for self-driving vehicles to caption generation for 
video clips. We customize a pre-trained model as a 
feature extractor and fine-tuner in this work, and a brief 
note on customization follows: This method uses 
previously learned representations to extract 
meaningful features from new samples. On top of the 
pre-trained model, we constructed a new classifier to 
reuse the feature mappings extracted by the previous 
dataset. It is not necessary to retrain the entire model 
in this method. The fundamental convolutional 
network already has features that can be used to 
identify images in general. 

 
 

 
 

Fig. 1. The main steps of forest fire detection system. 
 
 

We classify the input image by comparing its 
feature maps with the feature maps of the previous 
input images. For this purpose, feature vectors are 
extracted from the feature maps generated by each 
convolutional layer. The steps for creating feature 
maps and classifying an object using these maps are as 
follows (Fig. 2): 

Step 1: pre-trained Fast – RCNN model for object 
classification. Including image input, keep-pro (to 
control the dropout rate), layer-3, layer-4, and layer-7. 

Step 2: The upsampling of these low-resolution 
feature maps is done using transposed convolutions. 
Using transposed convolution with parameters: 

• kernel = (4,4); 
• stride = (2,2); 
• padding = 'same'. 
The next step is to optimize our neural network, aka 

building loss functions and optimizer operations. Here 
we use cross-entropy as our loss function and Adam as 
our optimization algorithm. 

Step 3: layer-10: layer-9 is unsampled 2 times to 
match the dimensions with layer-3 of Fast – RCNN, 
using transposed convolution with parameters: 

• kernel = (4,4); 

• stride = (2,2); 
• padding = 'same'. 
After that, a skip connection was added between 

layer-3 and layer-10. The upsampling process is 
further refined by adding features from coarser but 
higher resolution feature maps from the lower layer. 
We take in important parameters including a number 
of epochs, batch size, loss function, optimizer 
operation, and place holder for the input image, label 
images, learning rate. For the training process, we also 
set keep-probability to 0.5 and learning-rate to 0.0001 
to keep track of the progress 

Step 4: Skip connection is introduced after each 
convolution block to enable the subsequent block to 
extract more abstract, class-salient features from the 
previously pooled features. Layer-10 is up-sampled  
4 times to match the dimensions with input image size 
so we get the actual image back and depth is equal to a 
number of classes, using transposed convolution with 
parameters: 

• kernel = (16,16); 
• stride = (8,8); 
• padding = 'same'. 

 
 

 
 

Fig. 2. An architecture of the Fast -RCNN to detect forest fire image.  
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3. Analysis and Evaluate Experimental Results 
 

To evaluate the performance of a classifier machine 
learning model, the accuracy (ratio of correct 
predictions to the total number of points) and 
confusion matrix are often used. The tests show that 
the model trained by the Adam weight update 
algorithm, the number of epoch loops = 4000 and 
batch_size = 100 gives the best results. 

It can be seen that the accuracy on the test dataset 
of the Fast-RCNN model is superior to that of other 
tested models, that is, it has the best generalization 
ability (Fig. 3). On the training dataset, the accuracy of 
Fast-RCNN model is better than that of ANN and 
VGG16-CNN models (Table 1). 

 
 

 

 
 

Fig. 3. Result of analysis ROC of 3 methods. 
 
 

In this technique, we unfreeze a few top layers of 
the models and train both the newly added 
classification and unfrozen layers of the models. The 
higher-order feature representations of the underlying 
model can be “fine-tuned” in this way to make them 
more relevant to the dataset under consideration. 
Applying fine-tuning enables us to use pre-trained 
networks to distinguish classes in untrained datasets. 
Since the weights of the uppermost layers are retrained 
on a new dataset, fine-tuning will result in more 
accuracy than feature extraction-based  
transfer learning. 
 
 

Table 1. The results of detection based on VGG16-CNN, 
ANN, proposed method (Fast-RCNN). 

 

Criteria VGG16-CNN ANN 
Proposed 
method 

Accuracy 
(%) 

96.79 93.11 99.50 

MSE 0.330 0.511 0.016 
 
 
4. Conclusions 
 

A model based on the combination of the  
Fast-RCNN method and the computer vision algorithm 
is developed to detection forest fire. Extraction of 
features on the forest fire to create a feature map using 
the fast recurrent convolutional neural network method 
has improved the performance of the model under 
objective conditions such as contrast and light of 

weather. The main advantage is the fast and efficient 
processing time with high data sensitivity. The factors 
were all analyzed to design and arrange the parameters 
involved in the training and testing process to achieve 
the best model performance (> 99 %). The results were 
compared with other methods and show that the 
proposed method is the most suitable for system 
development 
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Summary: We present a Swin Transformer Tiny based learning network for addressing the weakness of deep learning 
networks in feature extraction from Mel spectrograms for music genre classification. Our proposed network employs a window 
mechanism that partitions the input Mel spectrogram into multiple small blocks, enabling feature extraction and classification 
on each small block. This mechanism allows for effective utilization of the temporal information contained in Mel 
spectrograms and improves the classification accuracy of the model. The lightweight structure of our proposed network reduces 
the number of parameters and computational cost. Additionally, we enhance the Mel spectrograms using the masking blocks 
of frequency channels method in SpecAugment and optimize the model using the Adam optimizer. Experimental results 
demonstrate that the proposed Swin Transformer Tiny-based model achieves a classification accuracy of 98.5 % on the 
GTZAN dataset. 
 
Keywords: Swin transformer, Music genre classification, SpecAugment, Adam optimizer, Data augmentation. 
 

 
1. Introduction 
 

Music is an important tool for human 
entertainment. Due to variations in the atmosphere of 
music venues, diverse music customs and habits in 
different regions, and continuous innovation by music 
producers, music has gradually evolved into a rich and 
colorful array of genres. With the development of 
digital music media platforms, online music has 
become the mainstay of popular music consumption. 
The massive amount of music data has led to 
personalized demands such as music retrieval, playlist 
categorization, and preference recommendation. These 
demands depend on the classification of music genres. 
However, the diversity expressed by music genres 
makes audio algorithm classification a challenging 
task [1]. Efficient and accurate intelligent 
classification of music genres is of great significance 
for the development of music platforms and is also one 
of the pressing issues in the field of music  
information retrieval. 

In this paper, we propose a learning network based 
on Swin Transformer Tiny, which has fewer 
parameters and higher computational efficiency. 
Compared to Swin Transformer and Transformer, 
Swin Transformer Tiny reduces computational 
complexity and memory usage while maintaining a 
certain classification accuracy. Additionally, we 
employed the Adam optimizer acceleration method 
and the method of randomly masking certain frequency 
channels from SpecAugment to enhance the  
Mel-spectrogram. 

 
2. Related Work 
 

At present, the music genre classification process 
can be roughly divided into two parts: feature 
extraction and machine learning. In 2002, Tzanetakis 

et al. [2] collected music data to create the GTZAN 
dataset, which contains 10 music genres, 1000 music 
samples, and extracted three groups of feature samples 
including pitch, timbre, and rhythm, which were then 
input into KNN and GMM for classification. The 
classification accuracy exceeded 60 %, marking one of 
the pioneering studies in the field of music genre 
classification. With the rapid development of machine 
learning, many researchers have proposed innovative 
feature extraction methods and classification models in 
the field of music genre classification. Mu X. [3] 
studied and designed a new method to speed up the 
KNN algorithm process. The method judges the closest 
genre based on the distance from the test sample to the 
centroid, although it performed poorly in accuracy, it 
did speed up the algorithm process. Kostrzewa D. [4] 
pointed out that the creation of deep neural networks is 
more challenging and requires more time for learning, 
resulting in poor classification results. Therefore, they 
proposed to assemble the neural network into a width 
ensemble for music genre classification, achieving 
65.8 % classification accuracy on the FMA-small 
dataset. Rahardwika D.S., et al. [5] analyzed the impact 
of feature selection on the accuracy of music genre 
classification using SVM as a classifier. Seventeen 
features including acousticness, instrumentalness, 
popularity, energy, tempo, loudness, artist name, and 
beat were assigned values and grouped in experiments 
based on the importance of these 17 features. The 
results showed that correct feature selection helps to 
improve the accuracy of music genre classification. Ma 
Z. [6] compared the performance and feature 
extraction ability of neural networks and traditional 
machine learning algorithms in music genre 
classification. Yang R., et al. [7] designed a parallel 
recursive convolutional neural network (PRCNN), 
where parallel CNN and dual RNN blocks focus on 
extracting spatial features and time frame order, 
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respectively, and the outputs of the two blocks are 
fused into a powerful representation of time-series 
data. The fused vector is then fed into a SoftMax 
function for classification. Gusain R., et al. [8] 

extracted the MFCC features of the dataset and 
analyzed and compared the performance of neural 
networks and XGBoost algorithms. The accuracy 
achieved on the dataset collected from the Kaggle 
website was 90.28 % and 89.52 %, respectively. Chang 
P. C., et al. [9] designed an end-to-end neural network 
called MS-SincResNet. JIE GAN [10] used a recurrent 
neural network and channel attention to obtain feature 
maps of music applied to music genre classification 
tasks. A 91 % accuracy was achieved on the GTZAN 
dataset. 

From related work, it can be seen that there are 
difficulties in feature extraction, model complexity, 
and low accuracy in music genre classification tasks. 
To address these problems, we propose a Swin 
Transformer Tiny model to handle music genre 
classification problems and adopt the SpecAugment 
method to enhance the Mel spectrogram. 

 
 

3. Methodology 
 
3.1. Swin Transformer Tiny 
 
The Swin Transformer [11] is a type of transformer-
based neural network architecture that has achieved 
state-of-the-art results on a variety of computer vision 
tasks. The "Swin Transformer Tiny" is a smaller and 
more lightweight version of the original Swin 
Transformer model, designed to be faster and more 
efficient while still maintaining high levels of 
accuracy. The Swin Transformer Tiny uses a 
hierarchical architecture with a combination of  
patch-based and window-based self-attention 

mechanisms, allowing it to model both local and global 
dependencies in the input data. It also incorporates a 
series of bottleneck layers that reduce the 
computational complexity of the model while 
preserving its representational power. 
 
 

3.2. SpecAugment 
 

SpecAugment [12] is a data augmentation 
technique that was developed to improve the 
performance of automatic speech recognition (ASR) 
systems. The augmentation policy consists of warping 
the features, masking blocks of frequency channels, 
and masking blocks of time steps. Due to the need to 
further segment the Mel spectrograms in this study, it 
is difficult to control the hyperparameters of time 
warping and time masking blocks. Therefore, this 
paper abandons the methods of time warping and time 
masking blocks and only applies the method of 
masking frequency channels in SpecAugment to 
enhance the Mel spectrograms. It operates on the 
spectrogram representation of an audio signal, which 
is a visual representation of the sound frequency over 
time. By randomly masking portions of the 
spectrogram, SpecAugment encourages the ASR 
system to learn more robust features that are invariant 
to small variations in the input signal. This can 
improve the accuracy of the ASR system, especially in 
situations where there is a lot of background noise or 
other sources of variation in the input signal. 

 
 

3.3. Model Structure 
 

The model architecture that combines the masking 
of blocks of frequency channels in Swin Transformer 
Tiny and SpecAugment is depicted in Fig. 1. 

 
 

 
 

Fig. 1. Model structure diagram. 
 
 
The Swin Transformer proposes a hierarchical 

construction method of Transformer that includes 
sliding window operations [13]. The sliding window 
operation restricts the attention calculation to a 
window, which can introduce local perception of the 
CNN convolution operation while saving computation. 
As shown in Fig. 2, the image is divided into multiple 

small blocks and these blocks are shared between 
consecutive self-attention layers. This strategy is 
helpful for processing the Mel spectrogram and can 
effectively reduce memory consumption and 
computational complexity. By preprocessing long 
audio signals into frequency spectrum slices, the 
computational complexity can be reduced to an 
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acceptable range. Moreover, the use of the moving 
window partitioning strategy can also improve the 
model's response to short-term changes in audio 
signals, enabling the model to better capture the  
time-series features of audio signals. The Swin 
Transformer Tiny employs a strategy of limiting the 
computation to a window-based region, which greatly 
reduces the computational burden of the network and 
linearly scales down the complexity with respect to the 
image size. 

 

 
 

Fig. 2. Windows and patches of model. 

 
The Swin Transformer Tiny designed in this paper 

is a variant of the Swin Transformer, which is a 
lightweight model suitable for computation in 
resource-constrained environments. Compared to the 
Swin Transformer, Swin Transformer Tiny has several 
differences: 

(1) Model size: Swin Transformer Tiny is much 
smaller than the Swin Transformer, with fewer layers 
and fewer channels, requiring less computation 
resources to run, and with shorter training times. 

(2) Residual connection mode: Residual 
connections are introduced in the four feature layers 
(yellow dashed line in Fig. 1) to better preserve the 
information of input features and improve the model's 
expressiveness and robustness. 

(3) Adam Optimizer is used in the training process 
[14]: Its adaptive learning rate can automatically adjust 
the learning rate size based on the gradient of each 
parameter, making the training process more efficient. 
The model can converge quickly during training and 
obtain excellent results faster. The adaptive learning 
rate changes of the Swin Transformer Tiny model 
trained for 20 epochs using Adam Optimizer are shown 
in Fig. 3. 

Music signals are often influenced by 
environmental noise, recording equipment, and other 
factors, resulting in varying degrees of signal variation. 
Randomly masking some frequency channels in 
SpecAugment can simulate noise and interference in 
audio signals, enabling the model to better handle such 
situations, reduce the model's reliance on local 
features, and focus more on global features, thereby 

improving the robustness of the network and 
mitigating overfitting. 

 
 

Fig. 3. Adam Optimizer's learning rate. 
 

 
4. Experimental Evaluation 
 
4.1. Dataset 
 

The GTZAN [2] dataset is a widely used dataset for 
music genre classification research. It consists of  
1000 audio files of 30 seconds each, with each file 
belonging to one of ten music genres. The genres 
included in the dataset are: blues, classical, country, 
disco, hip-hop, jazz, metal, pop, reggae, and rock. We 
divided the GTZAN dataset into training and testing 
sets in an 8:2 ratio. 

 
 

4.2. Dataset Preprocessing 
 

In this study, we adopted a spectrogram 
segmentation approach to preprocess audio signals. 
Specifically, we transformed the audio signal into 
partial Mel spectrograms of size 1876×128, as shown 
in Fig. 4, and applied SpecAugment data augmentation 
(Fig. 5). Next, we divided Fig. 3 into 11 spectrograms 
of size 128×313, as illustrated in Fig. 6. This approach 
not only reduced the scale of training samples, but also 
expanded the size of the training data and enhanced the 
model's ability to capture local details. The final genre 
classification result could be obtained by aggregating 
the classification results of all spectrogram segments. 
Spectrogram segmentation is beneficial for improving 
genre classification performance. As we found that 
using time warping, time masking, and their 
combination did not perform as well as using 
frequency masking alone, we only applied frequency 
masking from SpecAugment to augment the Mel 
spectrograms. 

 
 

4.3. Results Analyse 
 

Our evaluation metric is the accuracy of the testing 
set, and we employ the Adam optimizer with adaptive 
learning rate. The Adam optimizer addresses the issue 
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of sparse gradients on noisy data by combining the 
advantageous properties of the AdaGrad and RMSProp 
algorithms. Additionally, we apply decoupled weight 
decay to the Adam optimizer, which enhances the 

model's generalization performance. The experimental 
results indicate that our proposed algorithm achieves 
an accuracy of 98.5 % on the GTZAN dataset after 
only 20 epochs of training. 

 
 

 
 

Fig. 4. Mel spectrum of Jazz027. 
 

 
 

Fig. 5. Mel spectrum of Jazz027 for masking blocks of frequency channels. 
 
 

 
 

Fig. 6. Enhanced Mel spectrum after cutting. 
 
We compared the test accuracy of AlexNet, 

GoogLeNet, Transformer, Swin Transformer, and our 
proposed model, Swin Transformer Tiny, under the 
same parameter conditions after training for 20 epochs. 
The results are shown in Table 1. It can be seen that 
Swin Transformer Tiny has certain advantages in 
handling music genre classification tasks compared to 
other models. 
 
 

Table 1. Comparison of test accuracy among  
different models. 

 
Model Accuracy 

Alexnet 83.96 % 
GoogLeNet 89.76 % 
Transformer 92.33 % 
Swin Transformer 95.72 % 
Swin Transformer Tiny 98.5 % 

 
The training set accuracy curve for Swin 

Transformer Tiny trained for 20 epochs is shown in 
Fig. 7, and the test set accuracy is shown in Fig. 8.  
Fig. 9 shows the confusion matrix generated by 
GTZAN test set after training 20 epochs. 

The 1.5 % inaccuracy of Swin Transformer Tiny is 
due to insufficient feature extraction of the spectral 
characteristics of the music genres Country, Jazz, and 
Rock. Specifically, the Mel-spectrograms of Jazz and 
Country are more similar, while the Mel-spectrograms 
of Rock and Metal are more similar. This confusion is 
also reflected in the confusion matrix shown in Fig. 9, 
which demonstrates significant misclassification 

among these four genres. Therefore, the classification 
performance of this model is compromised for these 
genres, resulting in the observed 1.5 % error. 
 

 
 

Fig. 7. Accuracy after 20 epochs of Train set. 
 

 
 

Fig. 8. Accuracy after 20 epochs of Testing set. 
 

We reviewed excellent papers in the field of MGC 
over the past five years and selected the following 
innovative methods for comparison. The comparison 
of the accuracy of each model is shown in Table 2. It 
can be seen that Swin Transformer Tiny is suitable and 
efficient for handling music genre classification 
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problems. The brief introduction of various models can 
be found in Section 2, "Related Work". 

 
 

Fig. 9. Confusion matrix of Testing set. 
 
 
Table 2. Comparison of accuracy among innovative models 

in the past five years. 
 

Model Accuracy 
MK-NN[3] 55.3 % 
Wide ensemble En10[4] 65.8 % 
Improved-SVM[5] 81.2 % 
SVM-PCA[6] 83 % 
CNN+Bi-GRU[7] 89.3 % 
XGBoost[8] 89.52 % 
MS-SincResNet[9] 91.49 % 
BLSTM[10] 93.1 % 
S3T[13] 97.2 % 
Swin Transformer Tiny 98.5 % 

 
 
5. Conclusions 
 

Experimental results indicate that Swin 
Transformer Tiny is effective in addressing the 
problem of music genre classification. The application 
of Adam optimizer and the masking of blocks of 
frequency channels in SpecAugment can also 
effectively improve the accuracy of the model. 
However, the drawback lies in the excessive 
preprocessing steps of the audio and the weak 
discriminative ability for the music genres of Country, 
Jazz, Rock, and Metal. Our next step will be to 
investigate how to process audio signals more 
efficiently to achieve higher feature extraction 
efficiency and model classification accuracy. 
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Summary: Recognising musical instruments from an audio track has not been an easy task for machines, as compared to a 
trained human ear. However, machines trained with artificial intelligence can do this task as well as a human. The audio signal 
produced by an instrument has unique temporal and spectral features, which could be extracted for machine learning purpose. 
While most researchers have used spectral features, this research investigates the use of both temporal and spectral features of 
monophonic music instead. The performance of a recurrent neural network model called Bidirectional Long Short Term 
Memory (Bi-LSTM) network and two convolutional neural networks (CNNs) in musical instruments classification with log 
Mel-spectrogram were analysed and evaluated. When tested on a dataset of 14 musical instruments, the Bi-LSTM and  
1-dimensional CNN models obtained a macro F1 score of 0.977 while 2-dimensional CNN model achieved 0.978. 
 
Keywords: Convolution neural network, Long short term memory network, Deep learning, Musical instruments classification, 
Music information retrieval 
 

 
1. Introduction 

 
Musical instrument recognition is an active 

research area in the music information retrieval (MIR) 
field and it has contributed significantly in providing 
essential and useful information for various audio or 
music applications. Some examples are playlist 
generation, music recommendation system, music 
browsing, music transcription, and genre 
classification. Compared to text search when both 
input queries and data are text, music search is a more 
complex task as the music files are in digital format. 
Hence, it is imperative to convert music information 
into text format, i.e. music tags, to facilitate music 
search. Musical instrument recognition plays an 
important role as it provides instrumental information 
in music search with the proliferation of digital music 
files. Automatic music transcription and playlist 
generation in music streaming platforms rely heavily 
on MIR tasks to provide better users experience. 

However, audio information extraction is a 
challenging task, especially from polyphonic music 
that includes human voice. The task of musical 
instruments identification in polyphonic music with 
multiple musical instruments requires a complicated 
system, as the sound generated by different 
instruments may varies in timbre, instrument quality 
and playing style, not to mention the overlapping of 
sound from multiple instruments. Convolution neural 
network (CNN) approach using spectral features has 
been widely used and has shown a better performance 
over the traditional machine learning approach. 
However, MIR is intrinsically a temporal task and past 
literature have indicated that temporal features provide 
important information that is useful in musical 
instrument classification [1]. It is necessary to develop 
an effective model on processing temporal information 

and learning from time series data, i.e., music. In this 
paper, a temporal model is developed and its 
performance compared to two other commonly 
employed spectral models. 

 
 

2. Prior Work 
 

Musical instrument recognition is a research topic 
that has been extensively studied in various forms with 
the term “instrument classification” or “instrument 
identification”. Most of the research have utilized 
either machine learning or deep learning as their 
classifier models. This research can be categorized into 
two different research topics based on the type of input 
data, namely instrument identification in either 
monophonic or polyphonic music. The former is the 
focus of this study. 

For musical instruments recognition in 
monophonic music, Toghiani-Rizi and Windmark [2] 
collected audio samples from the London 
Philharmonic Orchestra dataset and converted them 
into frequency domain signals. The authors trained an 
artificial neural network (ANN) model and carried out 
experiments analyzing the effect of different audio 
signal features on recognition accuracy – the whole 
audio sample, only the attack of audio signal, all 
characteristics of signal except attack, the first 100 Hz 
of the signal in frequency domain and the following 
900 Hz of the same spectrum. The results showed that 
the ANN model with complete music sample reached 
the highest average accuracy of 93.5 %. 

Chakraborty and Parekh [3] extracted 6 audio 
descriptors including Mel Frequency Cepstral 
Coefficients (MFCC), linear predictive coding (LPC), 
cepstral coefficients (CC) and spectral centroids as 
spectral descriptors, pitch salience and hierarchical 
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clustering on principal components (HPCP) as tonal 
descriptors. All the features respectively acted as 
inputs to 4 different classifiers, namely, k-nearest 
neighbour (k-NN), support vector machine algorithm 
(SVM), ANN and random forest. As a result, an 
optimally tuned ANN classifier showed the best 
performance. Meanwhile, CC was considered the best 
feature among other features, even for the regular 
approaches with MFCC. 

In [4], the authors introduced the implementation 
of an ANN-based model with specific transient length 
selection which contained most of the significant 
music information. Two experiments were carried out 
on string instruments recognition where the first 
experiment had applied the first 1000 Hz normalized 
frequency spectrum with selected onset position as 
input data and achieved an accuracy of 96.47 %. In the 
second experiment, the authors had extended the signal 
attack length which included signal peak amplitude 
that carried more fundamental information, resulting in 
the final accuracy of 98.22 %. 

Kakarwal and Chaudhary [5], proposed a k-NN 
model on classifying different Indian string 
instruments by analyzing features of audio samples 
including zero crossing rate (ZCR), roughness, spectral 
centroid, brightness and roll-off. The research claimed 
that the average accuracy of the classifier with the 
combination of more than 3 audio features was much 
higher than that with only a single feature extraction, 
which are 90 % and 67 % respectively. It showed that 
a major advantage of audio feature extraction 
involving multiple temporal and spectral features is 
that it provides sufficient music information  
for retrieval. 

RNN network has shown good success in music 
genre and emotion classification. However, due to the 
drawbacks of vanishing gradient and long-term 
dependencies problem in RNN, Long Short Term 
Memory (LSTM) was proposed as an improved 
version and has been widely used in the research of 
music genre classification. Rajesh and Nadini [6] 
achieved more than 85 % accuracy in classifying  
4 instruments with 4 emotions using RNN structure 
embedded with LSTM. Deepak and Prasad [7] showed 
that LSTM could process time series data, music in this 
case, to discover patterns over time which are 
distinctive to each data class. In this research, the 
LSTM model achieved an accuracy between 95 % to 
96 % in music genre classification on the GTZAN 
dataset. Combining LSTM with SVM improved the 
accuracy to 98 %. 

With the motivation from previous LSTM-based 
tasks, Yun and Bi [1] implemented a single layer 
(LSTM) network on the task of musical instrument 
classification through temporal features extraction of 
audio signals. Like the CNN approach, the authors 
trained the LSTM model with log Mel-spectrogram but 
with temporal features. The LSTM model was then 
compared with a LeNet CNN model on the 
performance of instrument recognition and both 
models obtained the accuracies of 81.85 % and  

83.04 % respectively, which are pretty close  
to each other. 

In addition, Han et al [8], Yu et al [9], Solanki and 
Pandey [10] Racharia et al [11] and Gururani et al.  
[12, 13] had achieved significant progress in using 
various temporal and spectral features as inputs to 
various machine learning algorithms and neural 
network architectures in their work. 

Motivated by these past researchers, this paper 
explored the performance of a LSTM network and two 
convolution networks in recognising musical 
instruments in monophonic music taken from a 
standard dataset. 
 
 
3. System Architecture 
 

The dataset used in this project were extracted from 
monophonic audio samples in Kaggle dataset 
developed by Dibakar Sil [14]. The audio samples of 
14 instruments from the family of string, woodwind 
and brass were categorized into different subfolders 
annotated with the instrument name. The audio tracks 
were pre-processed before feeding into the models for 
training, validating and testing. The models built for 
evaluation are Bi-LSTN, one-dimensional CNN (1D 
CNN) and two-dimensional CNN (2D CNN). Kapre 
(Keras Audio Preprocessing) library developed by 
Choi et al [15] was used to implement and modify  
the models. 

 
 

3.1. Audio Signal Preprocessing 
 

The audio samples in 16-bit WAV format were first 
enveloped to remove silence in order to avoid the 
problem of every audio clip having similar patterns. 
Then each clip was trimmed into pieces of 1 second to 
form the actual input data. Consequently, the total 
number of audio clips for training and validation was 
2470 clips of audio signal of equal length, in which 80 
% was used for training and 20 % for validation. A 
fresh set of data was prepared in a similar manner  
for testing. 

The trimmed audio clips were down-sampled with 
a rate of 22050 Hz which was the Nyquist rate, and the 
stereo audio was converted into mono input by taking 
the average of the left and right audio channels. The 
sampling rate of 22050 Hz allows the use of up to 
11025 Hz as Nyquist frequency which can include 
most of the instrument information. Noises above the 
frequency range were removed. 

In this research, a spectrogram was used as the 
time-frequency represented input data to the system 
and hence the implementation of short-time Fourier 
transform (STFT) with 512 sample length was 
introduced. Each of the 1-s audio signals was further 
divided into short term sequences of fixed window size 
of 25 ms and a hop size of 10 ms, and then the fast 
Fourier transform (FFT) was applied on the signals. 
This approach is similar to [6]. 
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To obtain a Mel-spectrogram, a Mel filter-bank 
with 128 bands was used to reduce the dimensionality 
of the spectrogram generated, as suggested by [8]. The 
Mel-spectrogram was then converted into logarithmic 
scale for better audio visualization. The waveforms 
and the log Mel-spectrograms (MFCC) of two 
instruments used are illustrated in Table 1. 
 
 

Table 1. Examples of Waveform and MFCC for Clarinet 
and Guitar. 

 
Instrument Waveform MFCC 

Clarinet 

 
 

Guitar 

 

 
 

3.2. Network Architecture 
 

The models of the three networks were 
implemented using the Kapre library. 

A) Bidirectional Long Short Term Memory  
(Bi-LSTM) Architecture 
Our LSTM model was implemented with two 

dense layers in a bidirectional manner, as illustrated in 
Table 2 The audio data was first normalised before 
going through the actual LSTM model, a time 
distributed dense layer was created to filter out the 
signal feature over time from the input data. Next, a 
bidirectional layer was constructed to compute the 
gradient in both forward and backward manner. The 
output from the bidirectional layer was then 
concatenated with the features filtered from the 
previous time-distributed dense layer 
 
 

Table 2. Bi-LSTM Structure. 
 

Layer Type Description 
Input layer Mel-spectrogram 
Time-distributed layer 64 units with tanh activation 
Bidirectional layer 32 units with return sequence 
1st dense layer 64 units with ReLU activation 
Max-pooling layer 1D max-pooling 
2nd dense layer 32 units with ReLU activation 
Flatten and fully 
connected layer 

– 

Dropout layer Dropout rate of 0.5 
Classification layer 14 units of Softmax function 

 
By doing so, the LSTM network could not only 

learn the signal features from the input data but also 
took reference in the concatenated features from these 

two layers. Subsequently, two dense layers with ReLU 
activation were created with a max-pooling layer in 
between to summarize the features from the first layer 
by calculating its maximum value. Since LSTM was 
prone to overfitting, according to [6], a dropout of 0.5 
was added before the classification layer to minimize 
the problem. On the classification layer, a SoftMax 
function was used to indicate the probability for each 
instrument. 

B) 2D CNN Architecture 
A simple 2-dimensional convolutional neural 

network (2D CNN) model similar to that of computer 
vision-based approaches like VGG-Net structure was 
constructed. The Mel-spectrogram formed the input 
data to the 5 layers CNN model. First layer was the 
hyperbolic tangent (tanh) convolution layer with a 
kernel size of 3×3 to learn the small features of data. 
The kernel size was maintained in the following 
convolution layers and the number of filters in each 
layer was increased by a factor of 2 for every two 
convolution layers to obtain the more specific 
information of the data as illustrated in Table 3. 

Zero padding was applied on the input data for each 
convolution layer to prevent the loss of some useful 
information with the increase of convolution layers. 
Also, a max-pooling method was used after each 
convolution layer to compute the maximum value of 
the feature for each patch. However, after the last 
convolution layer, a global max-pooling layer was 
constructed to obtain the maximum value of all 
features before the fully flatten connected layer. After 
that, a dropout layer was added with the dropout rate 
of 0.3 as a slight improvement over [10] and eventually 
a SoftMax function was used for the  
classification layer. 
 
 

Table 3. 2D CNN Structure. 
 

Layer Type Description 
Input layer Mel-spectrogram 
1st convolution layer 3×3 convolution with 8 filters 
Max-pooling layer 1 2×2 max-pooling 
2nd convolution layer 3×3 convolution with 16 filters 
Max-pooling layer 2 2×2 max-pooling 
3rd convolution layer 3×3 convolution with 16 filters 
Max-pooling layer 3 2×2 max-pooling 
4th convolution layer 3×3 convolution with 32 filters 
Max-pooling layer 4 2×2 max-pooling 
5th convolution layer 3×3 convolution with 32 filters 
Global max-pooling layer – 
Flatten and fully 
connected layer 

– 

Dropout layer Dropout rate of 0.3 
Classification layer Softmax function 

 
C) 1D CNN Architecture 
A 1-dimensional convolutional neural network (1D 

CNN) was constructed with reference from [16]. The 
model has 5 time-distributed convolution layers which 
is the same number of layers as the 2D CNN model. 
With the time-distributed layers, the model would 
learn only the temporal features from the  
Mel-spectrogram. Allamy and Koerich [16] had 
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reported that the small convolutional filters with the 
size of 3 gave the best accuracy. Hence, the kernel size 
for each convolutional layer was fixed at 3. The 
number of filters in each layer was increased by a 
factor of 2 for every layer as presented in Table 4. A 
1D max-pooling layer was added after each 
convolution layer for maximum value computation 
from the previous layer. Similar to the 2D CNN model, 
a dropout layer was added before the classification 
layer and SoftMax function was used. 
 
 

Table 4. 1D CNN Structure. 
 

Layer Type Description
Input layer Mel-spectrogram 
1st convolution layer 8 filters with the size of 3 
Max-pooling layer 1 1D max-pooling 
2nd convolution layer 16 filters with the size of 3 
Max-pooling layer 2 1D max-pooling 
3rd convolution layer 32 filters with the size of 3 
Max-pooling layer 3 1D max-pooling 
4th convolution layer 64 filters with the size of 3 
Max-pooling layer 4 1D max-pooling 
5th convolution layer 128 filters with the size of 3 
Global max-pooling layer – 
Flatten and fully 
connected layer 

– 

Dropout layer Dropout rate of 0.3 
Classification layer Softmax function 

 
 
3.3. Performance Evaluation 
 

The performance of the models was evaluated 
through predictions on new audio files taken from the 
same dataset. To determine accuracy on instrument 
recognition, the predicted results were visualized in a 
confusion matrix. The values of True Positive (TP), 
False Positive (FP), True Negative (TN) and False 
Negative (FN) were used to compute the overall 
accuracy, precision (P) and recall (R) of the model 
using equations (1) to (3). Following the evaluation 
method recommended by Han, Kim and Lee [8], the 
F1 measure in equation (4) was used to obtain the 
overall performance of the model, which is the 
harmonic mean of precision. 

 

 Accuracy	=	 TP+TN

Total Predictions
, (1) 

 

 P	=	 TP

TP +	FP
, (2) 

 

 R	=	 TP

TP +	FN
, (3) 

 

 F1	=	 2 ×	P×	R
P + R

  (4) 

 
In addition, as the dataset used has multi-class 

labels with non-uniform distribution, macro-average 
computation would be more impartial than  
micro-average. The P and R scores were obtained 
individually for each class before the calculation of 

macro Pmacro and Rmacro, as illustrated in equations (5) 
and (6), where k is the total number of classes. F1macro 
was then computed using Pmacro and Rmacro, as  
shown in (7). 

 

 = ∑ 	 	 , (5) 

 

 = ∑ 	 	 , (6) 

 

 1 = × ×
  (7) 

 
With the overall accuracy and F1 measure 

obtained, a comparison was made among the  
Bi-LSTM model and the CNN models in processing 
temporal and spectral features in monophonic  
audio signals. 
 
 
4. Results and Discussions 
 

All three trained models were able to achieve 
validation accuracy of 1 after 30 epochs of training. It 
is worth to note that 2D CNN achieved the maximum 
accuracy the earliest on the 8th epoch, the LSTM model 
on the 12th epoch but fluctuated before stabilising on 
the 24th epoch, while the 1D CNN model achieved 
stable maximum accuracy only on the 29th epoch. 
 
 
4.1. Predictive Performance of Models 
 

A new set of data was prepared for the musical 
instruments prediction to examine the practical 
performance of the three models. The test results are 
illustrated in Fig. 1. All the three models produce very 
similar accuracies. The predictive accuracy of  
B-LSTM is the same as the 1D CNN model of 0.997 
while the overall accuracy of the 2D CNN model  
was 0.998. 
 

 
 

Fig. 1. Performance comparison of the models. 
 
The macro precision of Bi-LSTM and 1D CNN are 

similar at 0.977 while 2D CNN is slightly better at 
0.987. However, the macro recall of Bi-LSTM is the 
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worst at 0.975, 1D CNN is marginally better at 0.978 
while 2D CNN is the winner at 0.984. The macro F1 
score of in ascending order is therefore Bi-LSTM at 
0.976, 1D CNN at 0.977 and 2D CNN at 0.985. 

 
 

4.2. Performance on Instrument-wise Identification 
 

In order to have a detailed evaluation on the model 
performance, instrument-wise analysis was done in 
this section as the predictive performance of the 
proposed model varied according to instruments. The 
results are presented in three clustered column charts 
in Fig. 2. 

As shown in Fig. 2(a), Bi-LSTM performed the 
best on cello and trombone with an accuracy and F1 
score of 1 and the worst in sax soprano with the lowest 
F1 score of 0.91. The low F1 score is mainly attributed 
by the low precision of 0.833 caused by high false 
positive (FP) where the model wrongly predicted  
12 cases of violin and 1 case of flute, French horn, 
trumpet and tuba each as sax soprano. The model is 
found to perform poorly on violin in recall due to high 
false negative with 12 cases wrongly predicted as sax 
soprano mentioned above. 

Even though the 1D CNN model only learned the 
temporal features, its performance is fairly consistent 
across all the instruments as shown in Fig. 2(b). It 
obtained perfect accuracy and F1 score in trumpet and 
the lowest F1 score of 0.941, due to a low precision of 
0.923 caused by high false positive with 3 cases of 
cello and 1 case of violin wrongly predicted as viola. 
Note that all three are string instruments and it is 
possible that the temporal features of some musical 
notes are similar. 

2D CNN that was trained on the same MFCC as  
Bi-LSTM was observed to perform poorly in sax 
soprano with a low precision of 0.909 and F1 score of 
0.952, due to cases where cello, clarinet, flute, French 
horn and tuba were wrongly predicted as sax soprano. 
This is shown in Fig. 2(c). However, compared to  
Bi-LSTM, it performed well for violin with a perfect 
score of 1. Similar performance was achieved for both 
guitar and trombone. 

Nonetheless, with the use of Mel-spectrogram as 
the input training data, all three models had performed 
better than that of reported prior work which was done 
on monophonic music from London Philharmonic 
Orchestra dataset using spectral features. However, 
Chakraborty and Parekh [3] achieved an overall 
accuracy of 93 % with their ANN model using cepstral 
coefficients as features whereas Toghiani-Rizi and 
Windmark [2] obtained the highest accuracy of 93.5 % 
by using an ANN model with a feature vector based on 
the first 1000 Hz of the audio frequency spectrum. 

 
 

5. Conclusions 
 

This paper evaluated the use of temporal and 
spectral features on three neural networks, namely  

Bi-LSTM recurrent neural network, 1-dimensional 
convolution network and 2-dimensional neural 
network in recognizing 14 musical instruments 
through the monophonic musical tones. The log Mel 
spectrogram of audio samples in Kaggle dataset were 
used for training and testing. All three models 
performed well with accuracy above 99.6 % with 2D 
CNN achieved an F1 score of 0.985, 1D CNN at 0.977 
and Bi-LSTM at 0.976. Bi-LSTM performed the worst 
in the precision of sax soprano and the recall of violin 
as the model wrongly predicted large samples of the 
latter as the former, even though they belong to 
different families of instrument. This confusion did not 
occur in the CNN models. 
 

 
(a) Bi-LSTM 

 

 
(b) 1D CNN 

 

 
(c) 2D CNN 

 
Fig. 2. Instrument-wise performance by models. 
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The concept of image data processing was applied 
in this paper as Mel-spectrogram was selected as the 
input data. However, audio signal especially music 
data is much more complex than an image data due to 
its spectral characteristics overlapping with the 
temporal features. Moreover, music is a continuous 
signal and it can be in various lengths with the pattern 
varying according to the sound tuning and filtering. 
Hence, it is imperative to apply the spectral and 
temporal characteristics in designing a musical 
instruments recognition model. 

For future work, the proposed model can be 
enhanced by training it with polyphonic audio samples 
to investigate its ability to identify musical instruments 
on polyphonic music accurately. 
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Summary: Graph representation learning has become a crucial task in machine learning and data mining due to its potential 
for modeling complex structures such as social networks, chemical compounds, and biological systems. Spiking neural 
networks (SNNs) have recently emerged as a promising alternative to traditional neural networks for graph learning tasks, 
benefiting from their ability to efficiently encode and process temporal and spatial information. In this paper, we propose a 
novel approach that integrates attention mechanisms with SNNs to improve graph representation learning. Specifically, we 
introduce an attention mechanism for SNN that can selectively focus on important nodes and corresponding features in a graph 
during the learning process. We evaluate our proposed method on several benchmark datasets and show that it achieves 
comparable performance compared to existing graph learning techniques. 
 
Keywords: Graph representation learning, Attention mechanisms, Spiking neural networks, Graph neural networks. 
 

 
1. Introduction 
 

Graphs are ubiquitous data structures that can 
represent a wide range of complex systems, from social 
networks to biological networks. Graph representation 
learning seeks to create effective embeddings that 
encapsulate a graph's structural and semantic 
information, facilitating tasks like node classification, 
edge classification, and graph classification. Recently, 
spiking neural networks (SNNs) have been proposed 
as a powerful approach to graph representation 
learning due to their ability to encode and process 
spatiotemporal information in a more biologically 
plausible and energy-efficient way than traditional 
neural networks [1]. 

Recently, various approaches have been proposed 
for graph representation learning, including spectral 
methods, random walk-based methods, and neural 
network-based methods [2]. Among these, neural 
network-based methods, such as graph convolutional 
networks (GCNs) [3] and graph attention networks 
(GATs), have gained significant attention due to their 
capacity to capture complex nonlinear relationships in 
graph structures. However, traditional neural networks 
have limitations in processing spatiotemporal 
information, which is essential for numerous graph 
learning tasks due to the human brain's constant 
interaction with dynamic stimuli and evolving 
environments. SNNs, inspired by the way neurons 
communicate in the brain through spikes, are capable 
of encoding and processing spatiotemporal 
information more efficiently and in a biologically 
plausible manner, making them an attractive 
alternative for graph representation learning. But they 
still face challenges in processing large-scale graphs 
efficiently. 

To address this issue, attention mechanisms have 
been introduced to selectively focus on relevant parts 

of the node features, allowing the network to 
selectively attend to important nodes and 
corresponding features in the graph [4]. In this paper, 
we propose an attention-driven SNN model that 
combines the benefits of attention mechanisms with 
the efficiency and interpretability of SNNs for graph 
representation learning. We demonstrate the 
effectiveness of our proposed model through several 
experiments on various benchmark datasets, showing 
comparable performance and better biological 
plausibility compared to existing graph representation 
learning methods. 
 
 
2. Methods 
 

Our proposed Spiking Graph Attention Network 
(SpikingGAT) model combines attention mechanisms 
with Graph Spiking Neural Network (Graph-SNN) to 
enable efficient graph representation learning [1]. 
Specifically, we introduce a graph attention 
mechanism that computes attention coefficients for 
each pair of nodes, allowing the model to weigh the 
contributions of neighboring nodes appropriately. This 
mechanism enables the SNN to focus selectively on 
relevant nodes and their corresponding features and 
effectively capture the underlying graph structure, 
during the learning process, as shown in Fig. 1. By 
integrating attention mechanisms into the Graph-SNN 
architecture, our SpikingGAT model achieves superior 
graph representation learning outcomes. 

Specifically, in our SpikingGAT model, we first 
compute the attention coefficients for each node pair 
by applying a compatibility function that takes into 
account the nodes' features and their relative positions 
in the graph. The attention coefficient between node 	and node  for the  head is computed as follows: 

 



5th International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2023),  
7-9 June 2023, Tenerife (Canary Islands), Spain 

231 

( ) 	= 	LeakyReLU	 ( ) ( ) ∥ ( ) , (1) 

 
where ( ) is a learnable weight matrix for the  
head, and are the feature vectors of nodes 	and , 
respectively, ( ) is a learnable attention vector, and 
LeakyReLU is the activation function. These 
coefficients are then normalized using a softmax 
function to ensure that they sum to one, promoting a 

smooth distribution of attention weights among 
neighboring nodes: 
 

 ( ) = ( )∑  ∈ 	 ( ) , (2) 

 
where 	is the set of neighboring nodes of node , and ( ) is the normalized attention coefficient for  

the  head. 
 
 

 
 

Fig. 1. The schematic diagram of SpikingGAT, showcasing the integration of multi-head attention and temporal domain 
within SNNs. Various arrow styles and colors signify distinct attention heads being performed independently  

with K = 3 heads. 
 
 
Once we have computed the attention coefficients 

for each node pair, we apply the multi-head attention 
mechanism to the input features of each node by 
multiplying them with the corresponding coefficients. 
This operation is carried out at each layer of the 
SpikingGATs, updating the node representations with 
attention-weighted information from their neighbors. 
For each head $k$, the output feature matrix is  
given by: 

 

 ( , ) 	= 	 ∑  	 ( ) ( , ) ( ) , (3) 
 

where  is a nonlinear activation function, such as the 
ReLU function. Then, the output feature matrices from 
all  heads are concatenated to form the final output 
feature matrix: 
 ( ) =	= 	 concat ( , ), ( , ), … , ( , )  

(4) 

 
To account for the spiking behavior in SNNs, we 

employ a Leaky Integrate-and-Fire(LIF) [5] neuron 
model, which integrates the input features weighted by 
attention over time. The membrane potential is 
described by the following differential equation: 

 = −[ ( ) − ] + ( ), (5) 

 
where  is the membrane time constant,  is the 
resting membrane potential,  is the membrane 
resistance, and ( ) represents the input current. When 
the membrane potential exceeds a certain threshold 
value , the neuron generates a spike and the 
membrane potential is reset to the resting potential 

 This process can be formulated as: 
 

 
= 1, = 				 if ≥= 0  if < , (6) 

 
where  represents the output spike at the time step . 

The SpikingGAT model architecture consists of 
multiple layers of LIF neurons, with each layer 
responsible for aggregating and transforming the 
attention-weighted features of the neighboring nodes. 
The output of the final layer is a set of effective 
embeddings that capture both the graph structure and 
node features. 

We trained our SpikingGAT model using the 
iterative spiking message passing [1, 6] method of 
SNN that adjusts the connection weights between 
neurons based on the spike propagation and attention 
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mechanism. This learning rule enables the network to 
adapt its connection strengths in response to both the 
graph structure and node features. Additionally, 
incorporating attention mechanisms enhances the 
model's ability to learn graph representations, focusing 
on the most informative connections in the graph. 
 
 

3. Experiments 
 

3.1. Basic Experiments 
 

To evaluate the performance of our proposed 
SpikingGAT model, we first conducted experiments 
on three standard citation datasets, Cora, Citeseer, and 
Pubmed, where nodes represent paper documents and 
edges are undirected citation links. We provide a 
summary of the dataset statistics in Table 1, which is 
utilized to assess the model's ability to learn 
meaningful node representations within a single graph 
[3]. 
 
 

Table 1. Overview of citation datasets. 
 

Dataset Cora Citeseer Pubmed 
Nodes 2708 3327 19717 
Edges 5429 4732 44338 
Node feat. 1433 3703 500 
classes 7 6 3 
Training/Validation/
Testing 

140/500
/1000 

120/500
/1000 

60/500/ 
1000 

 
 

The Cora dataset contains 2708 nodes, 5429 edges, 
7 classes, and 1433 features per node. The Pubmed 
dataset contains 19717 nodes, 44338 edges, 3 classes, 
and 500 features per node. The Citeseer dataset 
contains 3327 nodes, 4732 edges, 6 classes, and 3703 
features per node. Each document node has a class 
label. We only use 20 labels per class during training 
with all feature vectors. 

In these experiments, we maintain consistent 
settings for models across each dataset to ensure 
fairness. We employ the Adam [7] optimizer, setting 
an initial learning rate of 0.01 for GCN, and 0.005 for 
GAT and our SpikingGAT. All models are executed 
for 200 epochs, and we conduct 10 trials with varying 
random seeds. In each trial, the models are initialized 
using a uniform initialization method and trained by 
minimizing the cross-entropy loss on the training 
nodes. From the perspective of SNN, we set the time 
window ( ) to 8 and establish a threshold ( ) of 0.25 
for basic performance evaluation. Specially, we set the 
leakage factor of 1, which does not exhibit decay in 
historical membrane potential as the time step 
progresses. For GATs and SpikingGATs, we adopt an 
MLP structure [Input-64-Output] with 8 attention 
heads. For GCNs, we adopt an MLP structure  
[Input-400-16-Output]. We implemented these models 
using the PyTorch deep learning framework and the 
Deep Graph Library (DGL). We trained the model on  
GPU-enabled hardware for efficient parallel 
processing of the spiking neurons and attention 
mechanisms. 

Our results from 10 trials are presented in Table 2. 
The results indicate that, despite employing binary 
spiking communication, our SpikingGAT models 
achieve performance comparable to the state-of-the-art 
results with a slight gap. This demonstrates the 
feasibility and capability of the spiking mechanism and 
spatiotemporal dynamics in handling diverse features 
from different nodes, as well as their effectiveness in 
graph scenarios with few labels. 
 
 

Table 2. Performance comparison on citation datasets. 
 

Method Cora 
(ACC.±s.d.)

Citeseer 
(ACC.±s.d.) 

Pubmed 
(ACC.±s.d.)

GCN [4] 81.4±0.5 70.9±0.5 79.0±0.3 
GAT [4] 83.0±0.7 72.5±0.7 79.0±0.3 
SpikingGAT 79.9±0.9 68.4±0.5 78.0±0.5 

 
Furthermore, we employed t-SNE [8] to visualize 

the feature representation capabilities of our 
SpikingGAT model compared to GCN and GAT in 
their last hidden layer features, as shown in Fig. 2. 
Specifically, on the Cora, Citeseer, and Pubmed 
datasets, our SNN model demonstrated superior 
performance in distinguishing between different 
classes and convergence within the same class, thereby 
demonstrate more effective representation learning 
capabilities compared to GCN and GAT. 

 
 

3.2. Extended Experiments 
 

In addition to the basic experiments on single graph 
datasets, we conducted extended experiments on 
multi-graph datasets to further validate the 
effectiveness and versatility of our SpikingGAT model 
in various graph learning tasks. By evaluating our 
model on tasks such as node classification, edge 
classification, and graph classification, we aimed to 
demonstrate the model's capability to generalize and 
adapt to different types of graph tasks. We summarize 
these dataset statistics used in extended experiments  
in Table 3. 

Specifically, for node classification tasks, we used 
the SBM CLUSTER datasets, which are generated 
with the Stochastic Block Model (SBM). SBM is a 
traditional graph generation model in which each node 
belongs to a different community, and each 
community is connected with different  
probabilities [9]. 

For edge classification tasks, we employed the TSP 
dataset, which is about the traveler’s problem, as 
follows: “Given a list of cities and the distances 
between each pair of cities, what is the shortest 
possible route that visits each city and returns to the 
origin city?”. This dataset is a collection of complete 
graphs with weighted edges representing the distances 
between cities. The goal of this task is to classify edges 
as part of the optimal tour or not [10], testing our 
model's capacity to learn edge-level representation 
effectively. 
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Fig. 2. (a), (b), (c) Visualization of the last hidden layer features of the SpikingGAT on the Cora, Citeseer, and Pubmed datasets 
produced by t-SNE; (d), (e), (f) Visualization of the last hidden layer features of the GAT on the Cora, Citeseer, and Pubmed 
datasets produced by t-SNE; (g), (h), (i) Visualization of the last hidden layer features of the GCN on the Cora, Citeseer,  
and Pubmed datasets produced by t-SNE. 
 
 

Table 3. Overview of multi-graph datasets [9]. 
 

Dataset 
SBM 

CLUSTER 
TSP MNIST 

Graphs 12000 12000 70000 

Avg. Nodes 117.20 275.76 70.57 

Avg. Edges 4301.72 6894.04 564.53 

Node feat. 
Node 

Attr(7) 
Coord(2) 

Pixel+ 
Coord(3) 

classes 6 2 10 
Training/ 

Validation/ 
Testing 

10000/ 
1000/ 
1000 

10000/ 
1000/ 
1000 

55000/ 
5000/ 
10000 

Task Type Node 
Classification 

Edge 
Classification 

Graph 
Classification 

 
Finally, for graph classification tasks, we convert 

each image in the popular MNIST datasets into graphs 
using super-pixels and classify these graphs. The node 
features of the graph are generated by the intensity and 
position of the super-pixels, and the edges are k nearest 
neighbor super-pixels, which is set to 8 [9]. The 
resulting graphs are of sizes 40-75 nodes. In this 
experiment, we aimed to evaluate the SpikingGAT 
model's performance in learning meaningful 
representations for entire graphs, capturing the global 
structure and relationships between nodes. 

In these extended experiments, we employ the 
Adam optimizer, setting the initial learning rate of 
0.001 and the minimum learning rate of 10 . All 
models run up to 500 epochs, and we conduct 4 trials 
with varying random seeds. From the perspective of 
SNN, we maintained the same experimental settings as 
in the basic experiments with the time window 	 = 	8, 
the firing threshold 	= 	0.25, and the leakage 
factor of 1. For GAT and SpikingGAT, we adopt  
4 hidden layers of 19 dimension with 8 attention heads 
and an MLP layer (152 neurons) for classification. For 
GCN and SpikingGCN, 4 hidden layers of  
152 dimension and an MLP layer of 152 neurons. 

As shown in Table 4, our SpikingGAT models 
outperform the GCN models in SBM CLUSTER and 
MNIST datasets and outperform the SpikingGCN 
models in all datasets. And in Fig. 3, we plotted the 
accuracy and loss curves of SpikingGAT and 
SpikingGCN during both the training and testing 
phases. The curves illustrate that SpikingGAT 
converges faster than SpikingGCN and achieves 
higher accuracy and lower loss during both the training 
and testing phases. The results demonstrate the 
effectiveness of incorporating attention mechanisms 
into Spiking Neural Networks to enhance their 
performance in different graph learning tasks, 
highlighting their generalization capabilities. 
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Fig. 3. (a)(c)(e) Accuracy variation of SpikingGAT and SpikingGCN with respect to the epoch on training and test dataset. 

(b)(d)(f) Loss variation of SpikingGAT and SpikingGCN with respect to the epoch on training and test dataset. 
 
 

Besides, our SpikingGAT models can achieve 
comparable performance with the GAT models with a 
minor gap. It proves the feasibility and capability of 
spiking mechanism and spatial-temporal dynamics, 
which can work well on graph representation learning. 

In this section, we have evaluated the performance 
of our proposed SpikingGAT model on a range of 
graph learning tasks, including node classification, 
edge classification, and graph classification. Our 
experiments on both single graph datasets and  
multi-graph datasets have demonstrated the 
SpikingGAT model's capability to learn effective 
representations and generalize to different types of 
graph tasks. 
 
 
Table 4. Performance comparison on multi-graph datasets. 
 

Method 
SBM 

CLUSTER 
(ACC.±s.d.) 

TSP 
(F1 SCORE 

±s.d.) 

MNIST 
(ACC.±s.d.) 

GCN [9] 
47.828 
±1.510 

0.643 
±0.001 

90.120 
±0.145 

GAT [9] 
57.732 
±0.323 

0.671 
±0.002 

95.535 
±0.205 

Spiking
GCN 

50.181 
±1.284 

0.568 
±0.005 

92.318 
±0.005 

Spiking
GAT 

55.576 
±0.193 

0.589 
±0.005 

95.483 
±0.002 

 
 
4. Conclusion 
 

This paper introduces a novel Spiking Graph 
Attention Network (SpikingGAT) model that 
effectively integrates attention mechanisms with 
spiking neural networks for graph representation 

learning. SpikingGAT can effectively deal with the 
spatiotemporal information in graph structures, which 
is a limitation of traditional neural networks. In 
addition, the integration of attention mechanisms 
allows the model to selectively focus on important 
nodes and features, resulting in improved performance 
in graph representation learning tasks. 

We evaluate the performance of our SpikingGAT 
model on various benchmark datasets, including single 
graph datasets (Cora, Citeseer, and Pubmed) and 
multi-graph datasets (SBM CLUSTER, TSP, and 
MNIST). Our experiments demonstrate that 
SpikingGAT model achieves comparable performance 
to GCN and GAT models while maintaining better 
biological plausibility. Furthermore, our model 
exhibits better performance in graph representation 
learning, as evidenced by t-SNE visualizations. 

These experiments validate the effectiveness and 
versatility of our SpikingGAT model, demonstrating 
its ability to generalize and adapt to different types of 
graph tasks. By combining efficient attention 
mechanisms with interpretable SNNs, our work opens 
up new possibilities for future research and 
applications in graph representation learning. 
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Summary: This work presents a spike decoding system implemented on a low-end Zynq-7010 FPGA, which includes a 
multiplier-less spike detection pipeline and a spiking-neural-network-based decoder mapped in the programmable logic. We 
tested the system on two publicly available datasets and achieved comparable results with state-of-the-art neural decoders that 
use more complex deep learning models. The system required 7.36 times fewer parameters than the smallest architecture tested 
on the same dataset. Moreover, by exploiting the spike sparsity property of the neural signal, the total amount of computations 
is reduced by about 90 % during a test carried out on real recorded data. 
The low computational complexity of the chosen spike detection setup, combined with the power efficiency of spiking neural 
networks, makes this prototype a well-suited choice for low-power real-time neural decoding at the edge. 
 
Keywords: Neural decoding, Spiking neural networks, FPGAs. 
 

 
1. Introduction 

 
Intracortical sensors have proven to be valuable 

instruments within the decoding of multiple motor 
functions from recorded neural activity. The decoding 
is often based on the processing of spikes, typical 
action potentials that can be identifiable in the neural 
track by means of a neural signal processing task, 
referred to as spike detection. The output of spike 
detection is called multi-unit activity (MUA) and can 
be effective in several decoding tasks when supported 
by reliable machine learning decoding algorithms, 
such as Long-Short Term Memory (LSTM) or 
Recurrent Neural Network (RNN) [1-3]. 

In this context, Spiking Neural Networks (SNNs), 
that, unlike other artificial neural networks, use 
biologically-plausible spiking neurons as their 
fundamental units, are a promising tool for low-power 
neural processing at the edge, intrinsically compatible 
with intracortical spikes. 

This work presents a real-time spike-based neural 
decoding system integrated with a multiplier-less spike 
detector, designed to be implemented on an FPGA and 
connected to a 96-channel multi-electrode array 
(MEA) [4]. 

The results are demonstrated on a well-known 
benchmark, achieving state-of-the-art accuracy by 
using 7.36 times fewer parameters than the smallest 
alternative in literature. The system takes profit form 
typical sparsity in SNNs to save 90 % of the operations 
during inference. 

To the best of our knowledge, in our work, a 
hardware SNN is used for the first time to solve a 
continuous neural signal decoding task in real-time. 

 
 

2. System Architecture 
 

The system architecture is represented in Fig. 1. 
The decoder is composed of two cascaded modules: a 
spike detector and an SNN-based decoder. 

 
 

Fig. 1. General overview of the processing platform 
implemented on the FPGA device. 

 
 
2.1. Spike Detector 
 

The spike detection and the spike binning tasks are 
appointed to five pipelined modules that process the 
input channels in a time-multiplexed fashion. 

The broadband neural signal is first filtered using a 
second-order moving average difference (MAD) filter. 
Afterwards, it is emphasized by means of a 
rectification. Then, the presence of a spike is detected 
when the resulting signal exceeds a mean-value-based 
threshold. Finally, a spike binning module counts the 
detected spikes per millisecond and forwards the bins 
to the SNN-based decoder. 
 
 
2.2. SNN-based Decoder 
 

The SNN used in this work is constituted of two 
dense layers of respectively 256 and 128 Loihi 
CUrrent BAsed Leaky Integrate and Fire (CUBA) 
Neuron. The Python implementation of the neuron 
model is derived by the PyTorch package SLAYER 
(Spike LAYer Error Reassignment), then extended and 
embedded as SLAYER 2.0 in the LAVA software 
framework [5] used in this work. 

The hardware implementation of this algorithm 
relies on two layer modules, that compute the 
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dynamics of the neurons, on a weight memory, and on 
a spike-to-number (S2N) converter, that translates the 
output spike train generated by the SNN’s second layer 
into the target variable. 

A spike sparsity stack allows taking advantage of 
the spike sparsity property of neural signal. It stores the 
addresses of the active spike sets permitting to involve 
in computation only active spikes and weights, to skip 
as much operations as possible for inactive inputs. 

The neural decoder is connected to the Processing 
System (PS) through three AXI interfaces: 1) An  
AXI-stream interface is used to stream the neural 
samples in the PL; 2) An AXI-lite interface is 
controlled from the PS to set up the neural decoder;  
3) An AXI-lite interface is used to transmit the  
decoding result. 

The modules are implemented on a low-end Zynq 
7010 FPGA (XC7Z010-1CLG400C). 
 
 
3. Results 
 
3.1. Accuracy 
 

The accuracy achievable with our approach has 
been assessed using the dataset reported in [6], which 
comprises two intracortical recordings sampled using 
a 96-electrode Utah array during a delayed  
reach-to-grasp task. The used accuracy metric is the 
Pearson correlation between the output of the decoder 
and the dataset target. In Table 1 we compare with 
alternatives in literature. Our accuracy is comparable 
with the most accurate works while requiring 7.36 less 
parameters. 

 
 

Table 1. Comparison in terms of accuracy  
and memory/computation requirements ([2] is the most 
accurate, [3] is the most accurate reporting on both N  
and L recordings). 

 

 Decoder Parameters 
Accuracy 
N (CC)  

Accuracy 
L (CC) 

Ours SNN 0.057M 0.83 0.78 
[3] QRNN – 0.84 0.73 
[2] RNN 0.42M 0.91 – 

 
Fig. 2 shows how the output of the decoder follows 

the variation of the target variable in the dataset. 
 

 
 

Fig. 2. Decoder output vs. Target variable. 

3.2. Processing Performance and Sparsity 
 

The design, when clocked at 2 MHz, can 
comfortably process the data in real time, ensuring a 
response in 1.8 ms on average, and in about 3 ms in the 
worst-case scenario. We also measured sparsity. The 
percentages of operation actually executed by the 
platform are respectively 12 % and 9 % for the two 
recordings in the dataset, thus the system is idle for 
around 90 % of the time, confirming the power 
efficiency of the proposed solution. 

 
 

3.3. Hardware Utilization 
 

The system, when deployed, uses only 32 BRAMs 
and 14 DSP slices, thus can be implemented using  
low-end devices to limit costs and power consumption. 
In order to save resources, the spike detection 
implementation is multiplierless, thus no DSP slices 
are used in the first processing stage. DSPs are used to 
accumulate synaptic weights during the synaptic 
current computation and for the integration in the Loihi 
neuron. Memory usage is limited by using 16-bit fixed 
point weight representation. 
 
 
4. Conclusions 
 
In conclusion, this study presents a spike decoding 
system implemented on a low-end FPGA, which 
achieves comparable results with state-of-the-art 
neural decoders using more complex deep learning 
models. The system requires significantly fewer 
parameters and reduces the total amount of 
computations exploiting sparsity. The low 
computational complexity and power efficiency of the 
system make it a suitable choice for low-power  
real-time neural decoding at the edge. 
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Summary: Spiking Neural Networks (SNNs) are used in the domain of neuromorphic computing, they incorporate properties 
from the biological brain. The term spiking refers to an all-or-nothing activation of the neuron model that expresses as a binary 
state. The activation of neurons in biological neural networks only happens occasionally, such sparsity is one key concept in 
the domain of neuromorphic computing. With the rise in popularity of gradient-based optimization techniques for SNNs, the 
biologically inspired approach of SNNs moved closer to the methodologies of Artificial Neural Networks (ANNs). Such 
methodologies benefit from dedicated hardware that is optimized for the high throughput of densely packed data chunks. This 
work is providing an assessment of the potential benefit of sparse computations for an embedded vector processor. A main 
obstruction is the run time dependence that a sparse neuron activation introduces. The degree of sparsity in the network 
activations needed is quantified using a commercially available microcontroller. 
 
Keywords: Spiking neural networks, Embedded computing, Single instruction multiple data. 
 

 
1. Introduction 

 
The underlying work uses the methodologies 

described by the authors of [1]. Here a time discrete 
implementation of SNNs is used in combination with 
a binary activation function in a framework of 
recurrent neural networks. This makes the SNN 
comparable to other recurrent neural network 
structures like Long-Short-Term-Memory (LSTM) or 
Gated-Recurrent-Units (GRU). The introduction of the 
binary activation function prohibits gradient based 
optimization. This issue can be addressed by the 
definition of surrogate gradients as described by [2]. It 
is an established approach in neuromorphic computing 
to exploit the sparsity of spikes, where a spike is the 
activation of a neuron. Sparsity in this context means 
that a spiking neuron is creating spikes only 
occasionally. To the best of the authors knowledge, 
every dedicated neuromorphic hardware is making use 
of such activation sparsity in some way, for example 
by sparse message based communication between 
processing elements. Digital hardware following this 
scheme are TrueNorth [3], SpiNNaker2 [4] and Loihi 
[5]. The authors of [6] give the following summary “In 
space, time, and connectivity, Loihi’s architecture is 
optimized for sparse and nonbatched computation. [...] 
Memory access is always local and hypergranular, so 
data-dependent control flow is fast and efficient.”. This 
statement also holds for the other hardware examples 
mentioned. However, there are dedicated data-flow 
driven hardware designs requiring a data independent 
control flow to utilize their computational capabilities. 
Examples are the ARCv2 processor [7], the ARM 
cortex-m [8] or the RISC-V based Z-Scale [9]. All of 
which address the computation of embedded artificial 
neural networks. All are based on the  
Single- Instruction-Multiple-Data (SIMD) concept. 
This work takes an assessment of potential benefits of 

neural networks with sparse binary activation function 
like SNNs, in combination with hardware designed for 
embedded AI based on SIMD. 
 
 
2. Data Dependent Computation 
 

Let P0 and P1 be two neuron populations, in the 
scope of this work the connectivity between these two 
neuron populations is addressed. The activation of P0 
at any discrete point in time is given by the vector a 
and the input for every neuron in P1 needs to be 
calculated based on the non-zero entries in a and a 
weight matrix Wij using a vector matrix multiplication. 
Fig. 1 is viszualizing the operation, note that the values 
of a are binary, either 1 in case of a spike or 0 
otherwise. Therefore the loading and computing of the 
column can be skipped dependend on the propability 
of an activation. 

 

 
 

Fig. 1. Vector-matrix multiplication, highlighting  
the dependence of a column to an entry of the input vector. 

 
Three algorithms are implemented for this vector 

matrix multiplication, all are benchmarked on the 
ARCv2-processor. All vectors are located in the  
L1-cache and needed to be loaded to the vector registry 
to be processed by the ALUs. As reference algorithm 
the default approach is chosen, using the given 
multiply accumulate instruction of the processor and 
iterating over the input vector without introducing a 
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dependency on the content of the vector. The second 
algorithm is using conditional branching based on the 
content of each element in the input vector. The third 
algorithm is operating on a compression of the input 
vector, and the iteration can be done only on the non-
zero elements in the input vector. The vector 
compression instruction needs to be supported by the 
hardware, which is not the case for every  
SIMD-instruction set [10]. All three algorithms 
perform a vector matrix multiplication on a 64 by 64 
weight matrix, therefore using an input vector of length 
64. The probability for a non-zero activation in the 
input vector is changed between 0 and 1 while this 
probability is the same for each element in the input 
vector. Overall, 100 runs are performed per algorithm. 
 
 
3. Results 
 
The processing time for the vector matrix 
multiplication, as described previously, is given  
by Fig. 2. 
 

 
 

Fig. 2. Processing time over the probability for a non-zero 
entry in the input vector for the algorithms (1) default vector 
matrix multiplication, (2) data dependent conditional 
computation and (3) iteration over the compressed input 
vector. The benchmark was done on the Infineon  
TC4x-parallel processing unit with a 400 MHz clock. 

 
The default data independent processing by 

algorithm (1) achieves to prove the complete weight 
matrix (4 Kbyte) in about 500 ns. The introduction of 
a conditional statement by algorithm 2 results in less 
memory access in the L1-cache dependent on the 
event/spike probability. However, the preloading 
needs to wait for the check of the vector element. The 
worst case (no successful branch prediction) can be 
found for a spike probability of 0.5. The proposed 
operating on a compressed vector with algorithm (3) 
makes the computation dependent on the spike 
probability. In this case a probability of 0.6 for a non-
zero entry in the input vector achieves the highest data 
throughput. 
 
 

4. Conclusions 
 

This work shows that concepts of spiking neural 
networks like the sparse activation of neurons can also 
benefit SIMD architectures for embedded vector 
processing. The data dependent control flow of sparse 

computation heavily impacts the throughput of such 
systems. By using vector compression similar to the 
work of [10], the vector matrix multiplication can be 
accelerated by reducing the number of memory load 
accesses. The enabling factor for SNNs is the binary 
output space of spiking neurons in case of time discrete 
computations. The authors of [11] introduce a sparsity 
regularization for SNNs reducing the spike probability. 
Networks with an initial worst case spike probability 
of 0.5 are used. Therefore, this work shows that even 
SNNs not optimized for activation sparsity are 
benefitting from the proposed acceleration. 
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Summary: This paper presents a Bayesian deep transfer learning approach for updating stability predictions in milling. It uses 
pre-trained BDNNs based on existing physics-based stability models and a small experimental dataset to refine the network 
predictions for enhanced prediction accuracy versus experimentally observed stability states. The method requires fewer 
experimental samples and avoids extensive model parameter identification, making it suitable for industrial applications. 
Experimental validation shows acceptable prediction accuracy with quantification of chatter prediction probability. 
 
Keywords: Chatter stability, Bayesian deep learning, Transfer learning, Receptance coupling, Physics-informed  
machine learning. 
 

 
1. Introduction 

 

Self-excited vibrations, also known as chatter, have 
been the main factor limiting the productivity of 
milling operations in manufacturing industries. 
Despite the extensive research focused on predicting 
unstable process conditions using physics-based 
models for chatter avoidance, the inadequate 
prediction accuracy of these models has hindered the 
development of a practical solution for industries. This 
flaw is mainly due to imprecise inputs fed into stability 
models. Stability Lobe Diagrams (SLDs) are 
commonly used to visualize the boundary between 
stable and unstable cuts based on spindle speed and 
depth of cut. The well-known Zero-order 
Approximation (ZOA) method, developed by Altintas 
and Budak [1], generates such SLDs using knowledge 
of structural dynamics at the tooltip and cutting forces. 

Obtaining the required dynamics at the tooltip for 
generating SLDs is often computed through 
Receptance Coupling Substructure Analysis (RCSA) 
[2]. This approach couples experimentally measured 
machine tool dynamics with model-predicted 
dynamics of the tool-holder assembly, eliminating the 
complexities of modeling the entire machine tool 
structure as well as the excessive measurement efforts 
required for measuring tooltip dynamics for all 
machine-holder-tool combinations. However, precise 
estimation of tool-holder interface stiffness and 
damping is still necessary for modeling the tool-holder 
assembly, which are not known on a shop floor. 
Similarly, the estimation of cutting force coefficients, 
which relate the uncut chip thickness to the resulting 
forces, presents analogous challenges. 

Recent attention has been given to data-driven 
methods to train a classifier on experimentally 
observed stability states. However, collecting a 
sufficient training dataset for a diverse range of 
machine and process configurations is still 

prohibitively expensive. An attempt in a pure machine 
learning approach can be found in a study by 
Cherukuri et al. [3]. 

Some researchers have combined physics 
knowledge and data-driven methods to refine 
unknown model parameters while reducing the 
required amount of experimental data. Postel et al. [4] 
pre-trained 200 Deep Neural Networks (DNNs) with 
simulated data and fine-tuned them with a smaller 
experimental data set to improve the prediction 
accuracy of DNN classifiers. 

This paper follows a probabilistic perspective and 
employs Bayesian DNNs (BDNNs) for stability 
predictions. Following Bayes by backprop method, it 
allows for quantifying the uncertainty in the structure 
of a neural network while only doubling the number of 
tunable parameters, unlike the ensemble technique in 
[4], which required training of 200 DNNs. 
Furthermore, the probabilistic perspective can quantify 
the epistemic uncertainty due to lack of knowledge and 
consider that when generating stability maps.  
Section 2 discusses the physics-based modeling of 
milling stability to generate data for the pre-training of 
BDNNs. Section 3 further explains BDNNs and their 
training method. Section 4 presents validation cases 
and Section 5 concludes the paper. 

 
 

2. Physics-based Stability Predictions 
 

In order to obtain the required tooltip dynamics for 
ZOA through RCSA, the bending receptance of the 
machine tool at the spindle flange is measured once 
experimentally through the inverse RCSA approach by 
Namazi et al. [5]. The dynamics of tool-holder 
assembly are modeled using a finite-element 
implementation of Timoshenko beams as presented by 
Ostad Ali Akbari et al. [6]. 
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Fig. 1. Bayesian deep transfer learning strategy. Samples from physics-based mode parameters (Table 1) are used to generate 
multiple SLD samples. The stability information from these SLDs is used to pre-train a BDNN. The posterior distributions  

of network weights are considered as priors in the fine-tuning stage using experimental data. 
 
 

 
Fig. 2 illustrates the coupling scenario and the 

tooltip receptance is computed using the following 
equation: 

 	= 	 − ( + ) , (1) 
 

where  represents the receptance matrix between 
degrees of freedom  and . The interface parameter 
values could be influenced by unaccounted factors 
such as the clamping pressure or dimensional 
tolerances, leading to a possible variability in these 
parameters. A similar argument applies to the 
tangential and radial cutting force coefficients as well. 
These coefficients are influenced by various factors 
such as the material properties of the workpiece, 
coating, wear state, cutting-edge geometry, and feed 
per tooth, resulting in variations around their  
mean values. 

 

 
 

Fig. 2. Substructuring scheme for computation of tooltip 
dynamics through RCA. 

 
 

Table 1. Parameters for physics-based stability predictions and their corresponding expected distributions. 
 

Description Unit Expression Distribution 

Translational stiffness 
/ = 10  : = 8.8, = 	1.0 

Translational damping 
1

 = 10  : = 4.0, = 	1.0 

Rotational stiffness  = 10  : = 0.3, = 	0.1 
Rotational damping 

1
 = 10

Tangential force coefficient [ ] = 100  : = 6.0, = 	3.0 

Radial force coefficient [ ] =  : = 0.3, = 	0.1 
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A BDNN will be trained for each scenario that is 
defined by a combination of: 

• Machine tool; 
• Holder; 
• Tool; 
• Workpiece material. 
The following information determines a process 

condition whose stability state is to be validated 
through either the physics-based or BDNN model, also 
will be considered as input vector  to BDNN  
in Fig. 3: 

• Tool stick-out length ; 
• Immersion angles: start ∅  and exit ∅  angles 

for computation of directional dynamic milling 
force coefficients in ZOA solution; 

• Spindle speed Ω and axial depth of cut . 
 

 
 

Fig. 3. Structure of the BDNN, mapping the process 
parameters into chatter state probability. 

 
 

3. Bayesian Deep Learning 
 

The primary difference between standard 
deterministic neural networks and Bayesian neural 
networks lies in their perspective in defining the 
network parameters. While standard DNNs use 
deterministic values for weights, Bayesian neural 
networks employ a distribution that expresses the 
probability of weight values. 

By defining parameter distributions, BDNNs are 
capable of incorporating epistemic uncertainty, when 
there is limited training data and incomplete 
knowledge about the underlying phenomena. As more 
training data becomes available, this uncertainty can be 
reduced. During Bayesian learning, the distribution of 
model parameters  is updated from a prior ( ) 
belief to a posterior ( | ) distribution in accordance 
with the training data , using the Bayes rule: 
 

 
1

( | ) ( ) ( | )p w p w p w
Z

=D D  (2) 

 
Computing the closed-form solution of the 

posterior distribution from the Bayes rule is often 
impossible due to the intractable computation of the 
scaling factor	 . Hence, approximation techniques 

such as Markov Chain Monte Carlo (MCMC) or 
variational inference are used to approximate the 
posterior of network weights. In this study, Bayes by 
Backprop approach, explained in [7], optimizes the 
means and standard deviations of network weights 
directly and is effective as it only doubles the number 
of optimizing parameters. In BDNNs, the distributions 
of weights (including biases) are approximated by a 
family of independent Gaussians  ( | ) ≅ ( ; , Σ) where  denotes the vector of 
mean values and Σ is the covariance matrix  Σ	 = 	 (log	(1 + exp	( ))) with only positive 
diagonal terms. The optimization tunes the parameters 
of , denoted by 	 = 	 { , }, so that the deviation 
between the approximated posterior ( | ) and true 
posterior ( | ) is minimized: 

 
 ( ) [ ( | ) || ( | )]KL q w p wλ λ= D  (3) 

 
The Kullback-Leibler (KL) divergence quantifies 

the difference between the two distributions and can be 
written by substituting the Bayes rule: 
 

 
( | )

( ) ( | ) log
( ) ( | )

q w
q w dw

p w p w

λλ λ=  D
  (4) 

 
By rearranging the terms in the following way, it 

demonstrates the Bayesian learning objective that aims 
for maximizing the expected data likelihood 
(expectation is indicated by ) and minimizing 
deviations from the prior, also called complexity cost: 
 

 
( | )

( ) [ ( | ) || ( )]

[log ( | )]w q w

KL q w p w

p wλ

λ λ=
−  D


E

 (5) 

 
The training is performed by stochastic gradient 

descent which requires the gradient of the loss ℒ( ): 
 

 ( | )( ) [ ( , )]w q w wλ λ λλ∇ = ∇  D E  (6) 
 

Considering the deterministic function ℱ( , ): 
 

( , ) log ( | )

log ( ) log ( | )

w q w

p w p w

λ= −
− −

D
D


 (7) 

 
A direct computation of the gradient for an 

expectation is prohibitive. A trick known as 
reparameterization can be used in such cases where the 
scholastic part is separated from the optimizing 
parameters: 
 

 ( , ) log(1 exp( )) ,w t λ ε μ ρ ε= = + +   (8) 
 
where ~ (0, ) and ∘ stands for point-wise 
multiplication. As a result, the gradient of expectation 
becomes equal to the expectation of gradients: 
 

 (0, )( ) [ ( ( , ), )]I tλ ε λλ λ ε∇ = ∇ D E  (9) 
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This expectation is approximated using  
Monte Carlo: 
 

 
( )

1

1
( ) ( ( , ), )

m
j

j

t
mλ λλ λ ε

=

∇ = ∇ D   (10) 

 
After the network is trained, the inference of the 

process stability state can be obtained through a 
marginal probability of the chatter state over all 
possible values of the network weights: 
 

* * * *

* *

( | )

* * ( )

1

( 1 | , ) ( 1 | , ) ( | )

[ ( 1 | , )]

1
( 1 | , ),

w q w

m
j

j

p s x p s x p w dw

p s x

p s x
m =

= = =

= =

≈ =





 D

D w D

w

w

E  
(11) 

 
where the expectation is approximated by Monte 
Carlo, averaging chatter probabilities, that can be 
assessed over a grid of spindle speed-depth of cut to 
generate the full probabilistic stability maps that are 
shown in Section 4. 
 
 
4. Experimental Verifications 

 
This section investigates the effectiveness of the 

proposed approach versus experimental validation 
cuts. The validation cuts are performed on a GF 
Mikron HPM800U 5-axis milling machine with a 
holder type RegoFix PG25x100H and a 4-flute flat end 
mill of Voha 032456120 (D = 12 mm, L = 110 mm). 
The feed per tooth is set to 0.05 mm/tooth. The 
workpiece material is AL6082. Fig. 4 compares the 
prediction of model versus validation cuts in different 
training cases. 

 
 

5. Conclusions 
 

This paper presented a Bayesian deep transfer 
learning method for refining stability predictions in 
milling operations. By utilizing pre-trained BDNNs 
based on existing physics-based stability models and a 
small experimental dataset, the proposed approach 
significantly improved the prediction accuracy for 
stability states compared to experimentally observed 
states. The transfer learning technique enables 
leveraging the knowledge of machine tool structural 
dynamics and stability analysis from physics, which 
reduced the required amount of training data. 
Moreover, the fine-tuning step further adjusted the 
distributions of network parameters to correct the 
inaccuracies of the physics-based model based on 
limited experimental data, without the need for 
extensive model parameter identification, making it a 
viable option for industrial applications. The 
experimental validation demonstrates the effectiveness 
of the proposed method, providing acceptable 
prediction accuracy and quantification of chatter 

prediction probability. As a future work, the input 
features of the BDNN can be expanded to broaden the 
applicability of a single BDNN. 

 
 

 
(a) 

 

c)  
(b) 

 

 
(c) 

 

 
 
Fig. 4. Effectiveness of transfer learning for stability 
predictions using BDNN. a) predictions of a pre-trained 
model without fine tuning b) only fine-tuning step without 
pre-training c) proposed approach to pre-train on simulated 
data and fine-tune on a small set of experimental data. 
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Summary: This work proposes the use of 3D convolutional variational autoencoders (CVAEs) to trace the changes and 
symptomatology produced by neurodegeneration in Parkinson’s disease (PD). In this work, we present a novel approach to 
detect and quantify changes in dopamine transporter (DaT) concentration and its spatial patterns using 3D CVAEs on Ioflupane 
(FPCIT) imaging. Our approach leverages the power of deep learning to learn a low-dimensional representation of the brain 
imaging data, which then is linked to different symptom categories using regression algorithms. We demonstrate the 
effectiveness of our approach on a dataset of PD patients and healthy controls, and show that general symptomatology 
(UPDRS) is linked to a d-dimensional decomposition via the CVAE with R2>0.25. Our work shows the potential of 
representation learning not only in early diagnosis but in understanding neurodegeneration processes and symptomatology. 
 
Keywords: Neurodegeneration, Variational autoencoder, Latent space, Symptomatology, Regression, Longitudinal modeling. 
 

 
1. Introduction 
 

Parkinson’s disease (PD) is a progressive 
neurodegenerative disorder that affects more than  
6.2 million people worldwide [1]. PD is characterized 
by a loss of dopamine-producing neurons in the brain, 
causing tremors, stiffness, and cognitive decline 
among other symptoms. FPCIT (ioflupane) SPECT is 
the most widely extended neuroimaging technique for 
the diagnosis of PD. FPCIT binds to the presynaptic 
dopamine transporters (DaTs), allowing to visualize 
and quantify the DaT concentration at the striata, that 
characterizes PD [2]. This modality may allow to 
tackle one of the biggest challenges for PD: the early 
detection and monitoring of disease progression [3]. 

Recent advances in deep learning, and in particular, 
convolutional neural networks (CNNs) have shown 
promising results in medical imaging applications such 
as segmentation, registration, and classification [4]. 
Autoencoders (AEs), a type of self-supervised neural 
network, can learn a low-dimensional representation of 
high-dimensional data, making them well-suited for 
image compression, denoising, and anomaly  
detection [5]. 

In this paper, we propose a novel approach to detect 
and quantify subtle changes in DaT concentration and 
distribution in the brain using 3D convolutional 
variational AEs (CVAEs). Our approach leverages the 
power of deep learning to learn a low-dimensional 
representation of brain imaging data, which enables us 
to longitudinally compare images and identify patterns 
of change that are indicative of neurodegeneration. We 
demonstrate the effectiveness of our approach on a 

dataset of PD patients and healthy controls, and show 
that latent spaces can capture the variability of 
individual symptom categories, as well as the overall 
disease stage. 
 
 
2. Materials and Methods 
 
2.1. Dataset 
 

Data for this study were obtained from the 
Parkinson’s Progression Markers Initiative (PPMI) 
database. For the most recent information on the study, 
please visit www.ppmi-info.org. We used the 
standardized “Original Cohort BL to Year 5” that 
includes individuals initially diagnosed as either 
controls (CTL) or PD affected subjects with varying 
levels of severity. After removing subjects with no 
FPCIT scans, the CTL group comprises 101 males and 
53 females, while the PD group comprises 284 males 
and 159 females, followed for up to 5 years, with a 
total 1399 sessions of available data for studying the 
progression of imaging biomarkers and their link to 
PD-specific progression indicators. Symptomatology 
is assessed via the MDS-UPDRS scale [6], either in its 
aggregated form (UPDRS -total-) or its 4 parts:  
1) non-motor aspects of daily living; 2) motor aspects 
of daily living (tremor, walking, etc.); 3) motor 
examination (rigidity, posture, gait etc.) and 4) motor 
complications (dyskinesia, fluctuation items). 

FPCIT scans labeled as “Reconstructed” were 
used, having all of them a consistent orientation and 
similar sizes (for a scan of shape). However, no spatial 
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normalization is performed, as it was demonstrated to 
have small impact when using CNN architectures [4]. 
Intensity was normalized by subtracting the 
background average intensity, and then dividing all 
voxel intensities by a non-specific reference, defined 
as the average voxel intensity of the cerebellum and 
occipital lobe. Finally, to favor convergence of the 
CVAE training, the upper-end values of the intensity 
distribution were compressed using a sigmoid 
function. 
 
 
2.2. 3D Convolutional Variational Autoencoders 
 

An autoencoder is a neural network architecture 
that consists of an encoder network and a decoder 
network. In this work we used a 3D convolutional 
encoder-decoder architecture, capable of dealing with 
volumetric 3D images. The 3D encoder can capture 
spatial features at multiple scales, similarly to  
well-known 3D convolutional NNs [4]. Its output is a 
lower-dimensional representation which encodes the 
most salient features of the input data. Under the 
manifold hypothesis [5], this representation is often 
considered as coordinates in a “latent space” 
underlying the dataset. The decoder network performs 
the inverse operation. 

Variational autoencoders consider that the latent 
space is indeed the parameter space of D Gaussian 
distributions, from which the input of the decoder is 
sampled [7], allowing for non-sparse sampling and a 
quantification of uncertainty in the point estimates. 
The β-VAE loss function [8] was used (Eq. (1)): 
 

 	= 	 +  (1) 
 

This loss function allows controlling for the 
proportion of the reconstruction error and the 
Kullback-Leibler Divergence (KLD) (Eq. (3)) using 
the parameter β = 1. Reconstruction error was 
estimated assuming that the voxel distribution among 
patients was Gaussian, which means that we could use 
the volumetric Mean Squared Error (MSE) (Eq. (2)) 
between the original voxel intensities  and the output 
voxel of the decoder ^  for all  voxels in the images. 
Each subject’s loss was added to conform the batch 
loss (reduction “sum”), which proved to improve 
training convergence. 
 

 	= 	∑ − ^ , (2) 
 

 	= 	− ∑ (1 + − − )	 	   (3) 

 
The specific architecture and parameters of the  

3D-CVAE is shown at Table 1 and Table 2, including 
information about Kernel Size (KS), Stride (ST) and 
Zero Padding (ZP). Different latent dimensionality  
(3, 8 and 20) was tested for 400 epochs with Adam 
optimizer (lr = 1e-3). 
 

2.3. Regression 
 

The purpose of this work is to predict 4 categories 
of symptomatology using the latent distribution of the 
FPCIT image dataset. To perform such task, we 
explore the predictive power of two widely-used 
regression algorithms: Decision Trees (DT) and 
XGBoost. DTs are relatively simple to understand and 
have been widely used in medicine, because the 
resulting trees are directly interpretable [9]. XGboost 
is a scalable tree boosting system that uses 
approximate tree learning, and is widely extended in 
data science, achieving high performance in many 
challenges [10]. 
 
 

Table 1. Encoder architecture parameters. 
 

Type # in #out KS ST ZP
Conv3D (1) 1 32 3 2 1 
Conv3D (2) 32 64 3 2 1 
Conv3D (3) 64 128 3 2 1 
Conv3D (4) 128 256 3 2 1 
Linear 73728 512 – – – 
2 × Linear (  and ) 512  – – – 

 
 

Table 2. Decoder architecture parameters. 
 

Type # in #out KS ST ZP 
Linear 73728 – – – 
ConvTranspose3d (1) 256 128 3 2 1 
ConvTranspose3d (2) 128 64 3 2 1 
ConvTranspose3d (3) 64 32 3 2 1 
ConvTranspose3d (4) 32 1 3 2 1 

 
 
2.4. Experimental Setup 
 

The experimental setup is defined by first training 
the dataset and using the parameters of the latent 
distribution as features. Additionally, K-Means 
features (KMF), which capture the distance to a  
K-means cluster center, were generated to capture the 
salient characteristics of the data. The number of 
clusters used to generate KMFs is established as the 
maximum value between 8 and the logarithm of the 
dimensionality times 8, as in [11]. Then, the two 
regression algorithms are trained with or without these 
KMFs to predict the different UPDRS categories.  
10-Fold cross-validation is used to compute the 
performance values, including the Mean Absolute 
Error (MAE), Root Mean Squared Error (RMSE) and 
coefficient of determination between the real and 
predicted values for UPDRS. 

To more fully understand the output of the pipeline, 
we applied SHapley Additive exPlanations (SHAP) 
[12] to the outputs of each system. SHAP yields 
metrics such as feature importance, and the 
contribution of each feature to the output of the 
algorithm, and thus can be used to track the most 
relevant characteristics on the data. 
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3. Results and Discussion 
 
3.1. Regression Results 
 

The performance of the proposed regression 
algorithms on the 3, 8 and 20-dimensional latent space 
of the CVAE is shown at Fig. 1. We obtained R2 > 0 
for almost all target symptomatology categories and  
d-dimensional latent spaces. We can observe that, 
while low latent dimensionality (3, 8) is better for 
individual symptom categories, the details of the 
overall symptomatology score (UPDRS-total) is better 
accounted for by the 20-dimensional (20-D) CVAE, 
achieving a MAE = 12.21 and a R2 = 0.26. This speaks 
of the complexity of the composite, but also of its 
relationship to the FPCIT distribution patterns. 
Similarly, UPDRS 3, more dependent on motor 
symptoms, benefits from the 20-D space. 

 

 
 

Fig. 1. R2 performance for the models trained with the five 
symptomatology scales and 3, 8 and 20 latent-dimension. 

 
A detailed view of the best results obtained for each 

combination of target scale and dimensionality of the 
latent space D, including their MAE, RMSE and values 
is shown at Table 3. 

Table 3. Encoder architecture parameters. 
 

Target D Model MAE RMSE R2 

updrs1 
3 DT 3.53 4.5 0.15 
8 DT (KMF) 3.58 4.55 0.13 
20 DT (KMF) 3.69 4.71 0.07 

updrs2 
3 XGB (KMF) 3.96 5.23 0.11 
8 XGB (KMF) 3.68 4.86 0.23 
20 XGB (KMF) 3.74 5.08 0.16 

updrs3 
3 XGB (KMF) 10.78 13.11 0.06 
8 XGB (KMF) 10.21 12.93 0.09 
20 XGB (KMF) 10.03 12.59 0.14 

updrs4 
3 DT 0.7 1.44 0 
8 XGB 0.62 1.39 0.07 
20 DT (KMF) 0.71 1.43 0.02 

updrs 
(total) 

3 XGB (KMF) 13.15 16.42 0.17 
8 XGB 12.72 15.75 0.24 
20 XGB 12.21 15.51 0.26 

 
 
3.2. Interpretability of the Space 
 

The regression results show that there exist a 
predictive power in the manifold representation of the 
FPCIT dataset. The interpretation of the effective 
patterns captured by latent variables can be, in 
consequence, of key importance for clinical validation. 
While DTs (best for UPDRS 1) are visual by nature, 
ensemble methods such as XGBoost are more difficult 
to interpret. Here, SHAP can pave the way to interpret 
the contribution of each of the latent features to the 
output variables. 

In this regard, the prediction of total 
symptomatology (UPDRS – total) is of special interest. 
In both the 8- and 20-dimensional spaces XGBoost 
achieves the largest predictive ability in terms of. 
Consequently, the most important features -measured 
by SHAP- can capture the patterns that lead to this high 
performance. The SHAP analysis of the XGBoost 
regressor with the 20-dimensional space reveals the 
behavior shown at Fig. 2. 

 

 
 

Fig. 2. SHAP dependence plot of the XGBoost regressor with the 20-dimensional space. 



5th International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2023),  
7-9 June 2023, Tenerife (Canary Islands), Spain 

249 

SHAP dependence plots show how the SHAP value 
of importance depends on a given feature, ordered 
from highest to lowest importance. In Fig. 2 we see that 
the top-3 features that contribute to the output of the 
algorithm are variables 2, 10 and 0. Color show the 
values of a second feature that may have an interaction 
effect with the feature we are plotting. Remember that 
these are the mean parameters of a Gaussian 
distribution that encodes the pattern for each subject. 
In this regard, we see an almost linear dependency 
between importance to the algorithm output and values 
of the variables, which indicates that there exist a clear 
relationship between them. To visualize the patterns 
captured by features 2 and 10, we generated brain 
images sampling these two features with the decoder 
and setting 0-mean to all other features. The result is 
shown at Fig. 3. 

 

 
 

Fig. 3. Latent manifold for variables 10 and 2  
of the 20-dimensional latent space of the 3D CVAE. 

 
We observe that the composition of the two 

variables account for two relevant characteristics of 
FPCIT: the overall intensity of the striata, the 
separation between them and the ratio between uptake 
at the anterior and posterior parts of the striata. General 
intensity and separation patterns seem to be encoded 
by our variable 10, whereas the striata  
anterior-posterior length is generally encoded by 
variable 2. In this regard, the overall intensity (uptake) 
at the striata is indeed the objective of FPCIT as a 
biomarker, and therefore expected. As for the  
anterior-posterior striata patterns, many works that 
used FDOPA, a presynaptic dopaminergic marker, 
reported a distinct anterior–posterior gradient of 
uptake as PD progresses [13]. This could be then a 
relevant marker for assessing the progression of the 
disease. Since SHAP importance is higher for this 
variable 2, we can assume that its contribution to the 
modeling of the progression is higher, perhaps 
showing a smoother transition as the symptoms 
progress, in contrast to overall drug uptake, more 
related to late neurodegeneration. 
 
 
4. Conclusions 
 

We hypothesize that the non-linear self-supervised 
latent space of a 3D Convolutional Variational 

Autoencoder (CVAE) is linked to the symptoms 
shown by affected subjects. The latent features of a 
trained CVAEs were related to different aspects of the 
MDS-UPDRS scale with R2 > 0.20, proving a link 
between FPCIT spatial patterns and Parkinson’s 
Disease symptomatology. The most relevant variables 
for the predictive algorithms reveal that the CVAE 
captures patterns related to overall intensity, striata 
separation and differences between anterior-posterior 
parts of the striata, and that this last feature is more 
relevant for assessing the progression of symptoms 
than the former. This comprehensive approach may 
help to better understand the complex relationship 
between clinical disease and imaging biomarkers, 
beyond the obvious relationship between the average 
binding-ratio and the disease. 
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Summary: The EU's 6G projects anticipate billions of IoT devices by 2030, requiring high-resolution radio-light localization 
services. To improve indoor localization accuracy, researchers propose data fusion using sensor, technology, and signal 
parameter fusion. Machine Learning techniques have been widely used recently in the field of localization to guarantee  
real-time location estimation even when dealing with large sensor networks since such techniques allow to build the indoor 
localization models optimized offline and just applied online. In this paper, we present two data fusion schemes using deep 
neural networks to improve indoor localization accuracy by combining received signal strength indicator (RSSI) and inertial 
measurement unit (IMU) data. Both proposed schemes have been tested based on the publicly available database IMUWiFine. 
Obtained results show that the integration of IMU data to refine the estimated coordinates does not necessarily improve the 
localization accuracy obtained when applying the conventional localization scheme using only RSSI data. Consequently, future 
work will determine which IMU parameter to combine with RSSI, depending on the available measurements and the 
considered indoor area, to improve the localization performance. 
 
Keywords: Deep neural network (DNN), Fingerprinting method, Indoor localization, Inertial Measurement Unit (IMU), 
Received Signal Strength Indicator (RSSI). 
 

 
1. Introduction 
 

The European Union (EU) has initiated the first 
group of 6G projects in 2021. With billions of 
connected Internet of Things (IoT) devices expected in 
the future 6G network, high-resolution radio-light 
localization services will be necessary. By 2025, the 
number of connected devices is projected to reach  
35 billion, growing to 50 billion by 2030, with more 
than half of all connected devices being machine-to-
machine (M2M) devices from 2023 [1]. The 2030s will 
be remembered as the age of societal automation, with 
accurate localization being a crucial component for the 
billions of IoT devices, along with secure storage and 
management of the localization data for application 
access [2][3]. Indoor localization, exploring signal 
parameters (Received Signal Strength Indicator 
(RSSI), Time of Arrival (ToA), Angle of Arrival 
(AoA), Time Difference of Arrival (TDoA) and 
Channel State Information (CSI)) received from 
different technologies (WiFi, Bluetooth, Visual Light 
Communication (VLC), mmWave, Ultra WideBand 
(UWB), etc.) collected by several users moving in a 
considered area, is conducted mainly by  
proximity-based methods, geometric-based methods 
(i.e., multrilateration, triangulation, etc.) [4] or 
fingerprints-based methods [5]. However, such 
classical methods (i) are heavily affected by harsh 
indoor propagation conditions (geometric methods) 
which degrades significantly the localization accuracy, 
or (ii) do not guarantee real-time location estimation 
since large fingerprints databases are scanned online 
for similarity evaluation conducted during the 
localization process (fingerprinting methods). 

In order to guarantee online real-time indoor 
localization even in large sensor networks, machine 

learning (ML) techniques especially deep learning 
(DL) techniques have been widely used in recent years 
achieving promising performance which contributes to 
an improvement of the quality of offered services and 
applications [1]. Using such methods based on  
offline-collected fingerprint databases, a localization 
model can be built and optimized iteratively offline. 
This model is then applied online, taking data collected 
by the target to be localized as input and providing an 
estimated location as output. Many works have been 
proposed based on these methods using different types 
of DL methods mainly convolutional neural networks 
(CNNs) [6] and deep neural networks (DNNs) [7]. The 
CNNs which are a specific class of neural networks 
(NNs) have shown promising performance in the field 
of images and text classification. Consequently, 
authors in [8] formulate the problem of localization as 
3D radio-images classification predicting the zone 
containing the target. Such a method achieves good 
localization accuracy; however, it is more complex 
compared to DNN-based methods [9] and the 
predictions of targets’ positions still need refinements 
since the output of such systems is a zone and not 
specific coordinates. Thus, DNNs have been 
considered in many works as the privileged DL 
solution applied for localization aims integrating also 
a denoising process of user data collected during the 
site survey step conducted offline as mentioned above. 

These DNN-based methods require a large amount 
of collected various and heterogeneous data to reflect 
real indoor propagation conditions and thus achieve 
satisfying localization accuracy. Data collection is a 
highly consuming task in terms of time, energy, and 
human effort. Thus, researchers propose three levels of 
data fusion to combine data collected by each user in 
order to address this issue maintaining a good 
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localization performance, including (i) sensors fusion, 
(ii) technologies fusion, and (iii) signal parameters 
fusion. When moving from a reference point ’training 
position’ to another, signal measurements can be 
collected by users with the associated inertial 
measurement units (IMU) corresponding to different 
sensors existing in the used mobile device (i.e., 
accelerometer and magnetometer). Thus, the 
constructed database, which is composed of the radio 
signal and IMU measurements, requires no extra 
human effort, time, or energy compared to the simple 
database containing only received signal parameter 
measurements, as both types of measurements are 
collected simultaneously. 

Based on this motivation, we propose in this paper 
two localization schemes based on DNN applying 
sensor data fusion combining the received signal 
strength indicator (RSSI) as a signal parameter, for its 
simple acquisition without extra cost or the need for 
synchronization, and inertial measurement unit (IMU) 
sensor data. The remainder of this paper is organized 
as follows: In Section 2, we formulate the problem, and 
we describe the proposed system model. Obtained 
localization results are presented and discussed in 
Section 3. Finally, we conclude in Section 4. 

 
 

2. Problem Formulation and Proposed  
    System Model 
 

We consider an indoor environment where N 
training and validation nodes are placed. Each node is 
associated with an appropriate coordinates C with  

C = 3 in this paper since we consider 3D coordinates. 
We note that the proposed schemes are still available 
for 2D. M anchor nodes (i.e., access points (APs) when 
working with WiFi) are placed in known locations. We 
consider a scenario where N sensor nodes 
communicate with M APs according to a centralized 
architecture i.e., each sensor node receives signals 
from all APs placed in the studied area and registers 
the associated IMU data. Thus, at node i = 1: N, M 
RSSI values are received from all existing APs and 
IMU data are collected with I = 6 i.e., 3 accelerometer 
values of IMU and 3 magnetometer values of IMU. 
Once collected, data are organized in order to construct 
a radio map called the ‘fingerprinting database’ which 
is used online for localization with an offline trained 
deep learning network (DNN). The localization is 
associated with a data fusion process that allows 
combining RSSI data with IMU data: 
RSSI+acceleration and RSSI+magnetometer data. For 
this, we propose two different approaches for data 
fusion and localization based on DNN as mentioned  
in Fig. 1. 

• First fusion method: we consider a DNN model 
which takes as input vectors composed of RSSI and 
IMU data with size (M+3, N) and gives as output 
the estimated coordinates (C, N). 

• Second fusion method: we consider two different 
DNNs. The first DNN uses RSSI to predict the 
initially estimated coordinates. These coordinates 
will be combined with IMU data to construct N 
vectors. Each vector contains C+3 elements, which 
are used to refine the initially estimated coordinates 
and obtain the final estimated coordinates. 

 
 

 
 

Fig. 1. Different steps of the two proposed methods for data fusion. 
 

 
3. Evaluation of Localization Performance 
 

In this Section, we present the obtained localization 
error when testing our proposed models based on the 
publicly available database IMUWiFine [10]. Each 
fingerprint contained in this database is composed of 
different fields as mentioned below: 

• (1:M) RSSI values of APs expressed on dBm; 
• (M+4: M+6) Accelerometer values of IMU; 
• (M+7: M+9) Magnetometer values of IMU; 
• (M+11: M+13): x, y, and z coordinates expressed 

in meters (m). 
For model evaluation and test, we consider 2  

sub-databases with N = 391 and N = 193, respectively 
and we choose randomly 500 positions which will be 

divided between training data (70 %) and validation 
data (30 %). Different used DNNs contain 2 hidden 
layers with 30 neurons and 10 neurons, respectively. 
In Fig. 2, we present a random distribution of  
500 positions used for model evaluation. 

We can easily notice from Table 1 that the second 
data fusion method is not efficient since it does not 
improve the localization accuracy compared to the use 
of RSSI only. However, the data fusion according to 
the first fusion method improves the localization 
accuracy by almost 15 % and 13 % when applied on 
Sub-database 1 and Sub-database 2 and considering 
the magnetometer data with collected RSSI. This 
improvement is equal to 9.33 % and 17.18 % when 
RSSIs are combined with acceleration. We can notice 
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that the combination of RSSI with magnetometer data 
performs better when considering Sub-database 1, 
however, the combination of RSSI with acceleration is 
better when considering Sub-database 2. Thus, the 
choice of which parameter to combine with RSSI data 
is a simulation process, it changes from one set of data 
to another and it is related to the nature of the  
input database. 
 

 
 

Fig. 2. Training and validation positions distribution  
over the studied indoor environment. 

4. Conclusions 
 

In this paper, we present two schemes for data 
fusion used for localization aiming to improve the 
obtained positioning accuracy. For this, we propose 
localization based on DNN taking as inputs collected 
RSSI data combined with IMU data (magnetometer 
data / acceleration data) and giving the estimated 
coordinates as outputs. Based on results obtained using 
the IMUWiFine database, we observed that the second 
fusion method, which ensures the localization based on 
two steps i.e., refining initially estimated coordinates, 
is not efficient since it is associated with a decrease in 
the localization accuracy compared to the conventional 
localization method using RSSI only. In future works, 
we intend to study how to select the IMU parameter to 
combine with RSSI (acceleration or  
magnetometer data). 
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Table 1. Obtained localization error using data from the IMUWiFine database.
 

Parameters used for localization 
Sub-database 1 Sub-database 2 

Mean localization 
error (m) 

Improvement 
Vs RSSI only 

Mean localization 
error (m) 

Improvement Vs 
RSSI only 

RSSI + magnetometer 
data 

Method 1 0.172 15.68 % 0.111 13.28 % 
Method 2 0.279 -36.76 % 0.128 0 % 

RSSI + Acceleration 
Method 1 0.187 9.33 % 0.106 17.18 %
Method 2 0.258 -27.47 % 0.145 -13.28 % 

RSSI only 0.204 – 0.128 – 
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Summary: Nowadays, a large amount of data from different sources containing varied types of information are generated 
every day. However, there are reports of uncommon events that are rarer than others and are hidden in the data. Finding this 
information and treating it using machine learning is crucial to identify rare information and discovery knowledge. The 
generation of synthetic data of uncommon events to help the machine learning algorithms to treat unbalanced datasets is not 
trivial. This paper proposes a new method of synthetic data generation using Principal Curves. The method exploits the  
non-linear properties and relationships of data captured by the Principal Curve. To evaluate the algorithm, simulated 
experimental datasets were used. The statistical results showed the new method is suitable for future real-world applications. 
 
Keywords: Machine learning, Pattern recognition, Principal curves, Synthetic data generation, Unbalanced learning. 
 

 
1. Introduction 

 
A large amount of data is generated every day from 

varied applications like healthcare, physics, finance, 
etc. In these applications, rare events can be hidden in 
the ordinary information. Examples of these events are 
rare diseases, financial frauds, risk management and 
others [1]. 

Since these uncommon events have low data, the 
machine learning algorithms may generate poor 
performances in their predictions. In a classification 
task, the classifier can become biased to the most 
numerous class [2]. 

One way to mitigate this problem is the 
oversampling of the minority class. The oversampling 
algorithms seek to generate new data from the original 
data, preserving its properties. There are several 
methods to generate new data from the original 
minority class database. Examples of oversampling 
methods are replication of the original data by random 
sampling; generate new data by Synthetic Minority 
Oversampling Technique (SMOTE) [3]; Adversarial 
Generative Networks (GAN) [4], and others. 

Several applications of synthetic data generation 
can be observed in the literature. One of the most 
recent ones is that shown by Imakura et al. [5], who 
applied SMOTE to generate synthetic data for 
collaborative data analysis. The authors can generate 
new data with analytics capability and preserve  
their privacy. 

In the work reported by Pu et al. [6], researchers 
investigated the use of a GAN variation to improve 
fault detection in industrial robots. The authors 
obtained good results with the application of 
oversampling, improving the classification hits. 

The aforementioned examples show the good 
capacity of oversampling techniques for data 
augmentation, improving results in classification tasks. 

In this paper, it is proposed a new method to 
generate synthetic data based on Principal Curves (PC) 
[7]. Due to the good capacity of PC to represent data in 

high dimensional spaces, it has been exploited for 
nonlinear data classification and clustering [8], in 
which promising results have been found. There are 
some algorithms to extract a PC, among them, the  
k-segments has been the most used [9]. The work 
reported in [8] applied the K-segments algorithm for 
clustering tasks, in which representative clusters for 
different data shapes were found. 
 
 
2. Proposed Method 
 

The proposed method may be summarized in two steps: (i) 
Principal Curve construction, and (ii) data generation. 
 
 
2.1. Principal Curves Construction 
 

K-segments is an algorithm to extract Principal 
Curves by an incremental method. It extracts the 
curves by straight-line segments and connects them by 
using another straight-line segment. 

This algorithm takes advantages of being less bias 
to local minima and having practical convergence 
guaranteed. The k-segments functionality can be 
explained in three steps: 

(i) Insertion of the first segment: in this step, the 
first segment is inserted in the direction of the first 
principal component and has a length of 3/2 of the 
standard deviation of the data; 

(ii) Insertion of other segments and recalculation of 
their length: after insertion of the first segment, other 
segments will be inserted. For this, clusters based on 
Voronoi regions were found. Segments whose clusters 
have changed will have their lengths recalculated; 

(iii) Convergence test: to verify if the k-segments 
converge, two tests are performed: if the maximum 
number of segments has been reached or if the Voronoi 
region has less than three points. If none of these 
conditions are satisfied, the k segments return to the 
second step. 
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Thus, the PC of the minority class is built based on 
the available data. After the PC construction, the  
k-segments algorithm returns the segment vertices and 
the points representing the data projected into de PC. 
 
 
2.2. Data Generation 
 

This step consists of obtaining the Euclidean 
distance from the original data to the projected points 
and generating new data. Firstly, the Euclidean 
distance from the original data to the projected points 
are calculated for each dimension. After that, a noise 
controlled by a hyperparameter called dispersion factor 
is added to the distances of each dimension. Thus, for 
a n-dimensional data, a modified (new) distance is 
obtained according to equation (1). 
 

 	= + , (1) 
 
where  is the i-th axis modified distance, being  
i = 1, 2, …, n;  is the original distance from the 
original data to its projection in the PC, in i-th axis, and 

 is the noise added in the i-th axis. 
From the modified distance, the synthetic data for 

the i-th dimension can be found as equation (2). 
 

 	= 	 , + , (2) 
 

where ,  is the projected point in the i-th axis and  
is the synthetic data value in i-th axis. Finally, the 
synthetic data is represented by equation (3). 
 

 	= 	 [ 	… ] (3) 
 

Fig. 1 presents an illustration of the functionality of 
the proposed method. It is possible to note that the new 
data has a control region (represented by a circle); this 
region avoids instability of the synthetic data 
generation. The size of the synthetic data projection 
boundary increases as the dispersion factor increases. 

Therefore, the method has main two parameters to 
adjust: the number of segments (k) used to build the 
PC, and the dispersion factor (ri), which controls the 
region of new data generation. 

To illustrate the complete functionality of the 
algorithm, a flowchart is presented in the Fig. 2. 
 
 

 
 

Fig. 1. Example of the method functionality. 

 
 

Fig. 2. Proposed method flowchart. 
 

The proposed method was implemented in 
MATLAB software, using a computer with Intel® 
Core™ i5-1135G7 processor and 20 GB of RAM. 

 
 

3. Results and Discussion 
 

For performance evaluation of the proposed 
method, we used simulated datasets, and compared the 
generated synthetic data and the original one. We 
carried out four tests, by using ring, spiral,  
moon-shaped and 3-D spiral formats. For better 
visualization, the rate of synthetic data was fixed to 
100 %. So, the size of synthetic data is the same as the 
original one. 

We exploited visual analysis and applied the t-test 
and chi-square test (at 5 % of significance level) to 
compare the data distribution of the synthetic data and 
the original one. 

Figs. 3-6 show the data distribution of both original 
and generated data (synthetic) for the ring, spiral, 
moon-shaped and 3-D spiral data sets, respectively. 
The statistical tests are presented in Tables 1-4, for the 
ring, spiral, moon-shaped, and 3-D spiral data sets, 
respectively. 
 

 
 

Fig. 3. Graphic distribution in ring data. 
 

 
 

Fig. 4. Graphic distribution in spiral data. 
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Fig. 5. Graphic distribution in moon-shaped data. 
 

 
 

Fig. 6. Graphic distribution in 3-D spiral data. 
 
 

Table 1. Statistical results for the ring data. 
 

Dim. χ2 p-value t-test 
x1/  7.74 * 104 0.25 0 
x2/  7.74 * 104 0.25 0 

 
Table 2. Statistical results for the spiral data. 

 
Dim. χ2 p-value t-test 
x1/  9.46 * 105 0.24 0 
x2/  9.46 * 105 0.24 0 

 
Table 3. Statistical results for moon-shaped data 

 
Dim. χ2 p-value t-test 
x1/  1.11 * 105 0.24 0 
x2/  1.11 * 105 0.24 0 

 
Table 4. Statistical results for the 3-D spiral data. 

 
Dim. χ2 p-value t-test 
x1/  8.97 * 104 0.24 0 
x2/  8.97 * 104 0.24 0 
x3/  8.97 * 104 0.24 0 

 
 

By observing the graphical results, presented in 
Figs. 3-6, it is possible to notice that the proposed 
method can generate synthetic data without copying 

the original data. Furthermore, the shape of the new 
data has visual similarity in its shape, showing that the 
algorithm can preserve the shape of the original data. 

The numerical results presented by Tables 1-4 
show a maintenance of the statistical properties of the 
original data in the synthetic data. This is important for 
future applications in real-world scenarios, where 
statistical properties should be preserved to ensure that 
machine learning models trained on new data are able 
to generalize to real data during operation. Another 
scenario where maintaining the statistical properties of 
the data is crucial can be seen in [5], where only 
synthetic data will be distributed to maintain the 
privacy of the original data. 

 
 

4. Conclusions 
 

This paper aimed to provide a new algorithm of 
oversampling data. The simulated results show a proof 
of concept of the proposed method and present a 
potential for future applications of the algorithm in real 
world scenarios for classification and regression tasks. 

For future works, the method will be applied to real 
unbalanced datasets to evaluate the impact of synthetic 
data on the performance of machine learning 
algorithms. Furthermore, the results generated by 
oversampling using PC will be compared with other 
methods present in the literature to compare their 
impacts on the machine learning model, computational 
cost and preservation of the original properties. 
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Summary: Massive amounts of intricate, complex, and unpredictable data are gathered by the municipal solid waste (MSW) 
industry (MSWI) for analysis and the making of management and operational decisions. In a world that is unpredictably 
changing, we depict the MSWI's crisis as follows: First, can long-term choices be made using the large amounts of seasonally 
collected MSW data from the modern world? Secondly, can the MSWI continue operating normally in the current, financially 
precarious MSWI and in a society that relies on live streaming technologies? Thirdly, how can the goals of the MSW 
frameworks, plans, acts, and other schemes be achieved using simple conventional numerical data manipulation? The primary 
objective of this article is to give the MSWI an overview of the cutting-edge concept of a data-analytics-driven, robust 
DDMSWD in order to capitalize on the companies that have already implemented data-driven technologies and modernize 
their processes. 
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1. Introduction 

 
This paper introduces the novel idea of data-driven 

municipal solid waste (MSW) decision making, or 
DDMSWD. The world strives to reduce waste and 
increase reuse, recycling, and recovery to protect the 
built environment, including water, soil, and energy 
resources. The distinction between DDMSWD and 
conventional sustainable materials management, or 
CSMM, is that the latter aims at wastes destined for 
landfills or municipal combustors, while the former is 
a fresh approach. 

Massive amounts of intricate, complex, and 
unpredictable data are gathered by the municipal solid 
waste (MSW) industry (MSWI) for analysis and the 
making of management and operational decisions. We 
depict the crisis briefly as follows: First, modern 
society is undergoing an unpredictably quick 
transformation. Who could have foreseen the current 
state of the economy, epidemics, conflicts, and 
international waste-related regulations, to name a few 
examples? The US Centers for Disease Control and 
Prevention (CDC) gathered and aggregated the 
COVID-19 data at the national [1], state [2], and 
county [3] levels on a weekly basis because of the 
difficulty with predictability. Therefore, the obvious 
question is: Can long-term choices be made using the 
large amounts of seasonally collected MSW data from 
the modern world? It is obvious that the MSWI's 
strategy for data mining needs to be carefully 
examined, from its roots in data to where it is now. 
Secondly, it appears that the MSWI is interested in 
"understanding" many aspects of waste, such as 
composition, characterization, rates, generation, and 
differences, based on the aforementioned quantitative 
assessments and obtained MSW data. On the one hand, 
the invaluable trove of findings derived from the MSW 

data collection [4, 7-13] amply illustrates the data's 
extraordinarily complex and variable hereditary 
features. The same treasure, however, shows how to 
examine that kind of data using simple numerical 
standard processes. When the two hands are put 
together, what significance do the numbers released 
for the industrial SMW operations have? Can the 
MSWI continue operating normally in the current, 
financially precarious MSWI [4] and in a society that 
relies on live streaming technologies? Thirdly, the 
MSWI is keeping an eye on trash-related objectives 
like zero waste, efficient garbage collection, waste 
reduction, recycling, and resource recovery, according 
to the same treasure. How can the goals of the 
Municipal Solid Waste (MSW) frameworks, plans, 
acts, and other schemes [6-8] and the Federal Resource 
Conservation Act (RCRA) of the United States [5] be 
achieved using simple conventional numerical data 
manipulation? 

Even if it cannot predict the unforeseen, the MSW 
must continually be prepared to address both ongoing 
and new challenges. Whether or not the collected data 
and generated statistics indicate a good trend [7-12], 
the MSWI needs to adjust its analytical strategy to take 
into account modern technology and the globe as 
opposed to that of a bygone era. As unforeseen 
obstacles arise, this vision ensures that wise judgments 
are made. 

The primary objective of this article is to give the 
MSWI as a whole an overview of the cutting-edge 
concept of a data-analytics-driven, robust DDMSWD 
in order to capitalize on the companies that have 
already implemented data-driven technologies and 
modernize their processes. The terms management and 
operation, MSW industry and MSW organizations, 
waste and municipal waste, strategy, plan, and 
framework were all used interchangeably throughout 
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this text. Furthermore, while having every reason to be 
proud of its leadership, the State of New York's MSWI 
is solely utilized as an example in this report. 

 
 

2. Background 
 

The "Beyond Waste" plan by the New York State 
Department of Environmental Conservation 
(NYSDEC) [8] established seventeen strategic 
objectives for "sustainable materials management". 
Based on the data gathered, the Onondaga County 
Resource Recovery Agent (OCRRA) recently released 
a wealth of insightful statistics; however, it appears 
that they were produced using basic analytic methods 
[9-13]. Because no one could have even imagined the 
state of modern data analytics when those statistics 
were being developed (DA), one might be interested in 
the hidden information contained in such reports. This 
observation necessitates the immediate adoption of 
remedial measures to extend data-related waste 
practices to over 60 % of the top corporations operating 
on DA for viability and sustainability in the USA. 
There are many names on the list, including [14, 15] 
Google, IBM, Facebook, Instagram, Apple, Amazon, 
Starbucks, Tesla, Nintendo, Netflix, Bristol-Myers-
Squibb, and McDonald's. The MSWI will be able to 
accomplish its objectives by finding opportunities for 
improvement in the current frameworks since 
municipalities aim to maximize the extraction of value 
from waste. If it weren't for its reliance on 
straightforward, traditional analytical techniques, the 
MSWI wouldn't have fallen behind other firms. Isn't it 
about time the MSWI updated its data-related tools? 

The MSWI likely understands the advantages of 
data-driven decision-making processes, but it doesn't 
appear that they currently have a known strategy, 
structure, or plan to put the most well-known modern 
technology, DA, into practice. The literature that is 
now available [9-13] suggests adequately large  
waste-related data sets in terms of amount, diversity, 
and complexity, but their quantification techniques are 
not in line with contemporary methods. Before 
contemplating future stages like minimization or 
maximization, raising or reducing, establishing or 
advancing, engaging or encouraging the identified 
results, the MSW authority needs to concentrate on the 
first step any organization takes, i.e., the analysis of 
data. As was already said, this research offers a new 
perspective on the MSWI as a whole. The  following 
sections explore various facets of DA, challenges, and 
opportunities for implementing the technologies in the 
MSWI, which has a long way to go. 

 
 

3. Data Science and Analytics in Perspective 
 

Data analytics includes both qualitative and 
quantitative methods for deriving insights from large, 
complicated data collections. Unquestionably, it has 
also revolutionized all industries. The characteristics 
of recorded data greatly differ in heterogeneity,  

real-time gathering, and integration of information. 
These characteristics make more traditional, 
fundamental data analysis methods inadequate for the 
MSW. As was already said, the ability of DAs to 
navigate the data tsunami is clearly essential to the 
survival of the top organizations. We realized that the 
two relevant approaches for future advances in 
DDMSWD are data identification and prediction as 
well as data analytics for performance and assessment. 

Mathematical, statistical, computer and 
information science, machine learning, and other 
disciplines are generally used in the DA's execution. 
For the DDMSWD and nearly all other businesses, the 
DA is a broad and deep field. 

 
 

4. A Perspective for Future DA-driven MSWI 
 

The literature that is now available reveals the real 
root of MSWI's predicament. The industry gathers 
enormous amounts of complex data on the one hand 
while using fundamentally standard analytical 
techniques on the other. This finding might help to 
explain why the MSW dilemma is rising globally. The 
MSWI needs to move quickly to resolve its quandary 
using the DA's potent powers and learn from the major 
industries that moved from business as usual to 
modernization. This commonsense viewpoint is more 
in line with current methods than outdated ones. Via 
his demonstrated national and international academic 
and industrial research and development, including 
advanced computer development [16-22], this author 
advocates changing the current MSWI, beginning with 
capacity building of the future MSWI manpower. This 
requires the creation of special training on the 
applications of DA for MSW, including computational 
technologies, DA fundamentals and execution, etc. 
The existing MSW workforce must also be included to 
revamp its skills and prepare it to gradually move 
toward modern technologies in everyday practice and 
making decisions. Last but not least, encourage and 
assist the schoolers who are the seeds of the next 
generation of industrial leaders, to consider DA for 
acquiring lifelong industrial credentials. The New 
York Times, the Washington Post, the Guardian, and 
other sources attest to the importance of data science 
and analytics for tackling modern challenges. In this 
regard, data science has massive amounts of data in 
common with DA. Data analytics is essentially a 
special application of data science in which the 
datasets are massive and require overcoming logistical 
challenges to deal with them. Science, Technology, 
Engineering, and Mathematics, or STEM, form the 
basis of this phase of future workforce preparation for 
data analytics. We envisioned [23] a trifold  
DA-STEM-MSW incubator for training a workforce 
that could transform vast amounts of MSW data into 
useful outcomes. Python is a suitable coding language 
for the trifold technique due to its widespread use in 
DA. Being open-source and free, simple to learn 
intuitively, having a great online community, 
integrating well with other programs, and being 
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quicker than comparable tools like R and MATLAB 
are just a few of Python's numerous benefits. 
Internships, tuition reimbursement, and joint projects 
with schools to promote hands-on learning should also 
be taken into account for further initiatives. 

 
 

5. Conclusions 
 

As long as there are living things, there will be SW. 
The same coin has two faces: data and waste. How can 
the MSWI create effective strategies with outdated 
technologies in a world where data is everywhere? To 
answer this question, this article examined the MSWI's 
predicament and envisioned a comprehensive,  
ground-breaking framework to transform its practice, 
DDMSWD, that revolves around data analytics. 
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Summary: Besides the popularity of food drying applications, they are rarely supported by digital systems providing 
information about the food state during dehydration. The moisture content of food is a key factor of food quality as it affects 
microbial growth and the quality of food storage, therefore being of particular interest for many food processing applications, 
especially for food drying. The present work provides a fast and low-cost solution for the direct estimation of food moisture. 
The proposed approach uses a mobile mini spectral sensor to collect information about the light reflection of the food 
containing valuable information about its content. A machine learning approach is then used to map the obtained spectral 
measurements to a food moisture prediction. The proposed approach achieves the accurate prediction of food moisture content. 
The latter makes the current work interesting for a wide range of food processing tasks. 
 
Keywords: Machine learning, LSTM, Industrial application, Food processing. 
 

 
1. Introduction 

 

Food drying, refers to the removal of water by 
evaporation from a solid or liquid food, in order to 
obtain a “new product” with a fairly lower water 
content. To monitor the progress of drying it is 
necessary to frequently take food samples in order to 
measure its moisture content. This is a task that takes 
time to complete and therefore, alternative approaches 
are frequently considered [1]. 

Interestingly, Near Infrared (NIR) spectrometers 
consider the light absorbance characteristics of 
materials to observe and measure the material content 
of foods. What is particularly efficient with NIR 
spectroscopy is that it does not require any laborious 
and time-consuming preparation of the samples. 

NIR spectroscopy has been well-known in material 
sensing and only recently it has been used for analysing 
food samples [2, 3]. The present work focuses 
particularly on the fast and accurate measurement of 
moisture in drying foods, here dried pulse puree is 
examined, to immediately assess if they are bellow a 
food-specific upper threshold. 

The results of moisture measurements affect dried 
pulse puree performance in the food industry and 
marketing as moisture is a key parameter for the 
quality of food storage. The current work considers a 
handheld, easy to use Nirone Sensor X, that is provided 
by Spectral Engines, to collect information about the 
spectral signature of the food, The Nirone Sensor X is 
a single point scanner based on NIR InGaAs sensor 
measuring the spectrum from 1550 nm to 1950 nm 
with a step of 10 nms. By using this sensor, we can 
easily get the spectral signature of the studied material, 
which provides valuable information about the 
constituents of the food. 

Then, we employ the Long Short-Term Memory 
(LSTM) neural networks [4] which can effectively 

balance between knowledge updating and forgetting, 
and have showed rather low sensitivity on the 
vanishing/exploding gradients problem, being 
particularly effective in learning long-term 
dependencies and dealing with signal processing. The 
LSTM neural network is in charge of processing the 
spectral signatures to predict the level of moisture in 
the food at the given moment. The proposed approach 
is used into a real food processing setup to facilitate 
food drying monitoring and save the waste of energy. 
 
 
2. Methodology and Results 
 

The technology developed in this work aims to 
support the production of dried pulse puree meals and 
is directly tested in the field. We use the Nirone Sensor 
X, which is a mini, handheld material analysing 
device, to observe and analyse the drying food. 

To avoid direct contact of the sensor with the food, 
in the present work we use a transparent plastic bag as 
a container of the studied food samples. Two plots 
showing the spectral signature of the moisture-rich and 
the dried pulse puree, are provided in Fig 1. We can 
easily observe that the two signals have quite different 
characteristics which have been only affected by the 
presence of water. 

We use an LSTM neural network to accomplish 
moisture forecasting based on the observed spectrum. 
More specifically, we adopt the stacked LSTM 
architecture that can effectively process associated 
value sequences to extract and retain for a long time 
their hidden interactions which are further utilized for 
prediction making. The LSTM takes as input  
40 spectral measurements obtained by the Nirone 
Sensor X and provides as output a prediction of the 
percentage of the moisture contained in the food. 
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To train the LSTM we collected data that are 
described as pairs of (i) spectral measurements and  
(ii) the actual moisture of the food obtained by using a 
dedicated device, namely the PMB Moisture Analyser, 
which accurately determines the moisture content of 
food samples (this is a time-consuming process that 
takes approximately 4 minutes per sample to 

complete). Following this approach, we collected  
180 spectrum-moisture content pairs that are used to 
tune the LSTM. From the available data, 150 randomly 
selected pairs are used for training the LSTM and the 
remaining 30 samples are used for testing the 
performance of the network in previously  
unseen samples. 

 
 

 
 

Fig. 1. Indicative spectral measurements of food (a) without and (b) with water. 
 
 

The mean squared error of the predicted moisture 
content for the training and the testing dataset have 
been 0.22 and 0.34, respectively. The accuracy of 
model predictions is graphically illustrated in Fig. 2 
which provides a summary of the network 
performance when dealing separately with each 
sample. Interestingly, the error of the LSTM 
predictions is sufficiently low to allow its use for the 
direct and fast measurement of the moisture content of 
food samples. This is particularly important for food 
drying applications, which must ensure that the 
moisture content of food packaged and shipped to 
market is below a predetermined upper limit. 

Besides the increased accuracy of the proposed 
approach, it is necessary to note that the LSTM model 
obtained after the training process is dedicated to the 
food that is considered in the given study and a new 
data collection and model training procedure is 
necessary to switch model performance to another 
food type. 
 
 
3. Conclusions 
 

The technology developed in this work aims to 
simplify and accelerate moisture estimation in food 
samples and at the same time improve the accuracy of 

the obtained predictions. Due to its simplicity and high 
performance, it may be of particular interest for a wide 
range of food processing applications. 
 

 
 

Fig. 2. Graphical illustration of LSTM-based food moisture 
predictions against the ground truth. 
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Summary: Previous works have sought to achieve hand prostheses with natural movements. It has been employed tools to 
recognize patterns of surface electromyographic signals (sEMG) associated with each move. Although many successful studies 
classify some types of hand movements with high performance, the results show that the speed and strength must be analyzed 
so that the resulting moves are like those of a natural hand. This work evaluates sixteen healthy subjects at two different forces 
and six types of hand movements (pronation, supination, ulnar deviation, radial deviation, flexion, and extension -96 records 
of SEMG -Force). The objective was to obtain a general mixed effects model that would allow the relation of the force signal 
with the tone of the forearm SEMG signals. Fixed effects were associated with the force signal and random effects with the 
type of movement. The work results show models at the determination coefficient R2 - median 0.9 and random effects with 
high incidence. The SEMG signal would explain the variation in force signal applied in each type of hand move. 
 
Keywords: Forearm SEMG, Hand movements, Force signal, General mixed effects model. 
 

 
1. Introduction 
 

In previous works, the motivation of researches is 
focused on electromechanical systems with 
movements so close to naturals hands [1-5]. Also, for 
applications where force estimation is required to 
facilitate diagnosis of fatigue [6-8] and prediction the 
movement dynamics, like velocities and movement 
types [9-18]. Other works have used the 
electromyography signal to relate it to dynamic 
characteristics, such as strength, to establish the health 
condition of a subject with muscle fatigue and 
improving the accuracy of force prediction [19-21]. 

On the other hand, in [22], a model to relate force 
and sEMG surface electromyography was developed, 
divided into incremental and saturation zones. In each 
case, a different behavior was observed. Also, for each 
type of movement, the models were different. In this 
way, the move's type affects the model's parameters if 
it is to be general model. Therefore, in this work, we 
present a general mixed effects model, to explain the 
relationship between Force an sEMG signals. 
 
 
2. Materials and Methods 
 
2.1. Data Collection 
 

We were studied six moves: ratio and ulnar 
deviation, flexo-extension, and pronation-supination 
according to [22, 23]. There are 96 records for six 
moves of 16 healthy subjects. We used Powerlab 
hardware and Bio Amp signal conditioner [22, 23] to 
data acquisition. Also we used software of 

adinstruments Labchart interface to observe the sEMG 
signals. We applied a combinate method for envelope 
extraction. First, a second-order low pass filter 
(Butterworth) was selected, and it use a two-sample 
moving averaging and a 20 ms window for obtaining 
the envelope. To force measurement, we used a 
previous validated procedure [22], and we will explain 
below in Fig. 1. 
 

 
 

Fig. 1. Force measurement (procedure). 
 
To continue with the explanation about the tests, 

the test was divided into three sessions:  
flexo-extension, prone-supination and radio-ulnar 
deviation. 

Flexion-extension session: in this session the 
subject is positioned with flexion of the elbow at 90º, 
hand pronated and shoulder abduction at 45º. Here 
perform 2 repetitions of the flexion and extension 
movement. 

Prone-supination session: in this session the same 
procedure was applied anterior, except for the location 
of the patient, who is seated with elbow and shoulder 
flexion at 90º and the elbow immobilized, with the 
anterior face of the hand oriented towards the center of 
the body (oriented towards a sagittal plane). 

Radio-ulnar deviation session: in this session, the 
procedures are repeated above, but with elbow flexion 
to 90˚, shoulder abduction to 45º, hand pronated. 
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2.2. Modelling 
 

We calculate sEMG envelope median, and median 
force signal for each move. Afterwards, a general 
linear model of mixed effects (GLME) was obtained, 
taking the average sEMG as fixed effects and the types 
of movement as random effects [24], see equation (1). 

 
 	 = 	 ∗ + + , (1) 

 
where est is the Value Estimated, sEMG is the Tone 
(sEMG envelope), int is the intercept, mtm is the move 
type model (random effects). 
 
 
3. Results 
 

Tables 1 and 2 shows the results. Here it is 
observed that the random and fixed effects have high 
significance (p value < 0.05). While the intercept has 
low significance. Fig. 2 shows measured force as 
function of sEMG and random effects (mtm). 
 
 

Table 1. features of GLME. 
 

Features  Value  
Number of observations 96 
Fixed effects coefficients  1 
Random Effects 
coefficients 

6 

Distribution  Normal 
 

Table 2. results of GLME. 
 

Name  Estimation 
Square 
error 
(SE) 

P value 

Intercept 0.00012 0.095 0.9 
sEMG  0.0075 0.044 <0.05 

Random Effects 
coefficients 

(mtm) 

Standard deviation = 1.16 *10-3 
P value <0.05 

Determination 
coefficient R2  

0.91 

 

 
 

Fig. 2. Force Model GLME (without intercept)  
and measured force. 

 
Additionally, Fig. 3 shows a comparison between 

measured force signal and estimated force signal. Here 
it observed that error (differences SE) is low. 

 
 

Fig. 3. Comparison between Force Model GLME (without 
intercept) and measured force. 

 
 

4. Discussion 
 

The dynamics of wrist movements are associated 
with sEMG activity in the forearm [23]. In many cases, 
sEMG has been used as a predictor of fatigue and other 
dynamic characteristics [3, 8, 25]. Previous work as 
[13] and [22] has evaluated the relationship between 
force and sEMG signals, with good results. However, 
the relationship is not linear in the whole domain. For 
example, in [22] the modeling was divided into two 
zones (increasing zone and saturation zone), and there 
are two distinct models with different coefficients. 
Also, procedure cannot be generalized. That is, this 
procedure must be applied to each subject and in each 
movement separately. 

Therefore, at present work, we calculated the 
relationship between force and sEMG signals as 
GLME. We incorporated the effects of moving 
differently, because its significance, as random effects 
was high. The obtained model is general for all 
subjects (moves type) tested, and the determination 
coefficient was high (min 0.9). The Error (SE) was 
low, according to Figs. 3 and 4). Also, in Fig. 4 s It is 
seen that the maximum error occurs at the beginning 
(12 %) but always remains very low (4 %) afterwards 
(time > 0.2 s).  

 

 
 

Fig. 4. Error (calculated sample to sample- 4 seconds  
for all subjects). 

 
On the other hand, the possible variations 

parameters on model (force-sEMG) due to the velocity 
changes have not been evaluated. In this sense, an 
interesting test is to verify the variation of parameters 
in the models, when altering speed conditions in each 
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case. That is, to evaluate the influence of velocity on 
the parameters of the Force-sEMG model, for  
each subject. 

Finally, the relationship between force and sEMG 
is linear and general for all movements and subjects. 
Therefore, the shown model results could be used in 
future works, including hardware implementation. 
 
 
5. Conclusion 
 

The relationship between the Force and sEMG 
signals is linear when you enter the type of movement 
in the modeling (GLME). The random effects (type of 
movement) have a great importance in the model 
results. The coefficient of determination R2 increases 
if the intercept in the model is neglected. 
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Summary: New approaches to control stochastic non-linear time-variant processes include the application of machine learning 
techniques. One of the problems with learning-based controllers is their reliability in a wide area of process parameters as the 
controller is trained using a limited set of representative scenarios, either chosen by the designer or taken from historic records. 
Thus, reliable controller behavior can be guaranteed only in scenarios applied during controller training. Due to the very larger 
number of random variables and possible scenarios, not all variations can be applied in the controller training process using 
simulators to guarantee good controller behavior when applied in a real system. One case is traffic control (signal programs, 
variable speed limit, ramp metering) having large travel patterns variety. The concept of Structured Simulations Framework 
(SSF) can cover most probable learning scenarios. Thus, applying SSF enables a systematic controller training approach by 
complementing existing scenarios with synthesized ones that evoke or replicate substantial aspects of real traffic. Such training 
is necessary to ensure reliable learning-based controllers. This paper discusses the concept of applying SSF to ensure the 
reliability of learning-based controllers and proposes the application in traffic control for the case of variable speed limits  
on motorways. 
 
Keywords: Learning-based controller, Controller reliability, Structured simulation, Variable speed limit. 
 

 
1. Introduction 

 
Today, there is a need to control stochastic  

non-linear time-variant processes. Classical feedback 
controllers designed using process modeling and 
linearization in characteristic working points cannot 
cope with such processes, especially regarding a wide 
area of process parameters. Different controller 
parameters are needed for particular working points. 
To overcome this problem, machine learning is applied 
and learning-based controllers can be designed [1]. 
The advantage of this approach is that the control law 
is learned as a mapping between the input 
measurements and control output for a wide area of 
different process parameters fulfilling a defined 
criteria function. The drawback is that a good control 
output can be ensured only for scenarios presented to 
the controller during the training phase. In the case of 
large processes with many random variables and 
possible scenarios, the generation of learning scenarios 
can very fast become unfeasible if one wants to 
guarantee good control output in every  
possible situation. 

Traffic control is a good example of such a 
problematic process. Namely, today’s traffic control 
centers manage larger networks of motorways or 
connected signalized intersections [2]. Change of 
traffic flows is under the influence of daily human 
behavior demanding repeating mobility patterns 
related to working days and weekends or holidays, the 
state of the transport infrastructure, and the weather. 
Thus, significant stochastic non-linear time variant 
behavior is present in the controlled process (signal 

programs for intersections, and variable speed limit or 
ramp metering rate on motorways) creating the need 
for an appropriate large set of structured learning 
scenarios [3]. Such a set of learning scenarios has to 
cover most often traffic behavior and behaviors that 
appear not often but are related to some potential 
regular events (bad weather influence, traffic 
incidents, holidays, etc.). A good starting point for the 
creation of such learning scenarios sets can be obtained 
by analyzing collected real world measurements as 
shown in [4]. 

To ensure that the controller learns how to resolve 
most of the possible scenarios, which can occur in real 
world situations, in feasible time, a structured 
approach of presenting the learning scenarios to the 
controller during the training process is needed. This is 
opposite to current training approaches where only a 
few representative learning scenarios are used and 
evaluated afterwards [5]. With a structured approach 
to creating training scenarios, it can be ensured that the 
controller can successfully resolve a wider area of 
scenarios that can appear in the real world increasing 
the reliability of such a learning-based controller when 
applied in real world applications. This describes the 
aim of this paper to define such a structured framework 
to increase the reliability of the learned controller with 
the use case of traffic control i.e., Variable Speed Limit 
(VSL) on motorways taken as a use case. 

This paper is organized as follows. The second 
section elaborates on the structured simulation 
concept. The third section explains how learning-based 
controllers can be designed including open problems. 
The fourth section describes the possible application of 
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the structured simulation concept for learning-based 
traffic controllers. The continuing fifth section 
concludes the paper. 

 
2. Structured Simulation Concept 
 

The main goal of the structured simulation 
approach is to automate and systematize a search 
process about the system’s behavior by means of 
simulation or in a wider sense experimentation. It is 
assumed that system’s behavior for whatever reasons 
cannot be described as an equation-based system. 
However, it is possible to analyze the behavior of the 
system in a controlled environment, e.g., in form of 
controlled experiments or computational simulations. 
Without loss of generality, we will address in the 
following that simulations are performed. For practical 
considerations, the total number of simulations needed 
to perform is relevant, as each simulation run requires 
resources, e.g., like computing time. Therefore, the 
idea of structured simulation is to maximize potential 
leanings about a system’s behavior with a given 
number of simulations runs. We assume that the 
system’s behavior can be computed as part of the 
simulation, and depends primarily on the input 
parameters of the simulation. Thus, each simulation 
run can provide an insight about the system. This 
knowledge discovery process happens in form of a 
guided search process, in which different states of the 
parameter space of the simulation system can be 
evaluated. The main idea of the structured search 
approach is that this search process needs to be a 
guided / informed search, taking advantage of potential 
domain knowledge to reduce the search time, i.e., a 
number of states in the parameter-space that needs to 
be investigated compared to an uninformed search in 
which the points in the state space would be visited in 
a purely randomized way, as it is the case in a  
Monte-Carlo like approach. 

The main ideas of structured simulations have been 
implemented in the Structured Simulation Framework 
(SSF)1. The overall process is structured within  
three stages: 

• Scenario generation in which the necessary states 
to be visited are computed; 

• Simulation execution in which for each state the 
corresponding simulation is performed; 

• Result handling in which results are collected and 
potentially analyzed. 

This is visualized in Fig. 1. These stages can be 
executed partially overlapping. However, for the sake 
of simplicity we assume no parallel execution options, 
but a strict linear flow. 
 
2.1. Scenario Generation 
 

For the organization of the search process that 
needs to be performed, the scenario generation phase 

                                                           
 
1 http://silab.hevs.ch/structSim/structsim.html 

is most critical, and therefore will be detailed in the 
following. Depending on which phase of the controller 
design needs to be addressed, different search 
objectives, and therefore search strategies, need to be 
specified. The general idea that states, i.e., a particular 
combination of input parameters, need to be visited in 
a particular order to increase available information 
about the behavior of the system under investigation. 
 

 
 

Fig. 1. Schematic structure of the Structured Simulation 
Framework modules [6]. 

 
For performing a state-based search approach state 

transitioning rules needs to be defined. These rules 
specify how the next state to visit can be derived. 
These state-transition rules are specified in form of 
Modifiers, which implement a particular type of state 
transition function. A set of modifiers can be provided, 
and given an initial state of the search, a number of 
states to evaluate can be derived. This allows for an 
ordering, and therefore enumerating the states to visit, 
which is a pre-requested for the structured search. The 
principle of this is shown in the following Fig. 2. 

 

 
 

Fig. 2. Schematic representation of the state space 
enumeration. 

 
The principles of structured simulation can be used in 
two different ways during the design phase of a 
learning-based controller. On the one hand, it can be 
used during the training phase of the controller, as it 
can be used to generate training data that can cover a 
wider range of the parameter-space, e.g., by 
implementing a novelty search strategy [7]. On the 
other hand, the framework can also be used in the 
validation phase of the controller, providing a 
systematic search for states in which the controller 
might not perform well, or to the contrary, provides 
empirical evidence that the controller is capable of 
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handling various situations, it is likely to be confronted 
with during its operations [6]. So far, the SSF 
framework has been used with two different simulation 
environments, to ensure its general structure. A link to 
the commercial traffic simulator tool VISSIM, which 
is used by traffic researchers to validate traffic 
management approaches, taking advantage of 
learning-based traffic controllers is presented in [8]. 
The second simulator was a Game of life simulation 
[9]. In both cases, the evaluation has been done for 
each state in isolation. This can be considered as an 
alternative to the commonly used Monte-Carlo 
simulation approach. However, the foundation of SSF 
in VSL motorway analysis has not yet been explored 
in detail and a general concept needs to be established 
before the implementation of SSF in the simulations 
training process of the learning-based VSL controller 
can start. 
 
 
3. Challenges in Design of Learning-based  
    Controllers 
 

The most used approach for learning-based 
controllers is the one which is based on the 
Reinforcement Learning (RL) approach. RL 
approaches can be divided into model-based and 
model-free methods. The model-free methods are 
currently most investigated since they do not require 
existing learning datasets. They are used in an online 
fashion for solving optimal control problems stated as 
Markov Decision Processes (MDPs). Most of the 
current control problems can be modeled by using the 
MDP approach since it enables modeling control tasks 
in discrete time. Thus, at each time step, the controller 
receives feedback from the controlled system in the 
form of a state signal and takes an action in response. 
As a result, the RL approach accounts for a change in 
the state signal that could lead to a change in the 
optimal control action. Thus, they can handle nonlinear 
and stochastic dynamics and nonquadratic reward 
functions [10]. Those features are ideal for controlling 
systems which are in their nature stochastic such as 
traffic flows. The common approach in designing the 
RL controllers is in the simulation loop. The system is 
modeled within a simulation environment and the RL 
controller performs learning in it until the end results 
converge to satisfactory values [11]. The core problem 
in their design is to generate enough representative 
states in the controlled system for desirable learning 
convergence of controller parameters. Particularly, this 
problem is related to the state-action exploitation-
exploration ratio which governs when it is needed to 
stop the process of learning and continue just to use the 
learned control policies. 
 
3.1. Latest Methodologies in Learning-based  
       Control Design and Challenges 
 

The model-free RL controllers can be divided into 
two wide categories with respect to design approaches. 

The first of them is value-based. They are based upon 
temporal difference learning in which the learn value 
function is computed. Typical representatives are 
Temporal Difference (TD), State-Action-Reward-
State-Action (SARSA), and Q-learning (QL) 
algorithms. The second RL type of model-free 
controllers is related to directly learning an optimal 
policy or trying to approximate the optimal control 
policy if the true optimal policy is not attainable. The 
REINFORCE algorithm is the most prominent 
representative of that category. The policy-based 
controllers tend to directly optimize the control policy, 
which is the core goal of good control. Therefore, they 
are more stable and less prone to failure compared to 
value-based counterparts [5]. The value-based 
methods such as QL are less stable and suffer from 
poor convergence since they learn an action value 
function approximation usually called Q-values. Those 
Q-values are in their vanilla version stored in tabular 
format which is then used to find a corresponding 
policy. The advantage of value-based methods is their 
off-policy nature. Thus, in their operation work, they 
are much more sample efficient compared to  
policy-based methods since they exploit data from 
control knowledge repositories based on stored  
state-action function. 
 
 
3.2. Open Problems 
 

The convergence speed is problematic even for the 
most advanced learning-based controllers. It heavily 
depends on tuning the controller’s hyperparameters 
such as learning rates, discount factor in QL, 
regularization parameters of ANN models, etc. 
Furthermore, the learning convergence depends on the 
complexity, differentiation rate, and persistence of 
learning scenarios which can be understood as outliers. 
Those scenarios can significantly reduce the learning 
convergence or make convergence unstable [12]. This 
is especially the case with RL approaches which are 
based on Q-function approximation using ANN 
models. Thus, the coverage of sufficiently different 
learning scenarios and avoiding too extreme cases 
have the potential to stabilize learning convergence. 
Regarding these mentioned issues, it is needed to 
develop a framework that has the ability to generate 
scenarios that maintain increased convergence within 
a simulation environment to improve learning 
convergence. Moreover, it is imperative to assess the 
reliability of all possible scenarios. Thus, it is needed 
to avoid learning from scenarios that are not possible 
to happen outside the simulation environment. It is 
imperative to create constraints that prevent generating 
such scenarios. Those learning scenarios can have a 
negative effect on learning convergence as well. 

However, several works applied RL techniques for 
VSL control on motorways. For example, in [3, 13], 
nonlinear function approximation techniques in RL 
were applied to improve control of an underlying 
nonlinear and nonstationary traffic flow on a 
motorway using RL based VSL. In [3], research on the 
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importance of state description and simulation scenario 
generation on the learning process was presented. 
Particularly, the control policy of RL based VSL was 
further improved by enriching the agent’s state 
variables with predictive information about the 
expected traffic (speeds and densities) of the controlled 
motorway segment by running parallel simulations. 
 
 
4. Structured Simulations for Learning-based  
    Traffic Controllers 
 

In this section, we discuss the application of 
principles of structured simulation for the design of 
learning-based traffic controllers using the example of 
a VSL controller. Optimizing VSL on motorways is 
about choosing the right speed limits for the current 
traffic flow conditions [14]. In the event of a traffic 
jam, for example, the goal of the VSL system is to slow 
down and harmonize the traffic arriving into the 
downstream active bottleneck in order to relieve the 
congested sections and prevent further capacity drop 
and, if possible, re-stabilize the traffic flow (Fig. 3). 
 
 
4.1. Motorway Traffic Process Characteristics 
 

Traffic flow on a motorway can be described by the 
fundamental diagram relating three basic traffic 
parameters flow, speed, and density. Two main traffic 
characteristics can be distinguished: free-flow (stable) 
and congested (unstable) traffic flow (Fig. 6). Free 
flow condition is described by higher travel speeds and 
less dense traffic flow i.e., a lower number of vehicles 
per motorway segment. As the traffic volume 
increases, the traffic reaches the so-called critical point 
where the capacity is exceeded. From this point on, the 
traffic flow becomes unstable and significant 
interactions between vehicles occur characterized by 
higher traffic density and lower speed resulting also 

with lower flow rate. These three dependent variables 
are, thus, used either as a measure of state 
representation or to define objective functions for 
evaluating learning-based VSL controller behavior. 

 
 

4.2. Learning-based VSL 
 

Numerous approaches have been used for VSL 
control [15, 16]. However, nowadays, learning-based 
control techniques have shown great potential to 
improve VSL. Among them, the QL algorithm is 
widely studied for VSL control optimization.  
QL-based VSL (QL-VSL) controller (agent) perceives 
and interacts with its environment (motorway section) 
at each control time step by performing actions (speed 
limits) and receiving feedback signals called rewards 
(see Fig. 4). Thus, the QL-VSL agent learns to 
associate an action a with the expected long-term 
discounted rewards R for performing that particular 
action in a particular state s and by following an 
optimal policy π. Thus, the action-value function (1) 
expresses how good action is to be applied to a 
particular state of the environment for transition in the 
next improved state [17]. The QL algorithm can be 
expressed as: 

 ( , ) = [ 	+ 	 +	+ · · · | = , = 	 , : 	∼ 	 ], (1) 

 
where ( , ) represents an action-value function.  
represents rewards that an agent received where 
discount factor  controls the importance of future 
rewards. An action  is an executed action from an 
available set of actions , s is a possible state of the 
controlled process from a set of states , and optimal 
policy π denotes the mapping function from states to 
optimal actions. 

 
 

 
 

Fig. 3. Application of VSL for bottleneck control [15]. 
 

 
Therefore, the state variables that the VSL agent 

can use must be carefully selected to provide much 
information about the dynamics of the traffic flow, but 
uniquely. For example, densities uniquely define the 
traffic state on a motorway, but traffic volume does not 
(Fig. 6). The similar applies to the reward function 
when RL is used for modeling of a VSL controller [3], 
[5]. Fig. 4 visualizes the RL-VSL control process 

which can improve control policy during the operation. 
At every time step, the RL-VSL agent senses the world 
(traffic flow parameters on the controlled motorway 
section) and takes actions (speed limits) in it, and 
receives rewards or punishments based on the 
consequences of the taken actions and accordingly 
adjust the learning model in order to achieve better 
reward score. 
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Fig. 4. Reinforcement learning framework for VSL  
control [15]. 

 
 

4.3. Structured Simulation-based VSL Controller  
       Design 
 

The important prerequisite for applying RL-VSL is 
appropriate training and evaluation processes in a 
traffic simulator. Thus, the quality of the learned 
control law strongly depends on the generated training 
dataset, which must provide relevant traffic scenarios 
for the motorway area where RL-VSL is to be used. 
For that, SSF can be used to create an appropriate 
training dataset complementing existing traffic 
scenarios with synthesized ones that evoke or replicate 
substantial aspects of real traffic. 

1) Strategy for the training data generation: The 
overall training data has to be generated in a way that 
on the one hand, it provides enough data points so that 
the learning controller can actually generalize its 
behavior based on the training sample. This requires on 
the one hand a sufficient detailing of the parameter 
space in which the controller has to operate most of the 
time, and where the performance is critical, while on 
the other hand, the controller must have seen during its 
training phase a sufficient number of cases, which only 
have a low probability to occur in reality, to ensure that 
has obtained sufficient knowledge to react at least 
operative, even though not optimal in such situations. 
The search strategy therefore most balance between 
exploitation elements, here it focuses on certain areas 
(Fig. 5), and exploration elements in which it covers 
the typically larger part of the space, which will have a 
significantly lower probability of occurrence. In the 
following, we outline the strategy for computing a 
training set that aims to balance these two aspects. 
However, this approach requires an a-priori data 
analysis, e.g., of historic data, to provide insights into 
what parameter combinations can be considered 
typical, and to what probability they occur. For this, a 
theoretical model is proposed that relies on so-called 
modifiers that systematically change the states of the 
running simulation to reproduce the desired dataset for 
the training process. For simplicity, we allow the state 
domain contains two regions of interest, with each 
region assigned a modifier m1 and m2 computed by (2) 
and (3), respectively. 

 
 1	 = 	 ( (⌈ 1( )⌉, ⌈ 1( )⌉)) , (2) 

 

 
2 =		= (max(⌈ 2( − )⌉, ⌈ 2( 	 − 	 )⌉)) , 

(3) 

 
Precisely, m1 is referred to as the modifier 

indicating the sufficient number of data points needed 
from the exploitation region [b, c] (Fig. 5), while m2 
defines points in the exploration region [a, b) and (c, 
d]. The parameter  defines the step size of the search 
strategy. Accordingly, n	 = 	 (	c − d)/  and  	 = 	 ( − )/	  represent the number of discrete 
states within the exploitation and exploration regions, 
respectively. Similarly, the probabilities p1 and p2 
define the probability of the occurrence of a state 
within the mentioned regions. The numbers e1 and e2 
define the designed efficiency of the learning 
controller within the exploitation and exploration 
regions. If the controller has to deal with a large dataset 
(m1+m2 too large), one can use the scaling factor  
k = (0, 1]. By scaling the training dataset, the initial 
ratio between m1 and m2 remains the same, so there is 
no bias. 

 

 
 

Fig. 5. State space domain. 
 
For example, the low-frequency states (fewer 

probable events) are evident from the fundamental 
diagram in Fig. 6 (synthetic traffic data obtained from 
a microscopic road traffic simulator [18]). If we look 
at the x-axis (densities uniquely define traffic 
condition), we can roughly relate some density values 
to the boundaries (a, b, c, d) in the state space domain 
(Fig. 5). 

 

 
 

Fig. 6. Fundamental traffic flow diagram [18]. 
 
In reality, the fundamental diagram could have a 

different distribution of data, e.g., the most frequent 
data could be measurements that occurred during the 
night, which is characterized by low traffic intensity 
(longer period, more measurements received), while 
rush hours are less present. Thus, data density and the 
period during which the data are retrieved are 
correlated. 

2) Technical integration of the SSF: Functional 
integration in the block diagram shown in Fig. 7 for 



5th International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2023),  
7-9 June 2023, Tenerife (Canary Islands), Spain 

273 

automatic configuration of control strategies learned 
by RL-VSL consists of the SSF framework and the 
microscopic traffic simulator Simulation of Urban 
MObility (SUMO) [19]. 

At the heart of SSF is a scenario generator that is 
used to systematically change states to ensure a ratio of 
exploitation/exploration states, e.g. how much m1 and 
m2 data to present in the training process of RL-VSL. 
The output of the simulator is used to evaluate the 
controller itself; accordingly, some strategies where 
poor performances are detected need to be re-trained 
more frequently. For example, each simulation took T 
hours to cover all relevant scenarios. Of course, since 
RL-VSL does not require only one simulation for 
training, multiple runs are required. This is where the 
simulation controller comes in, whose job is to 

automate the training process; e.g. start the traffic 
simulation, stop the running simulation, insert a new 
value of the modifier into the running simulation, and 
finally collect the results of the running simulation for 
performance analysis and strategy evaluation. 
Therefore, there is in general a glue code between 
scenario generator, controller, and simulator which 
wiring blocks into SSF framework. Thus, in our case, 
we need to ensure communication between the SSF 
traffic scenario generator (that computes modifiers) 
and SUMO simulator together with the RL-VSL 
controller into one loop so that such a client-server 
architecture enables direct modification of simulated 
scenario and results analytics needed to compute 
modifiers for structure simulation scenario 
modification. 

 
 

 
 

Fig. 7. Block scheme for automated configuration of control strategies learned by VSL learning controller. 
 
 

5. Conclusion and Future Work 
 

This paper presents a conceptual framework to 
obtain a representative dataset for training a  
learning-based VSL controller through the concept of 
applying SSF. Thus, the functional integration, i.e. 
closing the loop between SSF, RL-VSL controller, and 
simulator SUMO is explained. In general, the 
appropriate datasets used for training of RL-VSL 
should be non-biased, i.e., the data most likely to occur 
on the real motorway should be in a certain proportion 
to those less likely to occur. In this way, the required 
number of data points is minimized, so that the 
simulations and training require less computing power, 
but still ensure a reliable behavior of the controller in 
possible traffic cases, i.e., a satisfactory generalization. 
For this, we presented the detailed model within SSF 
used to calculate the state modifiers to systematically 
change/generate the states in the running simulation 
scenario in SUMO. Although the presented work is a 
rather conceptual study, it is based on some 
assumptions that should be addressed in future work. 
The theoretical model for calculating the modifiers, 
i.e., how often and in what direction the state space 
should be searched is presented in this paper. An 
important factor is the mapping from the fundamental 

diagram to the state space domain used in computing 
the modifiers. We have demonstrated the concept of 
mapping based on specific domain knowledge of the 
controlled process, i.e., from the fundamental traffic 
diagram by partitioning regions of the traffic densities 
according to traffic conditions: free flow, critical flow, 
and congested flow. However, this is not sufficient 
because it does not take into account the density of data 
(the occurrence of data), which, especially on 
motorways, depends on the time period in which the 
data are collected. Therefore, further analysis is needed 
to develop a suitable method for mapping the real 
traffic state space to the state space domain used in the 
SSF logic along with the simulation evaluation. 
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Summary: In this research work, a new deep learning (DL) framework known as EMDNet is proposed to classify both left- 
and right-hand imaginations of the subjects. The EMDNet consists of two blocks: first is Empirical Mode Decomposition 
(EMD) and second is 1-D Convolutional Neural Networks (CNNs). The EMD block decomposed raw Electroencephalogram 
(EEG) signals into a set of Intrinsic Mode Functions (IMFs). Out of many IMFs, the one which is highly affected during both 
left- and right-hand imaginations is selected by the Power Spectral Density (PSD). The selected IMF is fed into the 1-D CNNs, 
which consist of convolutional layers, pooling layers and fully connected layers to classify both left- and right-hand 
imaginations. The effectiveness of the proposed network is tested on both benchmark dataset (BCI competition-II) and  
In-House Lab recorded dataset. The mean classification accuracy (% CA) of the proposed technique on both benchmark and 
Lab recorded datasets are found as 95.30 % and 91.83 %, respectively, which are higher than state-of-the-art techniques. 
 
Keywords: Brain-computer interface, Convolutional neural network, Deep learning, Electroencephalogram, Empirical mode 
decomposition, Intrinsic mode function, Motor imagery. 
 

 
1. Introduction 

 
Brain-Computer Interface (BCI) is a control 

system, which converts neurophysiological signals 
produced by the human brain into control signals that 
can be used to operate wheelchairs, robotic arms, video 
games, etc., [1]. In the last few decades, several 
techniques like electroencephalogram (EEG), 
magnetoencephalogram (MEG), functional magnetic 
resonance imaging (fMRI), near-infrared spectroscopy 
(NIRS) have been used to measure and monitor brain 
activities. Among all these techniques, the 
electroencephalogram (EEG) is commonly used for 
BCI because of its high temporal resolution,  
non-invasive, portability and affordability [2-4]. 
Again, the EEG-based BCIs are categorized into four 
groups: steady state visual evoked potentials (SSVEP), 
P300 evoked potentials (P300), slow cortical potentials 
(SCPs) and motor imagery (MI) [5, 6]. 

This study mainly focuses on the motor imagery 
(MI) EEG-based BCI, and the motor imagery can be 
defined as the mental stimulation or rehearsal of any 
physical movements or passive observations of an 
action. As per the literature, the motor neurons present 
in the motor cortex region of the brain are 
synchronized during no specific mental task or rest 
state, resulting in an EEG signal with higher power in 
a specific frequency band. On the other hand, the motor 
neurons desynchronized and produced an EEG signal 
with lower power in a particular frequency band when 
doing some mental tasks. In general, the power of the 
sensorimotor frequency band (8-30 Hz) decreases in 
the contralateral hemisphere of the brain when a 
subject starts executing or imagining any movement, 
and this process is called event related 
desynchronization (ERD) [7, 8]. On the other hand, the 

power of the sensorimotor frequency band increases 
when a subject is in a resting state, and this process is 
known as event related synchronization (ERS). The 
ERD/ERS process plays a key role in designing a 
robust MI-based BCI system. The MI-based BCI has 
the following steps: (a) signal acquisition; (b) feature 
extraction; and (c) classification of the brain activities. 
Feature extraction is the most important step, and the 
extraction of notable features from the human brain is 
challenging when a subject imagines any movement. 

Numerous feature extraction algorithms were 
proposed in the literature to address this issue, 
including band power (BP), inter-trial variance (IV), 
auto-regressive (AR) model, spectral decomposition, 
wavelet transform (WT), Hilbert transform (HT), filter 
bank common spatial patterns (FBCSP), and common 
spatial subspace decomposition (CSSD) [9, 10]. For 
example, Kim et al. implemented a Continuous 
Wavelet Transform (CWT) to raw EEG signals and 
computed the magnitude and phase features of the 
transformed signals. The obtained features were fed 
into a Convolutional Neural Network (CNN) model 
having one convolution layer, one max-pooling layer 
and one fully connected layer, and achieve a higher 
classification accuracy [11]. In order to further 
improve the classification accuracy, Zang et al. 
proposed a novel dynamic multi-scale network based 
on the Residual Network (ResNet). In this architecture, 
raw EEG signals were converted into 2-D images 
through a Short-time Fourier Transform (STFT) and 
fed into the ResNet. A new layer called dynamic  
multi-scale (DMS) is introduced in the RestNet to 
learn multi-scale features from different receptive 
fields at a granular level and enhance the classification 
accuracy [12]. A dual-stream convolutional neural 
network (DCNN) was suggested by Hung et al., which 
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can employ both time-domain and frequency-domain 
signals as inputs. The extracted time-domain and 
frequency-domain features were fused by linear 
weighting to train a DCNN. The proposed technique 
was tested on the benchmark dataset and achieve a 
higher classification accuracy [13]. Although the 
performance of the MI-based BCI system is not up to 
the mark as those options in the literature. The lower 
performance of the models is due to the  
subject-specific EEG signals across the individual. To 
address this issue, in this paper, a new deep learning 
framework called Empirical Mode Decomposition 
Neural Network (EMDNet) is proposed to enhance the 
performance of the MI-based BCI system. 
 
 
2. Materials and Methodology 
 
2.1. Materials 
 

To test the effectiveness of the proposed network, 
two MI-EEG datasets were used: one dataset is 
obtained from the BCI competition-II, Dataset-III, and 
another is an In-House Lab recorded dataset. The BCI 
completion-II dataset contains raw EEG signals from a 
healthy subject while imaging left and right-hand 
movements. On the other hand, the In-House Lab 
recorded dataset is the EEG signals recorded from  
4 subjects (healthy subjects: 2 and paraplegic subjects: 
2) as shown in Fig. 1. 
 

 
 

Fig. 1. EEG signals recorded from a paraplegic subject 
while imagining a ball grasping through left  

and right hands. 
 

The experimental protocols and the time duration 
of both datasets are the same. In the experiment, the 
first seconds (t = 0-2 s) of each trial were silent or rest 
periods. After 2 s, a beep sound was provided, and a 
cross symbol was presented for 1s. At t = 3 s, a visual 
cue (random order) either pointing in the left or right 
direction was displayed. At the same instant, the 
subject was instructed to imagine either left hand or 
right-hand movements in the direction of a random 
visual cue until the arrow disappeared at t = 9 s. A 
break is provided to the subjects and after that, a new 
trial is started. The signals were recorded using three 
EEG channels (C3, C4 and Cz). The raw signals were 
band-pass filtered between 0.5 to 30 Hz and sampled 

at a rate of 128 Hz. The detailed description of the data 
recording and paradigms is explained in [14]. 
 
 
2.2. Methodology 
 

The detailed description of the proposed technique 
is shown in Fig. 2. In this figure, raw EEG signals were 
extracted from both C3 and C4 channels while the 
subject imagined both left- and right-hand movements. 
The extracted signals were preprocessed and subjected 
to the Empircal Mode Decomposiion (EMD), and a set 
of Intrinsic Mode Functions (IMFs) was obtained. The 
significant IMFs, which are correlated with the hand 
movements were estimated from the fast Fourier 
transform (FFT), and the power spectral densities 
(PSDs) of the significant IMFs were computed. The 
significant IMFs were fed into the convolutional neural 
networks (CNN) for classifying both left hand (LH) 
and right hand (RH) imaginations. 
 

 
 

Fig. 2. Steps for classifying both left- and right-hand 
imaginations using the proposed technique. 

 
 

2.2.1. Empirical Mode Decomposition 
 

The EMD is a data-driven technique used to 
decompose any non-linear and nonstationary signal 
into amplitude modulation (AM) and frequency 
modulation (FM) components. These AM and FM 
components are known as Intrinsic Mode Function 
(IMF). The EMD generates a set of IMFs and each 
IMF has a distinct frequency band. The generated 
IMFs contain significant information about the signal 
and are used in many biomedical applications, such as 
the detection of seizures, cardiovascular diseases, etc. 
A detailed explanation of the EMD technique is 
presented in [15, 16]. 
 
 
2.2.2. Convolutional Neural Network 
 

Convolutional Neural Networks (CNNs) are DL 
architectures commonly used for image or video 
classification [17], [18]. A standard CNN contains four 
processing modules: (a) Convolution blocks;  
(b) Activation functions; (c) sub-sampling (or pooling) 
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operations; and (d) multi-layer fully connected (FC) 
neural networks. The convolutional layer consists of M 
filters that perform the dot product (i.e., convolution 
operation) with the input data. Each filter moves along 
the input with a specific step size (sharing the same 
weights), estimating M feature maps. The extracted 
feature maps are passed through the activation function 
specially Rectified Linear Unit (ReLu). The features 
extracted from the activation function are  
down-sampled through a max or average pooling layer, 
where a filter scans the input feature map and computes 
the maximum or mean of each sub-region under 
analysis. Finally, the network ends with one or more 
fully connected layers (as a standard multi-layer NN 
configuration) connected with a SoftMax activation 
function for classification or regression. The 
framework developed in this study is a combination of 
the EMD and 1-D CNN and is shown in Fig. 3. 
 

 
 

Fig. 3. Block diagram of the EMDNet for classifying left- 
and right-hand MI movements. 

 
In this figure, raw EEG signals were decomposed 

into IMFs through the EMD technique, and the 
significant IMFs related to MI movements were 
identified. The significant IMFs were fed into  
1D-CNN to produce high-level EEG features. Finally, 
the framework classifies both left and right-hand MI 
tasks of the subjects through the ”SoftMax” activation 
function. The input of the proposed framework is 
122×2, where 122 is the number of temporal samples 
and 2 is the number of channels. The first 1-D CNN 
has 128 filters and the size of the kernel is 122. The 
activation function is set to ”ReLu” and padding is 
activated with 1 stride. Next, a 1-D Maxpool operation 
is performed with a kernel size of 4. The second 1-D 
CNN has 250 filters and the size of the kernel is 32. 
The activation function is set to ”ReLu,” and padding 
is activated with 1 stride. Next, a 1-D Maxpool 
operation is performed with a kernel size of 4. Next, it 
is followed by a flattened layer and three fully 
connected (FC) dense layers with neurons of 128, 64, 
and 32. In the end, the dense layer is connected with a 
“SoftMax” activation function to classify LH and RH 
imaginations. The hyperparameters of the model are 
represented in Table 1. The efficiency of the proposed 

EMDNet was evaluated by the classification accuracy 
(% CA), F1-score, Cohen’s Kappa coefficient (K) and 
area under the receiver operating characteristic (Auc). 
 
 

Table 1. Parameters of the Proposed EMDNet. 
 

Parameters Type or value 
Optimizer Adam 
Activation ReLu, then, Softmax  

Learning rate 0.001 
Loss function Binary cross-entropy 

Batch size 64 
Epoch 100 

 
 
3. Results and Discussion 
 

MATLAB (R-2016-a) and Python 2.7 (scikit  
learn-0.19.1) were employed for the preprocessing of 
the EEG signals and coding of the proposed 
framework. In order to remove power line interference, 
a 50 Hz notch filter is implemented on raw EEG 
signals. The decomposition of one trial EEG signal is 
shown in Fig. 4. The EMD generates sets of IMFs like 
IMF1, IMF2 and IMF3 and are presented in Fig. 4(b), 
(c) and (d). Each IMF has a distinct frequency band 
and can be used for various biomedical applications. 
These IMFs are in the time-domain and in order to 
identify their frequency-domain, the PSD technique 
was applied to each IMF. Using the PSD technique, it 
is found that the IMF2 has the best frequency band  
(12-30 Hz) to study the MI-based BCI. Fig. 5(a) and 
(b) shows the PSDs of IMF2 in both C3 and C4 
channels while the subject imagines both left- and 
right-hand movements. In Fig. 5(a), it is noticed that 
when the subject imagines left hand movement, the 
PSD of the C4 channel is lower than the C3 channel. 
Similarly, the PSD of the C3 channel is lower than the 
C4 channel, while the subject imagines right hand MI 
movements, as shown in Fig. 5(b). 

The variation in PSD of IMF2 can be clearly 
noticed in Fig. 5 in both C3 and C4 channels while the 
subject imagines both left- and right-hand MI 
movements, and therefore the IMF2 signal can be used 
as an input to the 1-D CNN for classifying both left- 
and right-hand MI movements. The 1-D CNN model 
was implemented in “Google Colaboratory”, which is 
a free cloud service platform developed by Google. 
First, the IMF2 dataset related to the left- and right-
hand MI movements was extracted from the EMD and 
PSD techniques and uploaded to the “Google 
Colaboratory”. Next, the dataset was normalized, 
divided into timesteps and each part contained  
125 samples and it was reshaped as (120, 2000, 2). 
Finally, the dataset is split randomly into the train and 
test sets, and the 1D CNN model is trained using train 
data and tested using test data. For each trial, a sliding 
window of size 250 moves along the time axis, and the 
model obtained from the training phase is tested 
section by section. Finally, the mean classification 
accuracy is obtained for the model with epochs of 400 
and batch sizes of 64. The outcome of the proposed 
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EMDNet on both the benchmark and Lab recorded 
datasets is shown in Table 2. 

The model metrics like classification accuracy  
(% CA), F1-score, Cohen’s kappa coefficient (K) and 
area under the receiver operating characteristic (Auc) 
are calculated for both normal (N) and paraplegic (P) 
subjects. In case of the BCI competition-II dataset, the 
% CA, F1-score, K and Auc of the proposed model for 
subject N1 are found to be 95.30 %, 0.94, 0.91 and 
0.97, respectively, and are shown in Table 2. The 
performance of the model for both normal and 

paraplegic subjects in Lab recorded dataset is 
presented in Table 2. From the table, it is observed that 
the highest and lowest performance of the model were 
found in subjects P1 and N2, respectively in Lab 
recorded dataset. The % CA, F1-score, K and Auc of 
the proposed model for subject P1 are 95.83 %, 0.94, 
0.91 and 0.97, respectively. On the other hand, the  
% CA, F1-score, K and Auc of the proposed model for 
subject N2 are 87.50 %, 0.88, 0.75 and 0.91, 
respectively. 

 
 

 
 

Fig. 4. (a) Empirical mode decomposition of EEG signal and its IMFs (b) IMF1, (c) IMF2, (d) IMF3. 
 

 

 
 

Fig. 5. PSD of IMF2 in (a) left hand and (b) right hand MI movements. 
 

Table 2. Performance of the proposed model  
on both benchmark and Lab recorded datasets. 

 
Dataset Subject % CA F1-score K Auc 

BCI 
Comp-II 

N1 95.30 0.94 0.91 0.97 

Lab Recorded 

N1 91.67 0.91 0.83 0.95 
N2 87.50 0.88 0.75 0.91 
P1 95.83 0.94 0.91 0.97 
P2 92.32 0.93 0.87 0.96 

 
It is observed that the performance of two 

paraplegic subjects is superior to that of the two normal 
subjects in Table 2. The reason behind the higher 
performance of the paraplegic subjects is that they 
have a stronger imagination in comparison with 

normal subjects. It is assumed that they have imagined 
and practised moving their limbs many times, and thus 
they have a strong imagination. This is why they were 
highly alert during the experiment and properly 
imagined both left- and right-hand movements. 
Therefore, the proposed framework successfully 
detected their imaginations, and they had better results 
than the normal subjects. Table 3 shows the 
comparison between the proposed and state-of-the-art 
techniques on the same dataset (BCI competition-II, 
Dataset-III). The highest % CA reported in the 
literature is 90.71 % using the DCNN model. Using the 
same dataset, the % CA in the proposed EMDNet is 
found to be 95.30 %, which is higher than the state-of 
the-art techniques as presented in Table 3. 
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Additionally, the proposed framework was 
implemented on the Lab recorded dataset and found 
the mean % CA of four subjects to be 91.83 %.  
Table 3 shows that in both benchmark and Lab 
recorded datasets, the EMDNet framework performed 
well and had better results as compared to the 
conventional techniques. 
 
 

Table 3. Comparison between the proposed technique  
and state-of-the-art techniques in terms of % CA. 

 
Dataset Proposed by Classifier % CA 

 Kim et al. [11] CNN 90.00 % 
 Zang et al. [12] ResNet 90.47 % 

BCI-II Huang et al. [13] DCNN 90.71 % 
 Proposed EMDNet 95.30 % 

Lab 
Recorded 

Proposed EMDNet 91.83 % 

 
 
4. Conclusion 
 

In this research work, the EMDNet framework is 
proposed to detect both left- and right-hand 
imaginations of the subjects. The empirical mode 
decomposition decomposes raw EEG signals into a set 
of IMFs, and each IMF has a distinct frequency band. 
Out of many IMFs, IMF2 is found to be best IMF for 
studying the motor imagery-based BCI. The power 
spectral density of the IMF2 changes in both C3 and C4 
channels while the subjects imagine both left- and 
right-hand movements. The variation in power spectral 
density of IMF2 reveals that the relationship between 
the brain activities and left and right-hand MI 
movements is contralateral. Therefore, the IMF2 signal 
is fed into the 1-D CNNs in order to distinguish both 
left- and right-hand MI movements of the subjects. The 
outcomes show that the EMDNet is an effective DL 
framework with higher classification accuracy and  
out-performed the state-of-the-art techniques. The 
higher outcomes concluded that the combination of 
EMD and 1-D CNNs is a powerful technique to 
identify the imagination of the subjects. 
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Summary: Determining the height of objects in a 2D image from their shadow and developing a model capable of estimating 
the height of uniform geometric shapes and objects of different sizes from the shadow they cast, is the fundamental part of this 
research, which proposes the use of convolutional neural networks (CNN) as a Machine Learning (ML) technique for pattern 
detection, feature extraction from shadows and shapes in images. For this purpose, a dataset was constructed with photographic 
images of shapes or objects, as well as their shadows cast from different angles and locations. The structure of the proposed 
dataset is characterized by the name of the shape, the name of the shadow, the length of the shadow, the height of the shape 
and the angle of the light source, which together allow to improve the accuracy of the model. In this sense, the research focuses 
on the analysis of lights and shadows of different geometric shapes or objects within a 2D image, where the projected shadow 
is the information to be used and with which it is intended to determine the height of the shapes or objects. The main reason 
for this research is oriented towards people who have visual impairment either total or partial, and that from the touch pretend 
to define or differentiate an object, becoming impossible if asked to indicate which of these are present in a 2D image 
(photograph or painting). Therefore, it is essential that from a 2D image is to highlight the objects to be represented in a  
2.5 model, where the height of the selected objects will be the key to create the model. In this sense the project to be developed 
seeks to determine the height of predefined objects in a two-dimensional image from its shadow. 
 
Keywords: Shadows, Shapes, Convolutional neural network, Dataset, 2D, Height. 
 

 
1. Introduction 

 
This Estimating the height of shapes or objects in a 2D 
image from their shadows is a challenging process 
when they are complex and irregular under uneven 
lighting conditions. This has presented its own 
challenges, such as the need for an accurate model that 
estimates the geometry of the object and the way light 
strikes it. Thus, the height of an object can provide 
relevant information about its shape, size and position. 
However, estimating the height of an object or shape 
in a 2D image from its shadow is a more complex 
problem, due to the lack of three-dimensional 
information about it. In this context, the use of neural 
networks has become a valuable tool to address this 
problem. In this research, a neural network-based 
solution for height estimation from its shadow is 
presented. This model uses a convolutional neural 
network architecture to extract relevant features from 
the image to perform height estimation.  

To train and evaluate the model, a dataset was 
developed with photographs of different geometric 
shapes indicating a variety of shapes and shadows 
under different lighting conditions. The proposed 
model can accurately estimate the height of shapes 
under certain conditions, suggesting that it could offer 
a promising solution for estimating the height of 
shapes in 2D images from their shadow, which could 

have important applications in various fields, having 
the potential to significantly improve machine 
perception capabilities in various applications. The 
work will focus on evaluating the accuracy and 
efficiency of the proposed method, and comparing it 
with other existing algorithms for estimating the height 
of objects from their shadow. 

The network is trained on a labeled dataset 
consisting of 2D images, their corresponding heights 
and their shadows, using the error backpropagation 
algorithm to minimize the difference between the 
estimated heights and the actual object heights. The 
approach proposed here was evaluated on a test data 
set and significant accuracy in estimating object 
heights was obtained compared to other existing 
methods. In addition, a sensitivity analysis was 
performed to evaluate the influence of different model 
parameters on the accuracy of height estimation. This 
approach is especially useful in situations where the 
image quality is low or there are ambiguities in the 
shape of objects. That is, the integration of cast shadow 
information into a learning model can be a promising 
approach, to solve the problem of estimating the height 
of a shape from its shadow in a 2D image. 

By using these deep learning techniques, such as 
neural networks, large amounts of data can be 
processed and analyzed, allowing for greater accuracy 
in estimating the height of a shape from its shadow. In 
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addition, the ability to integrate new geometric shapes 
and shadows within the set of images used in the 
learning model makes this technique highly adaptable 
and scalable for future research in which it is 
implemented with irregular shapes. 

Similarly, in [9] (S. Mohajerani, P. Saeedi. 2018) 
addressed their research on automatic detection in an 
image of shadows using a segmentation method and 
the use of Deep Learning, where what they do is to 
identify the regions of shadows at the pixel level in an 
RGB image, whereby they manage to extract the 
features of the shadows, providing a Convolutional 
Neural Network (CNN) with knowledge to detect 
patterns of the shadows locally and globally and prior 
information of the illumination source and the 
dynamics of the objects in the image.  

On the other hand [25] (Tao, M. W., Srinivasan, P. 
P., Hadap, et al. 2017) proposes an algorithm based on 
dense depth estimation, which combines blur and 
matching metrics. Furthermore, it defines an 
optimization framework that integrates photo 
coherence, depth coherence and shading coherence, for 
light field depth estimation in different scenarios. This 
algorithm incorporates the blur, correspondence and 
shading signals outperforming other more advanced 
algorithms. 

 
 

1.1. The Shadow 
 
Shadows can be defined as parts of the scene that 

are not directly illuminated by a light source due to an 
obstructing object or objects. A similar definition is 
posited in shadow detection and they likewise posit a 
typical shadow that could be divided into two different 
types. One type is denoted as self-shadow where the 
shadow region is on the object itself. The other type is 
the cast shadow for which the shadow region is on the 
background or on other objects. Here the cast shadow 
is usually divided into two parts, umbra and penumbra 
(Fig. 1). 

 

  
 

Fig. 1. Figure and corresponding shadow and Rotation  
of the light source. 

 
 
In such a way that in [4] (Vicente, Samaras. 2014) 

in 2D digital images, different scenes can be found, 
which contain elements such as textures, edges, 
shapes, colors, shadows, etc., and shadows from which 
relevant information can be extracted and used in 
investigations by implementing shadow detection 
algorithms. This information is used to establish the 

relationship between the geometry of the object, the 
light source and the shadow area (Vicente, Samaras 
2014). 

Similarly, in [8], [6], (Kriegman, Belhumeur. 
1998) and [11] (D. C. Knill, et al. 1997) it is also 
understood that shadows are a source of relevant 
information at the level of shapes of surfaces or 
objects, allowing to locate areas of interest in an image, 
direction of the illumination source, geometry of the 
shape, among other characteristics. Likewise, in [11] 
(Knill, Mamassian and Kersten. 1997) and in [17] (S. 
A. Shafer, T. Kanade. 1983), their research indicates 
that these geometric properties of shadows are of 
special interest, because they allow establishing 
perceivable relationships between shapes, shadows 
and illumination, according to the structure and height 
of the surface. 

In many previous works in [24] (Hintze, Morse. 
2019), the information that is extracted from the 
shadow, by means of techniques, methods and 
algorithms with purposes such as: determining the 
location of the shape or object, area of interest, 
direction of the illumination source among others, is 
usually oriented to its later elimination, where this 
makes its transcendence not so remarkable. 

In [12] (Salvador, Cavallaro and Ebrahimi. 2004) 
shadows in a 2D image have relevant information 
about the scene, the location of the shape or object, the 
characteristics of the surface and the light source are 
obtained. He mentions techniques that are based on 
models that represent knowledge of the geometry of 
the scene, the objects or shapes, the light source, and 
techniques based on properties that identify shadows 
by using features such as geometry, brightness and 
color of the shadows. (See Fig. 2). 

This provides several important elements where the 
shadow is one of the essential parts of the research, 
because it allows inferring shapes of objects, and when 
present in an image provides information that can be 
used to determine the shapes and orientations of 
objects.  

 

 
 

Fig. 2. Types of dataset figures. 
 

Similarly, in [12] (Salvador, Cavallaro and 
Ebrahimi. 2004), address general aspects related to 
digital image processing, using convolutional neural 
networks (CNN's) with different data sets (datasets), 
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where the latter have as main feature, images of 
geometric primitives and the shadows they cast 
according to an illumination source in a specific 
location. Similarly, in [2] (Panagopoulos, Hadap, 
Samaras and Dimitris. 2013) in their research employ 
synthetic images divided into small rectangular 
regions, and therefore, for each of these it is possible 
to capture what corresponds to the distribution of 
intensities and the ability to handle surfaces. At this 
point the geometry sections are combined, the intensity 
distribution is integrated into a dictionary that with all 
the sections can generate a hypothesis about that shape.  

Using the learning model that processes the images 
of the training set, which with all the sections or small 
regions form a large dictionary, and where the 
decomposition of an image in shadow and reflectance 
images describe the perception of brightness for  
these images. 

In [1], [13] (Hosseinzadeh, S., Shakeri, M. and 
Zhang, H. 2005) it is shown that the concept of sections 
corresponds to a collage of sections with a different 
reflectance and which are illuminated with an 
illumination source that varies slowly in intensity, and 
with shapes that are of a constant scale factor. This 
learning model with the data set to be generated would 
be used to determine the surface height and 3D 
generation of the object or shape, initially taking the 
information of the shadow it casts on a 2D image. In 
[12] (Salvador, Cavallaro, Ebrahimi, Touradj. 2004), 
[7] (G. Liasis, S. Stavrou. 2016) illumination, shadows 
and reflectance are an integral part of the different 
scenes, providing relevant information about the shape 
and appearance of the object. 

In [2] (Panagopoulos, Hadap, and Samaras. 2013) 
propose the use of a dictionary use of a dictionary 
(Dictionary) that is confirmed by different patches 
(Patches) of geometry associated to the image, to a 
distribution of pixel intensities that can generate that 
geometry and with the use of larger image regions that 
allow capturing appearance data, it is possible with a 
data set and supported in neural networks it is possible 
to design a model that fits the proposed research. 

In [22] (Varol, Shaji, Salzmann, Fua. 2011) has an 
approach based on deformable shape recovery that can 
work under complex illumination and on partially 
textured surfaces. They used an algorithm that 
performs a learned mapping of the intensity 
distribution and shape of local surface patches, which 
is focused on 3D surface shape estimation. 

In [14] (D. S. Kim, M. Arsalan, K. R. Park. 2018) 
they employ a Convolutional Neural Network (CNN) 
for shadow detection using cameras and using the open 
database CAVIAR (Context-Aware Vision Using 
Image-Based Active Recognition). They indicate that 
in their research it is not computationally expensive 
both in training and validation and can be adapted to 
tasks such as image segmentation and has a level of 
accuracy of other methods.  
 
 

1.2. The Dataset 
 

The experimentation process is carried out under 
controlled conditions in terms of illumination, shapes 
and surface. Such conditions were used in the model 
allowing initially to test the model of the network and 
that it learned certain characteristics, which is why it 
was decided to use the different photographs of three 
geometric shapes on a uniform surface, with a 
dimmable LED lamp and the shadows corresponding 
to each shape (Fig. 3). 

It is important to mention that the data set was 
oriented with the objective of capturing photographs 
under different lighting conditions to give an initial 
knowledge to the neural network.  

The data set includes 800x600 color photographs 
(RBG) of various geometric shapes of various colors, 
taken from a distance of 90 cm from the edge of the 
surface. The surface where the shape or object is 
located is white, smooth and does not reflect light and 
is made of white matte adhesive vinyl. The surface has 
a size of 90 cm and a diameter of 180 cm, was designed 
circular to facilitate the displacement of the LED lamp, 
is made of MDF (Medium Density Board) wood of  
9 mm (Fig. 4). 

 

 
 

Fig. 3. Characteristics of the Dataset. 
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Fig. 4. Mock-up for taking photographs. 
 
 

1.3. Model Description 
 
With the research conducted, it is proposed to use 

and/or design a convolutional neural network, which 
through the training of a set of data will provide the 
necessary knowledge to predict the height of an object 
or shape with the projected shadow. With the learning 
process, it is expected that the network, by using as 
input information the shadow cast by the shape or 
object in a 2D image, will predict or determine the 
height of the object in question. The data set (Dataset) 
was designed and developed with objects and/or basic 

geometric shapes (sphere, cube, cylinder) to perform 
the experimentation in a controlled manner, since after 
this proposal and as a future work it is expected to 
increase the data set with more complex shapes and 
shadows. The total amount of images in the dataset is 
approximately 4500 color photographs and for each 
shape there are 1500 photographs. (See Table 1. 
Height Distribution of Geometric Shapes). 

It is important to note that the proposed model  
(Figs. 5, Fig. 6) uses geometry of three-dimensional 
shapes of the objects or shapes with the corresponding 
shadow from different locations in the plane and 
generated by a single light source. The latter is rotated 
around the figure to obtain shadows from different 
angles. The light source is located 90 centimeters from 
the center of the object to the base of the lamp and the 
heights of the lamp vary from 45 centimeters (cm) to  
50 centimeters (cm) so that the different shadows are 
observable on the surface under varying intensities of 
illumination (See Fig. 1, Rotation of the light source). 

 

 
 

Fig. 5. Model Architecture. 
 
 

 
 

Fig. 6. General Scheme of the Proposed Model. 
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Table 1. Height Distribution of Geometric Shapes. 
 

 
 
 
With this knowledge it is expected that the 

convolutional neural network will be able to predict the 
height of the shapes from their shadow. This height 
measurement is given in centimeters (units) using as 
input image only the projected shadow. Thus, it is 
initially expected to effectively estimate the height of 
the shape or object corresponding to the shadow, which 
is one of the challenges of the research. Moreover, 
there is additional information in the dataset that 
combined with appropriate 2D to 3D shape 
reconstruction algorithms it is possible to obtain the 
reconstruction of the shape according to the height 
established from the shadow. 

In [21] (M. Daum, G. Dudek. 1998) the 
reconstruction of 3D surfaces from shadows is 
reported. Here, the movement of shadows that are cast 
is used to obtain information about the scene structure, 
based on the collection of images from a fixed point as 
an illumination source moves. As a result, a 3D scene 
reconstruction algorithm is obtained taking into 
account the trajectories of the light source. 

On the other hand, in [26] (Huang, X., Gao, J., et 
al. 2007) their research addresses shape estimation 
from shading (SFS) which aim to solve a problem with 
few constraints to estimate the depth map from a single 
image, developing an example-based method to 
improve the accuracy of (SFS), improving the 
reconstruction quality from real images of different 
shapes by obtaining prior knowledge of their 
appearance for three-dimensional shape recognition. 

Similarly in the proposal in [20] (E. Prados, O. 
Faugeras. 2006) with the shape from shading (SFS) 
and with a single image they estimate the 3D shape of 
a surface, where in diffuse surface the position of the 
illumination source is not known and where the 
reflectance map is not known. 

In [15] (S. Savarese, et al. 2007), [16] (S. Savarese, 
et al. 2002) and [5] (R. Gouiaa, J. Meunier. 2014) they 
propose a new method to recover a shape from shadow 
(SFS). These projected shadows are relevant 
information about the shape of objects, discovering 
cavities that are not available from clues such as 
occluded boundaries. This method is called "occluding 
boundaries". According to the volume occupied by an 
object it is possible to identify and sculpt the regions 
of the volume that present inconsistencies with the 
pattern observed in the shadows. In summary, their 
proposal is a reconstruction system to recover the 
shape from silhouettes and shadow carving where 
shadow carving is used to carve the concavities and 
silhouettes are used to reconstruct the initial 
conservative estimate of the shape of the object. 

On the other hand, in [3] (D. Forsyth, A. 
Zisserman. 1991), he shows how mutual illumination 
and image irradiance within an image give rise to more 
complex structures. 

Similarly, in [27] (Atkinson, G. A., & Hancock, E. 
R. 2007), research presents a novel method for the 
reconstruction of 3D surfaces with polarization and 
shading information from two views. They use Fresnel 
theory in image processing to obtain estimates of the 
surface normal. Here they emphasize how the 
measured pixel brightnesses depend on the surface 
orientation combined with the refined estimates to 
determine the correspondence between two views of 
an object. In [19] (R. Liu, S. Menon, et al. 2022) they 
address 3D reconstruction when the object structure is 
partially or totally occluded. They introduce into the 
method projected shadows of an unobserved object, to 
perform the inference of the possible 3D volume to 
which it corresponds. The "inheritable" imaging model 
allows to jointly infer both the 3D shape of the object, 
its location and that of the illumination source. 

Likewise, in [23] (D. Samaras, D. Metaxas. 2003) 
they present a method for the integration of nonlinear 
holonomic constraints in deformable models and its 
application to the problems of shape and direction 
estimation of the illumination source from hats. Their 
proposal indicates that it works when the direction of 
the light source is not known. They coupled the shape 
estimation method with a light estimation method 
where better shape estimation results in better light 
estimation and vice versa. 
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In [19] (R. Liu, S. Menon, et al. 2022) they address 
3D reconstruction when the object structure is partially 
or totally occluded. They introduce into the method 
projected shadows of an unobserved object, to perform 
the inference of the possible 3D volume to which it 
corresponds. The "inheritable" imaging model allows 
to jointly infer both the 3D shape of the object, its 
location and that of the illumination source. The 
advantage of this approach is the estimation of multiple 
3D scenes from shadows. 

The data set is organized in folders and within each 
subfolder there are images corresponding to each 
geometric shape, the shadow, the height. It is important 
to point out that with the experimentation process, the 
length of the shadow and the angle of the light source 
were added to the Dataset already created, improving 
the accuracy of the model. (See Fig. 8. Dataset Folder 
Structure). 

Some research such as in [10] (Sanin, C. 
Sanderson, B. C. Lovell. 2012) presents various 
methods and algorithms for detection, removal of 
moving shadows as of 2012, and places them in a 
feature-based taxonomy that is made up of four 
categories, chromaticity, physics, geometry, and 
textures. The use of tracking performance is proposed 
as an approach to determine shadow detection methods 
and algorithms. Of the most prominent methods are the 
method based on chromaticity is the fastest to 
implement and execute, but sensitive to noise and fails 
when the spectral properties of objects when these are 
similar to those of the background and the method 
based on textures of large and small regions where the 
results are more accurate, although its computational 
cost is high. 

Likewise, in [18] (S. H. Khan, M. Bennamoun et 
al. 2014) they use multiple deep convolutional neural 
networks (ConvNets), where their architecture consists 
of alternating convolution and subsampling layers. 
This research is focused on shadow detection, having 
as input a database containing in various lighting 
conditions with sunny, cloudy and dark environments. 
For this they used a Conditional Random Field (CRF) 
model, which translates into predictions for each pixel 
of each test image, and are subsequently compared 
with the actual shadow masks. This enforces labeling 
consistency across the nodes of a gridded graph 
defined on the image by eliminating isolated labeling 
results. 

 
 
3. Distribution and Structure of the Dataset 

 
For the organization of the dataset, these were 

grouped according to the height measurements and 
their geometric shape. The dataset is made up of 
geometric figures such as spheres, cubes and cylinders 
of different heights. 

The measurements were taken in centimeters, 
which are then handled in units, in order to facilitate 
the reuse of the dataset in any other measurement 
system. (See Fig. 7). 

 

 
 

Fig. 7. Height Cylinder, Sphere and Cube. 
 
 

Initially two variables (features) were defined in 
the dataset, the first being the type of figure or shape 
and the second the height of the 3D object. 
Subsequently, three more variables are added to the 
existing ones, these are the shadow, the shadow length 
and the angle of the light source. Therefore, a total of 
five more variables are included and implemented in 
the training, validation and test set. These variables are 
within the model and were used in the learning process 
to improve the accuracy of the model. 

 
 

 
 

Fig. 8. Dataset Folder Structure. 
 



5th International Conference on Advances in Signal Processing and Artificial Intelligence (ASPAI' 2023),  
7-9 June 2023, Tenerife (Canary Islands), Spain 

286 

At the time of performing the network learning 
process, it is taken into account that it is distributed or 
divided into a training set (to build the model), a 
validation set (to test different parameters of the 
learning algorithm) and a test set (to evaluate the 
quality of the model). A suggested distribution of the 
data could be as follows, 80 % for the training set,  
10 % for the validation set and 10 % for the test set. 
(Tables 2 and 3). Similarly, it could also be  
70 %, 15 % and 15 % respectively. 

 
Table 2. Dataset Distribution 1. 

 

 
 
 

Table 3. Dataset Distribution 2. 
 

 
 
 
4. Conclusions 
 

Regarding the scope and challenges of this 
research, one can indicate that related to the 
interpretation of 2D images by visually impaired 
people, since they cannot distinguish the objects in 
them from touch. However, 3D objects can be useful 
to provide a more complete understanding of the 
image. This aims to contribute to improve the 
accessibility and inclusion of visually impaired people 
in the interpretation of images and their environment. 
In this context, the present project aims to determine 
the height of predefined objects in a 2D image from 
their shadow. This method can be especially useful, 
allowing them to understand the visual information in 
an image. To achieve this goal, Machine Learning 
techniques are used, specifically convolutional neural 
networks (CNNs) that allow to detect relevant patterns 
and features in images. (See Fig. 5). Therefore, a 
dataset will be created to obtain images of objects and 
their shadows, which will be used to train, validate and 
test the convolutional neural network (CNN). 

Experimental results show that the proposed 
method achieves significant accuracy in estimating the 
height of shapes from their shadows compared to other 
traditional computer vision methods. Additionally, the 
construction of the dataset is also an important 
contribution, since there are not many Datasets 
available that meet the specific requirements of this 

project. All in all, it is hoped that this research can be 
useful for future work.  
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Summary: Knowledge-based (KB) systems are one of the subfields of AI that are focused on real-world 
applications. KB is focused on the acquisition and representation of knowledge in order to mimic expert human 
reasoning and address challenges that often call for human intervention, either independently or as a support to a 
human agent. One may consider KB to be a transfer of problem-solving human specialists' knowledge to a 
computer program that could process the same data and reach the same conclusion faster and with more options. 
This article coins a novel computational modular KB that is correct and unexplored to this point in the 
infrastructure industry, using synergetic client software. The modular approach provides a set of stand-alone 
algorithms with their own outputs, which the human expert may consider as justified and possible advice or 
recommendation. All the developments are based on the three most popular languages: Python, Matlab, and VB. 
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1. Introduction 

 
The infrastructure sector faces several global issues 

in the twenty-first century. In response to calls for 
innovative ideas and solutions and in order to help both 
technical and non-technical professionals navigate 
challenging processes and come to best-practice 
informed decisions, our research aimed at building a 
virtual brain. An integrated, multidisciplinary 
approach is the result of this concept's evolution. This 
article briefly describes a few selected modules, each 
of which is standalone software, can be used to explore 
a variety of user-defined what-if scenarios, employs a 
modular architecture to facilitate future expansion and 
adaptation to new challenges, is interactive so that 
users can operate it easily and see results immediately, 
is user-friendly, and needs no prior knowledge of 
computers. Some of the modules have built-in 
databases to avoid incorrect or impractical input data. 
 
2. Biomass Biodegradable Load-Bearing 

 
It is essential to fully grasp the potential of biomass 

in general and, in particular, lignin, which is weirdly 
neglected in sustainable infrastructure systems while 
being the second-most prevalent terrestrial polymer in 
the world [1]. Ligning is used to make by-products like 
fibers, foams, and inexpensive fuels. The development 
of modern biorefineries and the processing of biomass 
have highlighted the potential uses for lignin. The 
studies that were done showed that lignin improves 
rigidity, compressive strength, water resistance, and 
compressive modulus. There are very few studies on 
lignin-based rigid foam that can support construction 
loads. This author is not aware of any studies focusing 

on the use of lignin-based biodegradable rigid foams 
as load-bearing sustainable infrastructure construction 
components. 

In an effort to replace the synthetic foam and fossil-
based infrastructure components now in use, 
innovative software for biodegradable biomass-based 
load-bearing elements of sustainable infrastructure is 
coined in our KB [2]. Figure 1a depicts selected images 
from its dashboard. It takes into account various 
boundary conditions, loads, such as transverse, 
inplane, uniaxial, and biaxial loads, and instability 
situations, such as overall instability, shear, and local 
instability. Additionally, bonding with finite qualities 
rather than the traditional and unrealistic perfect 
bonding is used for the first time in the literature. This 
coined module doesn't require installation and 
provides a built-in database of material characteristics. 
All the input data and output results are engineering 
quantities, thus requiring no special efforts to use in 
real applications. To our knowledge, the software is 
one of a kind. 

 
 

 
 

Fig. 1a. Illustrative screens for biomass-based 
biodegradable load-bearing client. 
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Fig. 1b. Illustrative screen for biomass-based biodegradable retaining systems client. 
 
 
Geofoam [2] is another use for the biomass-based load-

bearing products, as seen in Fig. 1b. 
This KB client is relevant to foundations, 

embankments, slope stability, stress distributions, net 
stresses, and cantilever and gravity retaining systems. 
As shown in Fig. 1c, it incorporates calculations for 
static, seismic, and spectral data. 

 

 
 

Fig. 1c. Illustrative screen for biomass-based 
biodegradable analysis client. 

 
 
3. Biomass-based Composites 

 
Cross-laminated timber (CLT) components are 

fabricated by adhering layers of timber with 
perpendicular grain orientations. The wide sides of the 
timber layers are where the adhesive is applied. 
Despite the fact that numerous studies on the design 
and construction of the CLT have been carried out, to 
the best of our knowledge, here is no toolkit or 
software, KB or not, for the engineering calculations 
of the CLT. This author fills this gap and developed, 
for the first time, a KB for the CLT [5]. 

By first creating the geometry, assigning numerical 
components (such as beams, columns, etc.), specifying  
the material properties, loads, and boundary 
conditions, the user is able to model, analyze, and 
design CLT systems. In reference 3, the governing 
formulas for the bending and compression design of 
CLT these are presented. 

 
 

Fig. 2. CLT dashboard. 
 
 

4. Why Python, Matlab, and VB? 
 

According to the Tiobe index [4], Python was the 
most popular programming language on a global scale 
as of May 2023. Number 5 was VB, and number 15 
was Matlab. Competent programmers, academic 
courses, software developers, and the global 
community are all taken into account when 
determining Tiobe's rating. The three specified coding 
languages were chosen by this author for his KB even 
though C ranks higher than VB in Tiobe's index. 
Instead of utilizing a language that produces the fewest 
number of lines in an algorithm, our aim was to execute 
computational calculations using ordinary computer 
knowledge and experience. There are linguistic 
distinctions that are outside the scope of this article. 
However, programmers can compare the various 
languages to decide which is most appropriate for the 
task at hands. 
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5. Conclusions 
 
The use of biomass-based products has risen to the 

top of applications in sustainable infrastructure as a 
result of the scientific discoveries of modern materials 
and the tremendous advancements in manufacturing 
technology. Biomass-based products are widely 
available and offer unparalleled opportunities to 
address pressing problems, such as those related to the 
economy, the environment, energy, and the climate. 
However, the real-world applications lag behind the 
novel materials. What is the world missing, then? is the 
obvious question. The answer is provided in this 
article. It coins a kind of artificial intelligence to help 
experts navigate the intricate uses of the cutting-edge 
components of the failing infrastructure. This article 
described various toolkits for biomass-based 
composites as load-bearing components, cross-
laminated timber, and retaining systems using modular 
computer architecture. In general, the method offered 
offers a new perspective on the future. 
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