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Foreword 
 
The 10th annual NSTI Nanotech Conference and Trade Show was held this year during 20-24 May at 
the Santa Clara Convention Center, in Santa Clara, California. The conference has grown this year to 
host 3000 attendees and 250 exhibitors, while the resulting proceedings boasts over 3000 pages of 
peer-reviewed micro and nanotechnology research. 
 
A number of authors publishing in the Joint Electronics and Microsystems Symposia track were 
invited to submit a revised version of their papers to this special issue. Papers were selected from a 
number of symposia within the track, including: MEMS & NEMS, Sensors & Systems, Micro & Nano 
Fluidics, and MSM – Modeling Microsystems. These symposia brought together researchers from a 
number of disciplines to discuss topics ranging from theoretical developments, to design and 
fabrication, through to industrial applications of MEMS and NEMS sensors, devices and systems. 
 
The joint symposia are motivated by the dream of smarter, smaller, and more complex systems that 
integrate micro and nano system technologies with intelligence, power and communication ability at 
the same micro or nano scale. The resulting increase in complexity poses an enormous challenge to 
engineers when designing, modeling, and fabricating such integrated micro and nano systems. The 
joint symposia aimed at bringing together researchers from different disciplines to exchange ideas 
about how to best develop such systems. 
 
As with the joint symposia, this special issue includes papers ranging from those with a higher level 
focus to those covering low-level physical aspects of MEMS and NEMS devices and their modeling 
and fabrication. Four of the papers presented in this special issue correspond to invited talks: Sanna et 
al., examine miniaturization trends in preventative medicine and include some results from the EU 
project ANGEL; Adams et al., describe the results of the NASA funded GEMSTONE project, which 
involved creating and field-testing a small system of atmospheric probes; French and Yang explore the 
opportunities and pitfalls of scaling, whilst Nieva presents a number of new trends for using MEMS 
sensors in harsh environments. 
 
We are very thankful both to the NSTI directors and Nanotech chairs (Dr. Matthew Laudon and Dr. 
Bart Romanovicz) and to the Sensors & Transducers Journal for offering the opportunity to publish 
this special issue. 
 

Guest Editors: 
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Abstract: Scaling down has revealed many new effects leading to new devices able to measure faster 
and more accurately than traditional devices. They also present challenges in terms of connecting to 
the macro-world and in reliability. In some cases the scaling works against us leading to lower 
performance. We should also consider reducing the size of the system, through integration and 
optimization. It is therefore important to consider the benefits of miniaturization for each application 
and either reduce the size of the structures in the system, or integrate the system to reduce size. This 
paper discusses the effects of scaling at both a device level and also a system level.  
Copyright © 2007 IFSA. 
 
Keywords: Scaling, Microsystems, Smart sensors 
 
 
 
1. Introduction 
 
Moore predicted the miniaturization in the IC industry in the 1960’s and we have seen the dramatic 
reduction in feature size with the improved performance [1]. For 40 years the IC industry has followed 
this law. 
 
This scaling is, however, will come to an end requiring a new look at device structure and device 
physics. Machining has perhaps not seen such a dramatic change but scaling can be found here as well, 
from fine mechanics to micromachining and later to nano-machining. Fine mechanics was based on 
assembly technique, whereas micromachining made use of depositions and etching. Moving to nano-
machining has involved combinations of micromachining techniques (top-down) and structure growth 
(bottom-up). 
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Fig. 1. Moore's law and the IC industry [2]. 
 
 
The benefits, or not, of further scaling depend on the structure and the application and also we should 
consider not only the feature size of structures, but also the size of the total system. The scaling of 
pumps from the macro-scale to the micro-scale has led to great benefits in the bio-chemical and 
medical industries through enabling the pumping of µl or nl of fluid. Further scaling down will 
probably not benefits many of these applications, due to physical pumping problems. However, nano-
fluidics, often using electrophoresis, enables individual cell handling. 
 
 
2. Scaling 
 
The issues of scaling can work in our favour but also against us. In nature we see the adaptation to 
scale. Smaller creatures often have fine limbs and have to deal with heat loss. Larger creatures need 
strong limbs and have to be able to lose excess heat. This is a fact often forgotten in films where giant 
people have normal proportions. If a person were enlarged by a factor of 100 the limbs would have to 
be proportionally stronger. As we scale down the surface area scales with L2 and the volume with L3, 
which means that the nano structure have a much larger surface area to volume ratio. We can use this 
to our advantage if we are using the surface to capture molecules or cells, but on the other hand, this 
can work against us since changes in the surface (such as oxidation) can considerably change the 
structure’s operation. 
 
When scaling we need to consider both the individual devices and also the system to decide whether 
we should reduce the size. With an integrated sensor, the sensor itself may be only a small part of the 
chip and therefore further reduction in size should only be considered if there are benefits in terms of 
functionality, since there is an increased emphasis on more functionality in the same volume rather 
than reduced volume. 
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3. Devices 
 
3.1. Accelerometer 
 
An example of a complete micromachined system on a chip is the Analog Devices accelerometer, 
which contains all the read-out electronics and self-test on a single chip. A photograph of the chip is 
shown in Fig.3. The functionality has been increased in a miniaturized package, although the 
accelerometer used micromachining and not nanomachining. Further scaling of the accelerometer 
would result in a higher resonant frequency but the reduced proof-mass would make it difficult to 
achieve a high resolution. Although this is an excellent example of a miniaturized system, the high 
resolution device (µg) uses bulk micromachining to achieve the larger mass (milligramme). One 
device which achieved high sensitivity and low noise, combined surface and bulk micromachined in a 
highly symmetrical device. This device is illustrated in Fig.2. Improved sensitivity to small movement 
can also be achieved using readout techniques such as tunneling [4]. 
 
 

 
 

Fig. 2. Micro-g accelerometer using bulk and surface micromachining [3]. 
 
 
Surface micromachined accelerometer has proof-masses in the range of sub-µgramme and the 
measurement range usually ± 1g [5-7]. In this case great benefit can be gained from miniaturization of 
the system through integration, creating a complete system on a chip (Fig.3) but further miniaturization 
of the device will not help. Most of the surface micromachined accelerometers are lateral 
accelerometers, although there are examples of vertical devices [8]. An example of such a device is 
given in Fig.4. 
 
 
3.2. Micro-Pump 
 
Miniaturization of pumps has yielded many benefits in chemistry, biology and medicine. The ability to 
accurately pump µl or nl per minute can reduce cost (by using less sample) and enable studies at cell 
level. Activation of the pump at this scale can be thermal, piezoelectric or electrostatic, etc. 
Miniaturization of the system has also enabled implantable systems for medical applications. Early 
micro-pumps did not perform as expected due to changes in fluid properties which were not taken into 
account. However, understanding of fluid properties on the microscale has led to a range of 
applications. Most pumps are fabricated using bulk micromachining with dimensions of a few 
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millimeters [9-10]. However, there are also examples of surface micromachined pumps [11]. 
Techniques for activating these pumps include piezoelectric, thermal and electrostatic. These 
activation techniques all scale well even to sub-micro level. 
 
 

 
 

Fig. 3. Analog Devices 2 axis accelerometer (reproduced with kind permission). 
 
 

 
 

Fig. 4. Vertical accelerometer using surface micromachined SiC and Aluminium [8]. 
 
 
3.3. Micro-Nano-Fluidics 
 
The challenge with scaling fluid systems further is the increase in resistance with decreasing size. 
However, if achieved analysis at cell or molecule level can be achieved. Fluids can be drawn through 
the channels using electro-osmosis. Sub-micron distance between pillars allows DNA to be separated 
by length [12]. This is achieved by oxidizing macro-pore arrays. The result is shown in Fig.5. 
 
Miniaturization can bring fluid samples down to atto-litre allowing analysis of single molecules [13]. 
An example of such a device is given in Fig. 6. 
 



Sensors & Transducers Journal, Special Issue, October 2007, pp. 1-9 

 5

 

 
 

Fig. 5. Oxide pillar arrays with sub-micron spacing for DNA separation [12]. 
 
 
 
 

 
 

Fig. 6. Schematic of the atto-litre plate device [13]. 
 
 
 
3.4. Resonators 
 
Simple cantilevers made from epitaxial silicon can be used as vibration sensors for frequencies into the 
kHz range [14]. 
 
Scaling of resonators leads to higher frequencies and new applications since, for example, molecule 
attached to the resonator will yield a clear change in resonant frequency, or detecting force with high 
accuracy [15]. Further reduction in size can lead to MHz and even GHz resonant frequencies [16-18]. 
 
There are a number of issues which have to be addressed when developing these devices – reliability, 
actuation and sensing. Some sensing techniques do not scale well or require large equipment, not 
permitting a reduction in the size of the system. (Tables 1 and 2). 
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Table 1. Actuation techniques and their scalability. 
 

Actuation 
Method Scaling limit Scalability Integration Other criteria 

Piezoelectric No fundamental limit for 
piezoeffect nano ++ 

Piezoelectric material, parasitic 
capacitance, frequency 
bandwidth limit. 

Electrostatic No fundamental limit for 
coulomb force nano ++ 

 

Magnetomotive No fundamental limit for 
Lorentz force nano -- 

Conductive double clamped 
devices. Stable, high magnetic 
field required. 

Optical-thermal 

Heat capacity of the 
device and its heat 
dissipation, dimension 
related. 

Micron/ 
submicron -- 

Limited frequency response, 
optical system required. 

 
 

Table 2. Detection techniques and their scalability. 
 

Sensing 
Method Scaling limit Scalability Integration Other criteria 

Capacitive Parasitic capacitance from 
the device and electronics. micron ++ Frequency dependent on RC 

time constant 

Optical 
reflection 
displacement 

Effective reflection from 
the structure. Force 
constant of the device 

micron -- Optical device required 

Optical 
interferometer 

Effective reflection from 
the structure. Force 
constant of the device 

Micron/ 
nano -- Complex, precision optics 

required 

Magneto-
motive 

Detectable induced 
electromotive force nano -- 

Stable, high magnetic field 
required. Double clamped 
device only. 

SET charge 

Detectable SET source-
drain current due to 
Coulomb blockade of the 
SET 

nano + Cryogenic temperature, double 
clamped devices only 

Piezoelectric 
Effective piezoelectric 
signal generated. 
Dimension related. 

Micron/ 
sub-micron ++ 

Piezoelectric material required. 
Multilayer structure for 
maximum signal output.  

Piesoresistive Effective piezoresistive 
change. Dimension related 

Micron/ 
sub-micron ++ Piezoresistive material required. 

Multilayer. 

Tunneling Not device dimension 
related nano ++ Small initial electrode distances. 

High device impedance. 

 
 
The limitation with piezoresistive techniques when scaling has been noise and long term reliability. 
When scaling silicon piezoresistors, the surface area to volume plays and increasingly important role. 
Recently, gold piezoresistors have been applied to the submicron scale. Although the piezoresistive 
coefficient is low, the low noise and stability of the material, makes it a good option [19]. 
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Field emission can also be an interesting read-out technique since it scales very well. It is able to 
accurately measure distance over a limited range. An example of this measurement is given in Fig.7 
[20]. 
 

 

 
 

Fig. 7. Emission current as a function of absolute distance using field emission [20]. 
 
 
4. Nanotubes/Nanowires 
 
When fabricating cantilevers on the micro-scale, the fabrication techniques are top-down techniques. 
Further down-scaling often requires the bottom-up approach. Structures such as nano-wires and nano-
tubes have shown properties able to detect quantum effects, for fundamental studies and also new 
sensors [21-22]. An interesting application of nano-tubes, although not in a nano-sensor is to use 
anodized aluminium oxide as a seed. In this was tubes can be grown in arrays [23-24], as shown in 
Fig.8. These structures can then be used for applications such as gas and humidity sensors. 
 
 

  
 
 

Fig. 8. SEM images of CNT’s grown on an AAO/Si substrate: a) cross-section; b) top view [23-24]. 
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5. Conclusions 
 
Scaling from micro to nano can present many advantages but also many challenges. The advantages 
are very application specific. In some cases scaling can lead to greater accuracy, but in others it can 
actually reduce sensitivity. Therefore for each application the benefits and pitfalls of scaling need to be 
examined. The second aspect is that in many applications the size of the sensing device is not the issue, 
but the size of the system. 
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Abstract: MEMS and NEMS sensor systems that can operate in the presence of high temperatures, 
corrosive media, and/or high radiation hold great promise for harsh environment applications. They 
would reduce weight, improve machine reliability and reduce cost in strategic market sectors such as 
automotive, avionics, oil well logging, and nuclear power. This paper presents a review of the recent 
advances in harsh-environment MEMS and NEMS sensors focusing on materials and devices. Special 
emphasis is put on high-temperature operation. Wide-bandgap semiconductor materials for high 
temperature applications are discussed from the device point of view. Micro-opto mechanical systems 
(MOEMS) are presented as a new trend for high temperature applications. As an example of a harsh 
environment MOEMS sensor, a vibration sensor is presented. Copyright © 2007 IFSA. 
 
Keywords: MEMS, NEMS, MOEMS, Sensors, Harsh Environments, Fabry-Perot Interferometry 
 
 
 
1. Introduction 
 
Micro and nano electro mechanical systems (MEMS and NEMS) have emerged as a technology that 
integrates micro/nano mechanical structures with microelectronics, mainly for sensing and actuation 
applications. Silicon-based MEMS technology has enabled the fabrication of a broad range of sensor 
and actuator systems. These systems are having a great impact in areas that benefit from 
miniaturization and increased functionality. They have been commercialized for applications such as 
ink jet printing, crash sensing, and optical projection to name a few. The main advantage of silicon-
based technology is the possibility of integration with microelectronics. A great deal of attention is 
being drawn to the development of integrated MEMS and NEMS to produce smart devices and 
systems. In automotive or aerospace for example, a misfiring cylinder has a negative impact on the 
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health of the engine and the emissions control. When a cylinder misfires, the remaining cylinders 
operate at abnormally higher loads resulting in excessive cylinder pressure levels, overheating, knock, 
pre-ignition, and severe engine damage. Misfire is also accompanied with high emissions of unburned 
hydrocarbons and CO. Smart MEMS sensors capable of operating “in cylinder”, where the 
temperatures are around 400 °C for automotive engines or up to and above 900 °C for gas turbine 
engines, could continuously monitor the combustion quality of the cylinders of automotive engines 
reducing emissions and improving fuel economy. However, the mechanical and electrical properties of 
silicon (Si) limit their application in harsh environmental conditions. When the environment 
temperature is too high (>180 °C), conventional microelectronics suffer from severe performance 
degradation [1]. Hence, they must reside in cooler areas or be actively cooled. The additional 
components such as longer wires, extra packaging and/or bulky expensive cooling systems, add 
undesired size and weight to the system, which at the same time impact the overall reliability of the 
system. They also require extra supply voltage, which is undesirable for HT applications where power 
source is very limited. It is then clear that further development, in terms of new MEMS/NEMS 
materials (including new functional layers such as piezoelectric films) and/or new technologies, is 
needed to minimize these difficulties. This is especially important where high temperature capability is 
crucial to realizing improved electronic control and reducing weight. 
 
Silicon carbide (SiC) [2, 3] and group III nitride device technologies [5, 6] are promising for smart 
MEMS/NEMS sensors operating in harsh environments. In the past decade, tremendous progress has 
been made in the growth of single crystal SiC wafers and epitaxial growth of crystalline SiC layers on 
Si and/or SiC wafers [2, 10-15]. However, SiC wafers are not (yet) suitable for MEMS and NEMS, as 
micromachining of these wafers is still a challenge [2-4]. Issues such as high mechanical stress, 
deposition uniformity and low etch rates need to be tackled before high-quality SiC structural films 
can be produced [3]. In addition, the affinity of SiC to form carbides and/or silicides by reacting with 
metals at temperatures above 600 °C affect metal contacts degrading the performance of SiC MEMS 
and NEMS sensors [4]. Furthermore, very little is known about the elastic behavior and long-term 
stability of SiC micro- and nano-structures at elevated temperatures. Hence, despite the obvious 
benefits of using SiC for the development of MEMS and NEMS for harsh environments, there are still 
many hurdles that have to be overcome before it becomes appropriate for manufacturing and can be 
used reliably in commercial applications [2, 3]. Group III nitrides are beneficial as piezoelectric 
functional components for high temperature operation. For example, Aluminum nitride (AlN) 
preserves its piezoelectric properties up to 1150 °C [5] and gives the opportunity of building up on-
chip smart systems with a high degree of processing control. However, only a few reports exist about 
such applications [6] and despite of all the progress made in the last few years, they still cannot be 
used for integrated MEMS or NEMS devices. 
 
Remote sensing through optical signal detection has major advantages for safe signal transmission in 
harsh environments. It is highly resistant to electromagnetic interference (EMI) and radio frequency 
interference (RFI) and at the same time, it eliminates the necessity of on-board electronics, which has 
been one of the main obstacles in the development of smart MEMS sensors for high temperature 
applications. An economical way to deal with higher temperatures and other aggressive environmental 
conditions is to build MEMS sensors out of robust materials (e.g. Si, Silicon nitride, SiC) and integrate 
them with optical signal detection techniques to form MOEMS [7-9]. For instance, Fabry-Perot (FP) 
microstructures have been used to meet the demand of MEMS sensor systems for harsh environments 
[7, 8]. In this combination, the small and precise size of the sensing elements offers considerable 
flexibility in choosing the response range and sensitivity of the final sensors. Optical technology has 
also been used to power a wireless telemetry module for high temperature MEMS sensing and 
communication [9]. In this paper, we review the current status and the main obstacles in wide bandgap 
semiconductor devices and microsystem components for MEMS and NEMS. We also highlight recent 
advances and trends in MOEMS sensors in the context of using them for high temperature 
applications. The use of Fabry-Perot microstructures for the development of a new MOEMS 
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displacement sensor for high temperature applications is discussed. Analysis, modeling and 
experimental results are presented to show their sensitivity and accuracy. 
 
 
2. Silicon Carbide Semiconductor Devices 
 
SiC is the most mature and the only wide bandgap semiconductor that has silicon dioxide as its native 
oxide [10]. This allows for the creation of metal oxide semiconductor (MOS) devices. The outstanding 
material and electronic properties and chemical inertness of SiC make it a leading candidate for 
MEMS and NEMS in a variety of harsh conditions [2, 10-17]. Regarding its material properties, SiC 
has a knoop hardness of 2480 kg/mm2 compared to that of silicon (850 kg/mm2) [12]. In addition, SiC 
has a Young’s Modulus has a Young’s Modulus of 700 GPa, as compared to Si (190 GPa) [11a] or 
other wide bandgap semiconductors such as Gallium Nitride (295 GPa) [13] and AlN (310 GPa) [5]. 
When compared to silicon, SiC has a larger bandgap (2.3-3.4 eV), a higher breakdown field  
(30x105 V/cm), a higher thermal conductivity (3.2-4.9 W/cm K), and high saturation velocity (cm/s) 
[12]. Piezoresistive- and capacitive-based sensors are among the most widely used SiC MEMS and 
NEMS sensing mechanisms. 
 
 
2.1. Piezoresistive-Based Sensors 
 
The piezoresistive effect in SiC has been used for pressure, force, and acceleration sensors. In general, 
the piezoresistivity for wide band-gap semiconductors is comparable to that of Si but they can operate 
at much higher temperatures. However, the contact resistance variation at elevated temperatures can be 
indistinguishable from the piezoresistance change [16]. In addition, SiC has a relatively low gage 
factor (30 compared to 90 of Si [11]) which decreases the sensitivity of the sensors as the temperature 
increases. Okojie et al. [13] developed a piezoresistive pressure transducer which was made of 6H-SiC 
piezoresistors on a 6H-SiC substrate. The sensor was tested up to 600 °C and 200 psi but due to the 
significant decrease of the gage factor at high temperatures, the output of the transducer required a 
temperature compensation scheme above 400 °C. More recently, Wu et al. [14] developed bulk 
micromachined pressure sensors for HT applications using polycrystalline and crystalline 3C-SiC 
piezoresistors grown on a Si substrate. The piezoresistors fabricated from poly-SiC films showed - 
2.1 as the best gauge factor and exhibited sensitivities up to 20.9-mV/V psi at room temperature. 
Single-crystalline 3C-SiC piezoresistors exhibited a sensitivity of 177.6-mV/V psi at room temperature 
and 63.1-mV/V psi at 400 °C. Their estimated longitudinal gauge factor along the [100] direction was 
estimated at about -18 at room temperature but dropped to -7 at 400 °C. Atwell et al. [15] developed a 
bulk-micromachined 6H-SiC piezoresistive accelerometer for impact applications. The accelerometer 
was tested up to 40,000 g. Sensitivities ranging from 50 to 343 nV/g were measured for differing 
sensing elements but non-linear behavior was observed over the shock range relative to a commercial 
accelerometer (with sensitivity of 1.5 µV/g). 
 
 
2.2. Capacitive-Based Sensors 
 
Capacitive-based sensors have also been used to sense pressure, force, acceleration, and flow rate. 
They are attractive for HT applications because the device performance is not susceptible to contact 
resistance variations but they exhibit performance degradation due to the wiring parasitic capacitances 
and test setup. SiC capacitive sensors are mainly used for pressure sensing and they are mainly 
fabricated using bulk-micromachining techniques. Young et al. [16] developed a single crystal 3C-SiC 
capacitive pressure sensor fabricated on a silicon substrate. The sensor demonstrated sensing 
capabilities up to 400 °C and was tolerant of contact resistance variations. However, it exhibited 
different responses at different temperatures of operation, which was attributed to trapped air inside the 
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cavity and thermal mismatch. A promising approach to pressure sensing in corrosive environments 
was developed by Pakula et al. [17] using post-processing surface micromachining. The sensing 
membrane was fabricated in low-stress PECVD SiC. To avoid problems related with wiring parasitic 
capacitances, the sensor was integrated monolithically to a CMOS readout circuit. The sensor showed 
stable behavior from 10 mbar up to 5 bar. 
 
 
3. Optical MEMS Sensors 
 
Optical MEMS sensors are highly adaptable to harsh environments, can measure displacement, 
pressure, temperature and stress, can be easily incorporated into sensor arrays by using multiplexing 
methods, and are suitable for liquid and gas measurements. In addition, they are highly resistant to 
electromagnetic interference (EMI) and radio frequency interference (RFI) and at the same time, they 
eliminate the necessity of onboard electronics. However, simpler processing techniques and therefore 
lower manufacturing costs are desirable. Moreover, simplification of the sensing elements and the 
fabrication processes will be helpful for their mass production and commercialization. Fiber-Optic 
MEMS and MOEMS sensors are lately being developed for harsh environmental conditions [7, 18-20]. 
 
 
3.1. Fiber-Optic MEMS Sensors 
 
Fiber-optic MEMS are robust, highly resistant to EMI and RFI, and can potentially detect 
displacements on a sub-nanometer scale. However, their performance depends on mechanical–thermal 
noise, photodetector noise, fabrication imperfections, and assembly. From all these, the main 
disadvantage is the need to adjust the optical interrogation system relative to the moving MEMS 
component. Eklund and Shkel [18] demonstrated that the finesse of a Fiber Optic Fabry-Perot MEMS 
can decrease up to one order of magnitude due to surface roughness, curvature or a slight deviation 
from parallelism, thus greatly reducing the resolution of the sensor. Xiao-qi et al. [19] developed a 
fiber-optic MEMS pressure sensor for harsh environments based on Fabry–Perot interferometry. A 
dual-wavelength demodulation method was used to interrogate the sensor and results show that the 
sensor has reasonable linearity and sensitivity within 0.1 MPa to 3 MPa. However, the fabrication is 
complicated and expensive. In addition, misalignments between the sensor and the fiber cause an 
increase of the signal-to-noise ratio due to instability of the reflected signal. To overcome these 
limitations, integration techniques have to be developed which can be either hybrid (e.g. detachable 
connection of optical fibers with sensor heads). Another solution could also be the integration into 
MOEMS employing substrate integrated waveguides. However, one of the disadvantages of these 
waveguides is that leakage losses can be substantial, especially at high temperatures. 
 
 
3.2. MOEMS Fabry-Perot Sensors 
 
Fabry-Perot Interferometric techniques can be easily applied to membranes or cantilevers that, if 
fabricated with robust materials (e.g. Si, silicon nitride, SiC, etc.), can be utilized to develop contact-
free sensor components with high sturdiness in harsh conditions. Compared to sensors that utilize 
optical fibers or multi-chip structures [18, 19], single-chip Fabry-Perot MOEMS sensors do not require 
alignment or sophisticated optical stabilization techniques [7, 8, 20]. In contrast to cumbersome and 
ambiguous fringe-counting optical detection schemes associated with large cavity FP sensors used in 
the literature, the small cavity length of these sensors (2-3 µm) allows small intensity shifts to be 
uniquely related to the relative displacement of the moving mirror. This high resolution results in an 
improvement of functionality, reliability and sensitivity compared to classical fiber-optic sensors, and 
make them ideal for the manufacturing of on-chip smart systems at a minimum cost. 
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Haueis et al. [8] developed a Si-based resonant force sensor packaged with fiber-optic signal detection 
for high temperature operation. An off-chip capacitive detection system was also used to verify the 
operation of the sensor up to 175 °C. The optical detection showed a resolution of the resonator 
deflection to be more than ten times better than the capacitive detection. Wang et al. [20] developed a 
new Fabry-Perot pressure microsensor which has been successfully tested up to 30 psi and 120 °C. 
Over the pressure ranging from 0 to 21 psi, very small cross sensitivity to temperature was observed in 
mid or higher end of the pressure range. However, because of the bridge configuration of the sensor, a 
corrugated diaphragm needs to be used to alleviate both, the signal averaging effect and the cross-
sensitivity to temperature. 
 
 
4. Fabry-Perot MOEMS Sensor for High Temperature Applications 
 
We have developed the MOEMS Fabry-Perot displacement sensor (MFPD) shown in Fig. 1 that is 
suitable for high temperature applications and can be easily integrated with standard Si 
micromachining. Details on the development and fabrication were presented in Ref. [7]. The MFPD 
consists of a cantilever beam fabricated in low-stress LPCVD silicon nitride. The cantilever beam 
forms the top mirror of the Fabry-Perot interferometer while the silicon substrate below provides the 
bottom mirror. As shown schematically in Fig. 4, the two mirrors form an optical microcavity for a 
monochromatic laser beam incident at the top. For this cavity arrangement, the total interferometric 
light back-reflected depends on the height of the optical microcavity at the location where the laser 
beam is directed (spot). When the substrate vibrates, there is a relative deflection of the beam with 
respect to the substrate and hence a change in the microcavity height. If the mechanical characteristics 
of the device are known, the amplitude of the substrate motion can be calculated by measuring the 
back-reflected light. 
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Fig. 1. Fabry-Perot MOEMS displacement sensors with a fundamental 
resonant frequency of ~ 45 kHz [7]. 

 
 
To the best of our knowledge this MFPD sensor is the first surface micromachined Fabry-Perot in the 
literature that employs a single layered cantilevered structure together with a new extrinsic intensity-
modulated optical interrogation method based on the reflectance of the device (and not the 
transmittance) to measure displacement in high temperature environments. Cantilever beams have 
advantages over bridge structures because the lowest natural frequency is 16 % of a bridge with the 
same dimensions, allowing measurement of lower frequencies. Also residual stresses do not 
significantly affect the resonant frequency of cantilevers [21], but do change the resonant frequency of 
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a bridge operating at high temperatures [22]. In addition, they eliminate problems due to stress-
stiffening effects and variation of the optical path length due to coupled photo-elastic and thermal-
optical effects, all of which are critical to the successful realization of sensors for high temperature 
applications. 
 
 
4.1. Optical Signal 
 
The optical microcavity of the MFPD corresponds to a Fabry-Perot in reflectance and its optical 
response is given by the power reflectance, R, of the top of its surface [7]. Assuming no variation in 
the top mirror thickness (t) or the relaxed cavity height (h), R is only a function of the top layer 
thickness and the time-dependant air cavity height at the location of the laser beam spot. Fig. 3 shows 
the power reflectance of the MFPD as a function of the relaxed air gap height (dotted curve). This 
function was obtained from the optical signal shown in Fig. 2, measured for the MFPD type A shown 
in Fig. 1, vibrating at a frequency of 62 kHz, and fitted to the AC component of the theoretical power 
reflectance model described in detail in Ref. [7] with h, δr, and t1 as the fitting parameters. As it can be 
easily observed, the function is periodic (period λ/2) and represents the optical transfer function of the 
microcavity of the sensor. 
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Fig. 2. Measured interferometric optical signal from the MFPD cantilever beam A (Fig. 1) vibrating at an 
amplitude of the relative displacement of ~143.8 nm and fitted to the theoretical power reflectance. 
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Fig. 3. Reflectance of the MFPD type A shown in Fig. 1 as a function of air gap height. 
 
 
The total displacement of the beam with respect to the substrate is indicated by the solid line. The 
fitted values of h and t1 are within ~3.3 % and ~1.5 %, respectively, of the measured values listed in 
Table 1. The static air gap height at the location of the laser beam spot defines the operation point of 
the sensor which in this case is very close to the point of maximum slope or maximum sensitivity of 
the transfer function [7]. Motions as small as tenths of nanometers can be resolved using this new 
extrinsic intensity-modulated optical interrogation method. 
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Table 1. Summary of measured parameters for the Fabry-Perot MOEMS displacement sensors shown in Fig.1. 
 

Beam Type Length 
(µm) 

Width 
(µm) 

Etch-Hole 
diameter (µm) 

Air Gap @ 
spot (µm) Spot Location (µm) 

A 122.5 4.25 - 2.84 5 
B 119.6 8.17 - 2.66 17.5 
C 123.5 9.31 3.92 2.60 17.5 
D 118.5 13.39 5.56 2.62 22.5 

 
 
4.2. Frequency Response 
 
The experimental setup used for the determination of the frequency response of the MFPD sensors was 
described in Ref. [7] and it is presented schematically in Fig. 4. The optical measurement system 
detects the interferometric optical signal coming from the vibrating Fabry-Perot structure and 
transforms it into an electrical signal. This electrical signal is then processed to determine the relative 
deflection of the top mirror with respect to the bottom mirror of the MFPD at the frequency of 
excitation. The MFPD frequency response is determined by repeating this sequence for the different 
frequencies in the range of interest. 
 
 

 
 

Fig. 4. Schematic of the optical setup for the measurement of the interferometric 
back-reflected light (MFPD sensor shown as mounted). 

 
 
The experimental frequency response of all the MFPD cantilever beams listed in Table 1 and measured 
using the technique described above are shown in Fig. 5. These measured frequency responses were 
measured using a 10 nm amplitude harmonic excitation. The tests were performed at atmospheric pressure  
(14.7 psi) and room temperature (23 °C). Their average fundamental frequency is 43.5 ± 3 kHz and their total 
viscous damping factor (mode 1) vary from 0.19 to 0.3. Also shown in this figure are these responses fitted 
to the analytical vibration mechanical model with the resonant frequency (f) and the total viscous 
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damping factor (ζ) as fitting parameters. The excellent agreement between the experimental 
measurements and the analytical mechanical models suggests that air viscous damping is the dominant 
source of dissipation for these structures. For details in the analytical modeling the reader may refer to 
Ref. [7]. Furthermore, by decoupling the effects of squeeze-film and airflow damping, an array of 
MFPD microsensors will allow for the simultaneous detection of pressure and temperature in addition 
to displacement [22]. The primary means of viscous damping differentiation is the dependence of the 
viscosity and density of the air on temperature and pressure. By microfabricating an array of MFPD 
structures with different geometries, the air viscous damping effects can be modeled based on the 
height of the microcavities, resonant frequencies, and temperature and pressure of operation. Thus, 
successful decoupling of the damping coefficients will result in a sensitive sensor array capable of 
measuring both temperature and pressure in addition to displacement. Experimental verification of the 
use of the MFPD as a multifunctional sensor is underway. 
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Fig. 5. Measured and fitted frequency response for all MFPD sensors listed in Table 1 [7]. 
 
 
4.2. Temperature Dependence 
 
The mechanisms leading to temperature dependence of the MFPD frequency response are mainly due 
to (1) shift of the resonant frequency arising from the variation of the Young’s modulus, density and 
coefficient of thermal expansion of the SixNy film (2) variation of the take-off angle of the beam 
curling due to induced uniform stress (3) variation of the viscous damping coefficient due to variation 
of the density and the viscosity of the air, and (4) changes of the optical path lengths due to the 
coupled thermal-optical and photo-elastic effects [7]. 
 
For the MFPD type A depicted in Fig. 1, a variation of temperature from 23 °C to 600 °C causes a drift 
in the fundamental resonant frequency of about 6.1 %, which is much less than the 20 % drift reported 
for bridges in Ref. [23]. For the same MFPD, the take-off angle is ~5.7 mrad. Neglecting the effects of 
stress gradients, the same temperature change produces a variation in the take-off angle of ~0.38 mrad. 
This variant decreases the air gap height at the spot location by about 43 nm moving the point of 
operation of the sensor about 1.3 % and hence, decreasing the sensor’s optical sensitivity [7]. 
However, if the temperature of operation of the sensor is known, both these effects can be corrected 
for. 
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Another mechanism that leads to sensor temperature dependence is the air viscous damping which 
depends on the viscosity and the density of the air, both of which are dependent on temperature. Fig. 6 
shows the variation of the air viscous damping as a function of temperature for the FPMOD type A for 
the first two modes of vibration and at atmospheric pressure. It can be seen that the variation in viscous 
damping for a temperature varying from 23 °C to 600 °C is ~0.14. This corresponds to a decrease in 
relative displacement of ~2 and hence, a decrease of sensor sensitivity around the fundamental 
resonant frequency. However, the same variation of temperature only corresponds to a small variation 
of the optical path length (around 2.27 nm) due to the coupled thermal-optical and photo-elastic 
effects. Fig. 7 shows that the effect of the temperature is less significant if the point of operation is 
close to the point of maximum sensitivity [7]. 
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Fig. 6. Calculated temperature dependence of the total air viscous damping 
coefficient (n = 1, 2) for MFPD type A. 

 
 

2600 2800 3000 3200
0

0.05

0.1

Air gap [ nm ]

600°C
23°C

h = 2.86µm

R
 [V

ol
ts

]

 
 

Fig. 7. Shift of the optical transfer function of the MFPD type A due to 
the temperature dependence of the optical path length. 

 
 
The above results show that the sensitivity of the MFPD at high temperatures is mainly influenced by 
the effects of the thermally induced stress and the air viscous damping. Thermally induced stress can 
shift the operation point of the sensor, thus affecting the optical sensitivity, but it has a small effect on 
the variation of the optical path length. The significant effect that the temperature has on the air 
viscous damping reduces the overall sensitivity of the sensor, especially in regions around the 
fundamental resonant frequency. However, if the temperature is known, both of these effects can be 
compensated. A temperature-controlled sensor chamber is being designed to measure the effect of 
temperature in the frequency response of the MFPD cantilever beam at high temperatures. 
 
Compared to standard interferometric techniques for the measurement of displacement (e.g. 
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stroboscopic and laser Doppler interferometers), the MFPD sensor needs neither a reference arm nor 
sophisticated stabilization techniques. Fig. 6 and Fig. 7 show that the power reflectance of the MFPD 
is a very sensitive measure of the air gap height. Using the solid MFPD cantilever beam type A, 
relative displacements as small as 0.139 nm Hz were measured [7]. Furthermore, the small size of the 
sensor, the materials in which it can be built, and its simple construction make it suitable for on-chip 
integration and ideal for high-temperature applications. Though the optical detection of the frequency 
response of the MFPD cantilever beam has been implemented for a bare sensor, our experimental 
results demonstrate the accuracy of the optical interferometric readout on the determination of the 
frequency response of any free standing micromechanical device at the wafer level. The very simple 
configuration offered by this optical interferometric system is being considered in the future for 
integration in the sensor package. 
 
 
5. Conclusions 
 
We have reviewed recent advances in MEMS sensors for harsh-environments focusing on fabricated 
devices. SiC and group III semiconductor materials such as AlN, are an excellent candidate for the 
development of MEMS and NEMS for harsh environments. The excellent physical properties of 
particularly SiC enables its operation in harsh environments (e.g. high temperature, high pressure, high 
g, radiation and biological or chemical corrosive media). Piezoelectric properties of AlN, and good 
optical properties of robust materials such as SiC and silicon nitride may allow the improvement of 
functionality, reliability and sensitivity of classical sensors giving the opportunity of building up on-
chip smart systems with a high degree of processing control. The review of different SiC sensor 
technologies shows unambiguously that although all necessary technology steps are well developed for 
the fabrication of SiC based MEMS devices, major problems such as reliability, packaging, wiring, 
and integration issues have to be overcome before they can be manufactured and used reliably in 
commercial high temperature applications. 
 
The adaptability, resistance to EMI and RFI and high sensitivity make MOEMS sensors ideal for 
applications in harsh environments. In the past few years, much progress has been made in the 
development of simpler processing techniques and simplification of MEMS sensing elements. A new 
Fabry-Perot MOEMS displacement sensor for HT applications was presented. Results show that the 
small influence of high temperatures on the sensitivity of this sensor offers advantages in terms of size, 
cost, and operation in high temperature applications. In addition, by microfabricating an array of 
MFPD structures with different geometries, successful decoupling of the damping coefficients will 
result in a sensitive sensor array capable of measuring both temperature and pressure in addition to 
displacement. Finally, the simple configuration of the optical detection system makes it ideal for 
integration in the sensor package. 
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Abstract: In modern medicine the role of prevention and prediction is acquiring an increasing market 
share, due to augmented awareness and interest of the population toward these issues, and to the 
recognition by public bodies that investing on prevention will be the only mean to afford economical 
sustainability in the future. 
 
Prediction must rely on the dynamic collection of several personal information, not only about the 
physical condition of the individual, but also about his/her behaviors and the environmental conditions. 
 
Prevention will increasingly imply the ability to modify the detected behaviors. However, monitoring 
these parameters and acting in response to undesired conditions requires a constant presence in 
people's everyday life. 
 
The target population for these services is healthy people that possibly won't spend too much in terms 
of time or money in invasive or costly solutions. For these reasons, we foresee an emerging role for 
sensing and actuation technologies able to provide miniaturization, pervasiveness and low costs. 
Copyright © 2007 IFSA. 
 
Keywords: Prevention, Preventive medicine, Predictive medicine, Environmental monitoring, 
Personal monitoring. 
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1. Introduction 
 
In modern medicine the role of prevention and prediction is acquiring an increasing market share, on 
one side due to augmented awareness and interest of the population toward these issues, on the other 
due the recognition by public bodies that investing on prevention will be the only mean to afford 
economical sustainability in the years to come. To be effective, prediction must rely on the dynamic 
collection of several personal information, not only about the physical condition of the individual, but 
also about his/her behaviors and the environmental conditions in which such behaviors are enacted. 
Prevention will increasingly imply the ability to modify the detected behaviors, actuating both on the 
environmental conditions and the people life styles. However, monitoring these parameters and acting 
in response to undesired conditions requires a constant presence in people's everyday life. 
 
This article will provide an overview of the actual trends in preventive and predictive medicine, to 
allow the reader to understand the potentialities that the healthcare market offers for the sensors and 
transducers industry. 
 
Then a model of the individual as a complex and dynamic entity will be proposed, divided in 
exogenous and endogenous determinants of the individual’s health status, as a rationale to explain also 
the complexity of monitoring the individual’s vital sign, his daily activities and the environments he 
lives in. 
 
Finally some application scenarios taken from the Angel [1, 2] European research project will be 
presented. 
 
 
2. Prevention and Prediction in Modern Medicine 
 
The modern medicine, in addition to its traditional action fields in the cure and rehabilitation, is more 
and more oriented toward the development of a preventive and predictive medicine, and the therapy 
evolves rapidly from a generalized therapy practice to a personalized therapy practice. 
 
This important change of perspective answers to the aspiration toward health protection and a more 
efficient and effective diseases care. These goals are more and more concrete, thanks to the 
innovations in the biomedical research, in particular in the genetic sector. Indeed, the comprehension 
of the molecular mechanisms at the base of the diseases and the mechanisms of transmission of the 
genetic heritage, environmental factors and reaction to drugs allows more and more to pursue three 
important objectives: 
 
1. Definition of the diseases risk factors in healthy people; 
2. Adoption of lifestyles (with particular reference to nutrition, to life and job environments and to the 

correct use of the right devices for mental and physical exercises) that allows, on a personalized 
base, to avoid the rise of diseases in healthy people, but genetically predisposed (primary 
prevention), and also to avoid the rise of complications in ill people (secondary prevention). It is 
known nowadays that extra-genetic factors (lifestyle, environment, nutrition…) can influence for 
more than 50% in avoiding the diseases; 

3. Personalization of the therapy on the basis of the major or minor probability of the response to the 
therapy itself of different persons, affected by the same pathology. 

 
“The Health Systems must nowadays face the commitment to maintain and improve their capacity of 
offer, performances and services, based on efficiency criteria, effectiveness and quality to lower the 
costs of the system and to maximize the added value.”[3] 
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The national health expenditure is raising quickly all around the world: the incidence on the Gross 
Domestic Product is 9% for Europe and 14% for USA, and the increase of just the hospitals costs from 
1989 to 1996 has been of 246% for Germany, 213% for France, 170% for UK and 150% for Italy[3]. 
These trends are bringing a serious crisis in all national healthcare systems. 
 
The improvement of the diagnostics technologies allows a more and more accurate, personalized and 
complete definition of the individual risk profile and of the most effective therapeutic conditions or 
lifestyles. This knowledge must be available to the person during his daily life. 
 
Convergence of the Information and Communication Technologies always sustained by the 
multimedia information digital management and by the Internet, makes increasingly available and 
convenient a lot of communication “channels” able to reach the person. The digital terminals, the big 
and complex computers of some years ago, are more and more present in our daily life, are 
miniaturized, can be held in one’s pocket, and are embedded in every kind of device that we use, 
making everything digital and interactive: the mobile phone, the television, the radio, music players, 
displays (embedded by now everywhere, from the household appliances to the car, from the 
supermarket carts to the vending machines, from the digital kiosk in the shops, work place, schools 
etc.). We live in an ecosystem of terminals and devices, personal or shared that ensure and will ensure 
more in the future, a continuous connection to access and share information, multimedia messages, 
texts, audio, images, movies, etc. 
 
Together with the terminals, a fast evolution has been registered also in: 
 
• the graphics of multimedia quality of the interfaces, that makes simpler, more intuitive and more 

user friendly the use of these technologies; 
• the quality and spreading of digital devices, supplied with a wide collection of sensors, both of 

medical nature and, more in general, connected with the person and his activities in the daily life, 
with lower costs, more and more “invisible”, and in constant communication through wireless 
connections. 

 
At the same time, knowledge management information technologies allows to store, extract and 
distribute information and multimedia contents that are rich, complex and personalized. The contents 
are automatically filtered, assembled and distributed considering the addressee’s characteristics and the 
interests (the user profile), the relevance of the concepts (semantic engines, information extraction 
systems), and the coherency with the context in which the person is acting (through the data coming 
from sensors on the person or in the ambient). In a word our life style, for what concern information 
access, is more and more individual and digital: we are immersed in environments able to interact with 
us and helping us to select, among a lot of available information, the ones that are specific, suitable 
and useful for us in that moment. This context creates progressively optimal condition that allows the 
citizen the access to relevant and comprehensible information about everything regarding his personal 
wellness and so to raise the individual awareness. 
 
 
3. Complexity of the Individual 
 
The “person” as an entity, is much more complex than a set of data stored in a database. It is defined 
not only by its personal data, personal history, and family history, but also by his culture, his behaviors 
and his choices in everyday life. The lifestyle is chosen by the person on the basis of his education, his 
attitude to follow certain behaviors and the particular context in which a decision must be taken. 
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In particular, as described in Fig. 1, the individual can be mapped in a 3 dimensions schema: 
 
- Genetic factors: how the person is made-up. In this dimension we can include the real “genetic” 
information that includes for example his attitude toward a particular disease, the metabolism, how the 
body reacts to diets and drug therapies etc. But also in a wider sense all the characteristics that a person 
has since his birth or acquires during his life, like allergies, intolerances, chronic diseases (diabetes, 
heart failure…), etc. 
- Behavior factors: how the person acts. Each person has its own culture, beliefs, education, 
motivation etc, that is the base on which he measures all its experiences and takes daily decisions. 
Lifestyle factors include also how the person is in a particular moment, and it is determined by a lot of 
very variable factors. Let’s think for example to the mood, and how well (better drug compliance, 
better diet compliance…) or badly (anxiety, depression…) it can influence our life. But also the 
quantity or quality of our eating and drinking, the sleeping quality, the physical activity etc. 
- Environment factors: where the person is. The particular context in which a person is can drastically 
influence his health status and risk profile. Many of these factors are out of the control of the person, 
and are determined by the physical and social environment. Several studies investigated how the 
environmental agents can influence the health of a person. For example the temperature and humidity 
in relation to viruses and bacteria diffusion, but also the air conditioning that is a major cause of 
obesity [4], or the light management not only for eye safety, but also for treatments of seasonal 
affective disorders [5, 7] or depression [6]. Besides the physical environment, the individual is 
involved also in daily social dynamics (family, work place, traffic, school, friendships, 
neighborhood …) that can influence directly emotional state too, and so indirectly health status. 
 
 

 
 

Fig. 1. Exogenous and Endogeous determinants. 
 
 
Some of the described factors, that we can call “Endogenous determinants”, are part of the individual 
itself and are taken as fixed, with the only exceptions of the children that are still building their own 
education and culture, and may be at risk for future chronic diseases, but actually healthy. These 
factors can be just acquired from a system and used as a base to provide suggestions and support. 
 
Other factors, that we can call “Exogenous determinants”, are related to the interaction of the person 
with the external world, so his lifestyle, his interaction with the environment or his interaction with 
social groups. On these kinds of factors, it is not only possible to monitor, but also to take some action 
(i.e. helping the person to increase the physical activity with a step counter etc.). 
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The division between exogenous and endogenous determinants is shown in Fig. 1. In the field of the 
“Exogenous determinants”, we can deeper analyze the relation of the individual with the physical 
environment, as described in Fig. 2. In this way five macro categories can be described: 
 
- Air: considering both the air inhaled by the person (in-take) and the air in contact with skin and 
eyes (out-take) 
- Materials: considering both the materials that may enter in some ways inside our body (in-take), 
like detergents, paints etc, and the materials that comes in contact with our body (out-take), like 
furniture, toys, textiles… 
- Products: considering both the products that we eat and drink (in-take) and the products that come 
in contact with our body (out-take), like cosmetics, products for personal hygiene etc. 
- Water: considering both the water that we drink and we use to cook (in-take) and the water that we 
use to wash up (out-take). 
- Spectrum & Bio: these two categories have been merged because they represent all the factors to 
which we are exposed, and most of times they are both outside and inside our body. For example 
electromagnetic waves, radiations, light, acoustic noise, microbes, allergens etc. 
 
 

 
 

Fig. 2. Interaction between the Individual and the Environment. 
 
 
4. Complexity of Monitoring 
 
The above described complexity of the individual is directly mapped in a complexity of the monitoring 
that should be performed over the individual (and over the environments he lives in), in order to 
provide added value services and support to follow healthier lifestyles. 
 
Modern technology allows preventive monitoring and personalized guidance for people to reduce and 
manage their own risk of developing some serious diseases (like cardiovascular and metabolic) and to 
detect disease onset at an early stage. The prevalence of obesity, hypercholesterolemia, hypertension, 
sedentary lifestyle and type II diabetes, which are increasing across Europe at unsettling rates 
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especially among young people, have alarmed and become a matter of major concern for public health 
and health care authorities, health experts, the media and the society. This problem brings up a high 
degree of complexity both in its scientific and technological dimensions, demanding a 
multidisciplinary approach for the definition and development of effective and acceptable solutions for 
a wide range of the public. 
 
The most advanced and innovative interaction technologies are opening new modes and 
communication channels with the user: a) natural interfaces; b) new virtual scenarios or spaces; c) 
collaborative web experiences and peer production & support; d) novel home entertainment enhanced 
devices; e) adaptive smart mobile devices; and f) interactive digital TV, mobile TV and public 
broadcasting systems. 
 
The new monitoring paradigm must rely on the Ambient Intelligence concept. In an Ambient 
Intelligence environment it is a must to provide new innovative interaction and communication 
modalities that relate seamlessly and naturally with the user and react to his needs automatically. The 
risk management environment should include the flavours of a comprehensive, intensive and 
unobtrusive interface that adapts itself learning from the same interaction with the different users. The 
novel concept of ambient intelligence user interface based relies on five principles: a) Multi-modality; 
b) Nomadic behaviour; c) Gradual adaptation; d) Active learning and e) Natural interaction. 
 
In this line, a new approach of developing interfaces that are actively learning must be pursued. This 
means to embed in user interfaces various observation mechanism in order to collect information about 
users’ interaction with the system. Such information can be processed in order to enhance the 
adaptation of the user interface and to anticipate users’ actions, improving continuously the interaction 
between the user and the system. 
 
It is important to build an unobtrusive and non-invasive environment for the individual to perceive that 
the proposed services are part of his normal life, reducing his possible rejection and enabling a wider 
range of possible business models, based on the intensive usage and integration of consumer 
electronics. This means taking profit of the multiple and diverse offers of interaction devices available 
in the market, well-known and appreciated by the target population. 
 
In this new vision of healthcare, it will became crucial to integrate and adapt common consumer 
electronic products (video-games consoles, Digital TV, PC, mobile devices, etc) creating a 
customizable environment that can be configured by the user, just fulfilling a basic set of minimum 
requirements, to fit his needs, preferences and possibilities. 
 
This adaptation of user interaction devices will be done using innovative technologies that improve the 
user experience, such as the use of last generation interactive video game consoles to promote physical 
activity, voice recognition techniques for natural interaction between the system and the user, etc. 
 
The necessity of data collection from the person and from the environments, and the necessity of 
actuation of some action must be matched with the willingness of healthy people of not being invaded 
by complex devices, both in terms of configuration and use. From this, the requirements of 
miniaturization, power saving, seamless interaction, and “invisibility” of the devices, sensors and 
actuators deployed by the system. 
 
In this Ambient Intelligence for healthcare perspective, sensors are seen as personalized consumer 
service enablers, in particular for: 
 
- Food Processing Control (Nutrients & Toxic Agents management); 
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- Food/Beverage Consumption (Nutrients and Energy Intake management); 
- Physical Activity (Energy Consumption and Physical Aging management); 
- Enhanced Interactivity for Multimedia Content Management (Motivation Stimulation and Cognitive 
Aging management); 
- Smart Interactive Toys & Educational Videogames (Education); 
- Indoor Temperature Management  (Metabolism & Green Buildings) and Light Management (Mood 
& Green Buildings); 
- Smart Textile (Physiology, Behaviour, Psychology, Socialization). 
 
The market previsions for the sector of wireless technologies, sensors and MEMS/NEMS actuators in 
healthcare are very optimistic for the next years. The market of wireless technologies in healthcare in 
the US alone was valued in 2005 at USD 1,8 billion and it is expected to grow to reach USD 7,3 
billion in 2010 [8]. If in the analysis we include also the consumer market for healthy people, enabling 
wellbeing services, it became clear what potential the healthcare sector will offer in the near future. 
 
 
5. Application Scenarios 
 
Wireless sensor networks (WSNs), and in particular body sensor networks (BSNs), promise to enhance 
quality of life in common human habitats. In this context, application requirements have a strong 
impact on the WSN architecture, network protocols and even node type and number. The Angel 
project (ANGEL – Advanced Networked embedded platform as a Gateway to Enhance quality of Life, 
FP6 IST-5-0033506, [1]) aims at providing methods and tools for building complex WSN-based 
applications in which functional requirements, security aspects, hardware constraints and network 
interactions are taken into account at early stages of the design flow (Fig. 3). The purpose of the Angel 
project is to develop and implement new methodologies and tools to create such applications. 
 
The use of networking systems in health-related applications is not new [9, 10] and it is one of the 
strategic objectives of the European Framework Programs [11]. However, without a deep investigation 
on the design issues of the involved embedded systems, it may be difficult to develop cost-efficient, 
reliable, secure and scalable applications. 
 
 

 
 

Fig. 3. Angel Platform Usage Scenario. 
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In the Angel project three scenarios [2] highlighting how a WSN (composed both by sensors and 
actuators) can really improve the quality of life have been designed: 
 
1) “Personalized Indoor Environmental Monitoring & Control for wellbeing”: The first scenario 
describe an Ambient Intelligence application, with the house of the user monitored, remotely 
controlled and automatically customized on the user needs and habits. The house is just an example, 
but the Angel platform can be deployed also in workplaces, schools, etc. All the agents around the 
person described in Fig. 2 are constantly monitored by the system that will apply some dynamically 
calculated rules based on the data collected. Indeed, the actuation mechanisms are not static, but will 
be calculated by the system based on the profile and preferences of the user (or of the users) living in 
that environment. 
2) “Post-acute and chronic disease management”: The second scenario highlight how the Angel 
system can impact on the hospitalization costs, reducing the time a patient need to spend in the hospital 
in order to recover for post-acute episodes or for chronic diseases. In the scenario, thanks to a set of 
sensors that the person can wear, some parameters are monitored by the System and eventually (if it is 
the case) also from an operator in a remote Service Centre. The system is able to detect emergency 
situations (i.e. fall detection, heart attack detection…) and is able to communicate the alarm to the 
hospital (both of the problem and of the user position and condition) through a reliable connection. For 
rehabilitation also smart wound dressing sensors are foreseen in order to better monitor the recovery of 
the lesion. This scenario shows how such system can empower the unpaired patients (temporary or 
permanently) to have a normal life. 
3) “Personal wellness and related enabling services”: The third scenario shows how the same 
architecture of the second scenarios can be deployed, with less criticality, also to healthy people to 
enhance the quality of their life. In the scenario a healthy family is described, with two members of the 
family doing regular physical exercises, the son in order to lose weight in combination with a 
prescribed diet, and the father just to improve his physical performances. The two are remotely in 
contact respectively with a physician and a personal trainer that supports them by monitoring their 
exercises. The mother uses the same system, but in order to control her stress level and sleep quality, 
and the environment tries automatically to adapt to create the best condition for her to sleep. Finally 
another application of the system is related to the skin health by monitoring the UV exposure and skin 
humidity. 
 
The scenarios are designed to provide an overview of what the Angel system can do, and the Angel 
platform has been designed in order to support all these service and potentially any other service, 
thanks to its re-configurability, scalability and re-programmability. Some of these applications can be 
found also as a commercial solution, however the innovation of the Angel platform is the creation of a 
unique System able not only to support all these services, but also to allow the design of new services 
in the future, thanks to new sensors and actuators more and more available in the market. 
 
 
6. Conclusions 
 
Sensors, actuators and wireless technologies in general have seen a significant increase of application 
in the healthcare sector in the last years, however most of the potentialities of this sector are still 
unexploited. Recent medical literature and some of the examples we have presented in this article, 
demonstrate the needs to introduce new monitoring and actuation paradigms, in order to fully exploit 
the multidimensional personal profile previously presented to provide personalized support both to ill 
and healthy people. In our vision, in fact, the key for a wider success is to target not only the 
healthcare sector, but also the wellness sector with the same concepts but with solutions designed for 
the healthy people, focusing on miniaturization, pervasiveness, usability and low costs. With the same 
investment will then be possible to reach both the wider consumer market, and the healthcare market, 
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if the ability to adapt the designed solution also to critical situation, assuring the necessary reliability 
and quality of service, is retained. The creation of a unique, customizable, and dynamically 
configurable architecture, able to support a broad range of services, like the one proposed by the Angel 
project, allows the reduction of costs, the speed-up of the time to market and the decoupling of the 
dependencies between sensors/devices producers and service providers. 
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Abstract: ENSCO, Inc. is developing an innovative atmospheric observing system known as Global 
Environmental Micro Sensors (GEMS). The GEMS concept features an integrated system of 
miniaturized in situ, airborne probes measuring temperature, relative humidity, pressure, and vector 
wind velocity. In order for the probes to remain airborne for long periods of time, their design is based 
on a helium-filled super-pressure balloon. The GEMS probes are neutrally buoyant and carried 
passively by the wind at predetermined levels. Each probe contains on-board satellite communication, 
power generation, processing, and geolocation capabilities. 
 
ENSCO has partnered with the National Aeronautics and Space Administration’s Kennedy Space 
Center (KSC) Weather Office for a project called GEMS Test Operations in the Natural Environment 
(GEMSTONE). The goal of the GEMSTONE project was to build and field-test a small system of 
prototype probes in the Earth’s atmosphere. This paper summarizes the 9-month GEMSTONE project 
(Sep 2006 – May 2007) including probe and system engineering as well as experiment design and data 
analysis from laboratory and field tests. These tests revealed issues with reliability, sensor accuracy, 
electronics miniaturization, and sub-system optimization. Nevertheless, the success of the third and 
final free flight test provides a solid foundation to move forward in follow on projects addressing these 
issues as highlighted in the technology roadmap for future GEMS development. 
Copyright © 2007 IFSA. 
 
Keywords: Environmental sensors, Atmospheric profile, Buoyant probe 
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1. Introduction 
 
Originally proposed in mid 2000, the Global Environmental Micro Sensors (GEMS) concept leverages 
technological advancements in micro and nanotechnology for the design and development of a new 
atmospheric in situ observing system. The initial idea was to deploy large numbers (> 10,000) of low-
cost, disposable probes as small as 50-100 microns in one or more dimensions. Miniaturizing the 
electronics and other probe components to dust-sized dimensions was based on realistic projections 
following Moore’s law [1] and recent efforts with so-called “Smart Dust” [2]. At these sizes, the 
probes would have very small terminal velocities and be lightweight enough to pose virtually no threat 
to people or property including aircraft. ENSCO, Inc. has been defining and studying the major 
feasibility issues and enabling technologies for the GEMS system through various internally and 
externally funded projects since 2001. 
 
During the course of a multi-year study on the GEMS system for the National Aeronautics and Space 
Administration (NASA) Institute for Advanced Concepts (NIAC; http://www.niac.usra.edu), the 
original idea to pursue miniaturization of the entire probe toward the micron-size was modified based 
on communication, power, and terminal velocity requirements [3]. First, radio frequency (RF) 
communication with probes of this size is not practical over the distances of at least several kilometers 
because their linear dimensions are too small in comparison with radio wavelengths. Second, power 
generation using solar energy requires areas on the order of hundreds of square centimeters which is 
impractical with dust-size devices. The final design trade-off favoring larger devices was the 
requirement to maximize the time probes remain airborne, which is best achieved using a self-
contained, super pressure balloon filled with helium to make it neutrally buoyant (i.e. with zero 
terminal velocity). Although micro-scale devices could be designed to have terminal velocities less 
than 10 cm s-1, they would still fall out of the air in hours to days depending on the altitude where they 
were released. 
 
When the two-year NIAC phase II project was completed in August 2005, ENSCO began developing 
GEMS prototypes using commercial-off-the-shelf components as part of internal research efforts. In 
January 2006, ENSCO and the National Aeronautics and Space Administration (NASA) Kennedy 
Space Center (KSC) Weather Office responded to a solicitation for dual-use projects implemented 
through the KSC Technology Transfer Office Innovative Partnerships Program (IPP). The project 
funded by the IPP was called the GEMS Test Operations in the Natural Environment (GEMSTONE). 
The goal of the GEMSTONE project was to build and field test prototype probes in the natural 
environment of the Earth’s atmosphere. 
 
The current GEMS super pressure balloons are neutrally buoyant and carried passively by the wind at 
various predetermined levels in the atmosphere with some perturbation in altitude due to internal 
heating/cooling and turbulence. Each probe is self-contained with a power source to provide sensing, 
data processing, geolocation, and communication functions. The probes use one-way RF 
communication with low-earth orbiting satellites which relay data to ground stations. Each probe 
contains a micro global positioning system (GPS) unit for accurate wind velocity measurements and 
micro electro mechanical system sensors for pressure, temperature, and moisture measurements. These 
sensors are similar to the ones used in dropsondes and radiosondes so GEMS probes can achieve the 
same measurement precision and accuracy as commercially available instruments. The measurement 
and communication frequencies can vary within certain limits depending on the specific application. 
 
This paper summarizes key aspects of the GEMSTONE project and is organized as follows. Section 2 
describes the GEMS probe and system engineering while Section 3 focuses on data analysis from 
different laboratory and field tests conducted during the project. Section 4 concludes with a summary 
and roadmap for future system development. 
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2. Probe and System Engineering 
 
2.1. Mechanical Design 
 
The GEMS probe features a helium-filled super pressure balloon that is designed to maintain a 
constant volume when inflated to maximum capacity at sea level pressure. Except for the sensor board, 
the remaining electronics were initially encapsulated within the helium-filled probe shell. The shell is 
constructed by placing two pieces of DuPont MylarTM GL-AE clear film together using Clifton 
Adhesive HSC-2996 heat sealing glue. A plastic valve is affixed to one side of the balloon with a 
combination of heat sealing glue and rubber cement. The seams are then heat rolled and pressed to 
meet glue manufacturer’s suggestion of 180 - 240 oC cure temperature. Gore and Tetra designs were 
considered where multiple pieces of material are attached in an overlapping fashion and then sealed at 
the top and bottom. However, a face-to-face design was chosen to minimize the number of seams (and 
potential failure points) as well as lower weight requirements. 
 
When inflated the balloon is pumpkin-shaped measuring ~1.2 m in width by ~0.6 m in height. Initial 
tests showed that when the electronics were housed within the balloon, the probe was prone to leaking 
at the seam where the sensor cable passed through shell material. Therefore, the decision was made to 
place the electronics below rather than inside the balloon. This design modification maintains the 
integrity of the helium-filled probe but still protects the electronics from water. The electronics are 
attached to the bottom of the balloon using a separate piece of shell material with adhesive after 
inflation and prior to launch (Fig. 1). The antenna boards are positioned at the edges of the material 
and secured from slipping below the electronics package which would obstruct them from transmitting 
and receiving signals during flight. The sensor board and cable pass through a small opening in the 
extra shell material so that they are suspended 2-3 cm below the probe and exposed to the free 
atmosphere during flight. 
 
Based on buoyancy calculations, the balloon can lift a 170-gram payload when fully inflated with 
helium at sea level pressure and temperature in east central Florida. The level of neutral buoyancy can 
be adjusted using an approximate density profile from a nearby radiosonde to estimate the changes in 
lift with increased mass. During flight, the level of neutral buoyancy is expected to vary several 100 
meters due to horizontal/vertical variations in air density and radiative heating/cooling of the helium 
inside the balloon. 
 
 

 
 

Fig. 1. The GEMS probe prior to deployment for the first successful free flight test. Note the electronics 
mounted on the bottom of the probe with the sensor board hanging below the balloon. 
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2.2. Electronics Design 
 
The electronics package for the GEMS system was designed to be very modular so that hardware 
and/or software capability could be easily added or removed depending on changing requirements and 
applications (Fig. 2a). The sensor board has been configured as a switch to activate the electronics 
once it is plugged into the system. As soon as the electronics are powered up, the system will transmit 
data at pre-determined time intervals that are software configurable. Each board has a male-female 
vertical connector that allows the electronics system to be stacked (Fig. 2b). A thin ribbon cable 
connects the microcontroller board to the sensor board. This cable is passed through the MylarTM shell 
material. When completely assembled, the electronics stack weighs ~60 gm with the antenna boards 
and connector cables adding ~40 gm. The total system payload weighs between 130 - 145 grams 
depending on the power source as described in section 0. 
 
 

  
 

(a) 
 

(b) 
 
Fig. 2. (a) Complete GEMS electronics system with 9-volt battery included for scale. The modules shown from 
left to right and top to bottom are the global positioning system (GPS), power, sensor, microprocessor, satellite 

communication (SATCOM), SATCOM antenna, and GPS antenna boards, respectively (b) Complete 
electronics stack assembled including sensor board cable that passes through the shell material. 

 
 
2.2.1. Power System 
 
The GEMS power board was designed to house primary and secondary power systems. The primary 
power source is either a standard 9-volt (9V) battery or a 9V thin film solar panel. The decision to use 
solar cells or batteries depends on requirements for flight duration and time of day as well as frequency 
of data acquisition primarily related to satellite communications. 
 
The secondary power system consists of two rechargeable Powerstream LIR2450 lithium coin cells. 
The batteries are connected in series and supply 7.2 V of backup power during night time and cloudy 
conditions. Two 3.6 V 120 mAh batteries connected in series provide the necessary 5 V required for 
satellite communication (SATCOM) transmissions during cloudy and night time conditions. The coin 
cells are used only in conjunction with the solar panels. A microprocessor controls the coin cell 
recharging circuit. During the day time, the coin cells are constantly charging in order to store energy 
for night time transmission and supply 120 mAh so the system has enough power to transmit for  
5 hours at 15-minute transmission intervals. The solar/coin cell system relies on cycling GPS sleep 
states to conserve power for night time transmission as discussed in section 0. 
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The SATCOM transmissions are not powered directly by the batteries or solar cell but from two super 
capacitors connected in parallel at 5 V and 3.2 Farad (F) capacitance. The super capacitors can source 
up to 10 amps at 5 V for less than a second. This high current output is needed on quick demand from 
the SATCOM module. Tests conducted with a standard, plug-in power supply showed that during 
power cycling, an average of 9 mAh was needed at 15-minute intervals. The current system does not 
employ power cycling due to the GPS module (section 0) and averages 65 mAh during 15-minute 
transmissions. The system can maintain this average current with a 9V battery or solar cells in full sun. 
 
 
2.2.2. Microprocessor 
 
The microprocessor board regulates the GEMS probe and uses a Texas Instruments msp430 
microcontroller. The processor controls the timing, data acquisition, SATCOM, and power cycling. 
Included on the microprocessor board is an operational amplifier to read in the pressure sensor data. 
All other data are acquired through serial communication ports. Additional analog-to-digital 
conversion and control lines have been routed to the sensor board through the ribbon cable. This 
design feature makes it possible to include additional sensors and/or capability on the sensor board. 
The msp430 microprocessor can function at a minimum of 1.7 V. The remainder of the sub systems 
operates at a minimum of 3.3 V. This condition means that the microcontroller will continue to execute 
even if there is insufficient power for these other sub systems. A watchdog timer has been coded into 
system firmware to reset the main program and avoid infinite loops when power to the sub systems 
drops below 3 V. 
 
 
2.2.3. Satellite Communications 
 
The GEMS probe uses the Axonn STX2 satellite transmitter which provides one-way communication 
to the Global Star network. The STX2 module is the largest electronics component with the SATCOM 
antenna and SATCOM boards encompassing 40% of the system weight. The SATCOM module has 
been designed to maximize board space utilizing both top and bottom sides which minimize excess 
board weight. 
 
Data is compressed to meet the 144-bit STX2 single message requirement and sent via serial 
communication to the STX2 module. The STX2 uses 1.5 W of power from the super capacitors for  
1.4 seconds while transmitting the data to low Earth orbiting satellites through a patch antenna. The 
STX2 module is configured to meet factory recommended transmission requirements. Axonn suggests 
that each transmitted message be followed by three subsequent backup messages to achieve >95 % 
transmission rate. Bench top experiments were completed using a configuration of 5-, 10-, and  
20-minute message intervals. Each transmission was accompanied by three backup transmissions as 
suggested by Axonn. Each test was conducted with a power supply, 9 V battery, and solar cells. The 
three backup transmissions yielded over 90% success rate compared to <40% for a single transmission. 
 
 
2.2.4. Geo-location 
 
The GPS receiver board delivers all geo-location data to the microprocessor. The GPS receiver 
acquires heading, speed, position, and altitude data from GPS orbiting satellites. The Navman Jupiter 
30 was chosen for its size, weight and performance characteristics. All tests with the GPS module ran 
the Jupiter 30 continuously to acquire hot start position fixes and did not conserve power using a GPS 
sleep mode. Given the focus on daytime probe demonstrations for the GEMSTONE project, this 
tradeoff does not affect the power cycling but will be important to address for continuous day/night 
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operation in follow-on efforts. Once at the level of neutral buoyancy, the GEMS probe is assumed to 
be a passive tracer moving with the wind. Therefore, the instantaneous GPS-derived heading and speed 
are used to infer horizontal wind velocity. This assumption will not be valid in turbulent flow so it will 
be necessary in the future to average several high frequency GPS measurements as well as account for 
vertical probe displacement in order to retrieve accurate wind velocities under diverse weather 
conditions. 
 
The accuracy of the position, speed, altitude, and heading sent as part of the 144-bit compressed data 
packet along with the Jupiter 30 specifications for the same quantities is shown in Table 1. The current 
compression method clearly sacrifices some accuracy that could be obtained using the full resolution 
measurements from the Jupiter 30. However, the GEMS data record still provides heading and speed 
measurements accurate to 1 degree and 0.5 m s-1, respectively, that is deemed sufficient given the 
current application and stage of prototype development. 
 
 
Table 1. Comparison between the accuracy of GEMS data record and Jupiter 30 manufacturer specifications for 

GPS position, speed, altitude, and heading. 
 

 Position Speed Altitude Heading 
GEMS data record 30 m 0.5 m s-1 10 m 1 degree 
Jupiter 30 specification 2.2 m 0.05 m s-1 0.1 m 0.1 degrees 

 
 
2.2.5. Sensors 
 
The GEMS sensor board is designed to be suspended from the bottom of the balloon. A thin, flat 
ribbon cable is fed though a small opening in the shell material to connect the microprocessor and 
sensor boards. Additional control and data lines have been run to the sensor board through this ribbon 
cable. These extra lines allow for new sensors to be added without having to redesign the sensor board 
or include multiple boards. The sensor board also features a connection where the microprocessor 
could be reprogrammed after assembly as needed to adjust or troubleshoot firmware settings, 
functionality, etc. The sensor package is equipped with an Intersema MS5401-AM analog pressure 
sensor and a Sensirion SHT14 14-bit temperature/relative humidity (RH) sensor. The Intersema 
pressure sensor has an accuracy of +/- 0.3 hPa and an operating range of 0 to 1000 hPa. Future projects 
should explore a pressure sensor with a dynamic range exceeding 1000 hPa to record useful data near 
the ground when the probes are first launched. The Sensirion temperature (RH) sensor has a resolution 
of +/- 0.02 oC (+/- 0.03 %) and a range of -40 oC to 125 oC (1 % to 99 %) as stated by the 
manufacturer’s data sheet. 
 
 
3. Testing and Analysis 
 
 
3.1. Static Outdoor Test 
 
A static outdoor test was designed to identify any biases in the GEMS Sensirion temperature and RH 
sensors over the range of ambient conditions near ground level. A National Institute of Standards and 
Technology (NIST) traceable sensor was purchased from Vaisala to provide accurate validation of the 
Sensirion sensors during a diurnal cycle. Both the GEMS and Vaisala sensors were located 2 m above 
ground level adjacent to the ENSCO’s Coastal Technology Center (CTC) facility in Melbourne, 
Florida. Acquired data were analyzed for any bias over three-day periods during November and 
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December 2006. The validation of the GEMS sensors required placing the sensor board in a louvered 
plastic housing. Such an arrangement exposed both the GEMS and ground truth sensors to the same 
environmental conditions and provided radiation shielding and aspiration. A computer workstation was 
set up to record data from the GEMS sensors. 
 
The diurnal RH tests revealed a bias above 95% and below 65%. As can be seen in Fig. 3a the 
Sensirion RH measurements are low when the Vaisala sensor reports RH above 95% and the Sensirion 
measurements are high when the Vaisala sensor reports RH below 65%. The repeatability of the biases 
suggests that a systematic difference exists between the Vaisala and Sensirion RH sensors. However, 
no such bias is present with the temperature measurements as the two traces overlap for the same 
three-day period in November/December 2006 (Fig. 3b). At the end of the test period on 1 December 
2006, a rain shower deposited water directly onto the Sensirion sensor that was located close to the 
edge of the louvered housing. The wetting of the sensor would account for the increase in humidity 
and decrease in temperature drop relative to the Vaisala measurements. 
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Fig. 3. Results comparing (a) relative humidity and (b) temperature measurements between the Vaisala and 
Sensirion sensors from 29 November 2006 through 1 December 2006 during the outdoor static test at ENSCO’s 

Coastal Technology Center. 
 
 
3.2. Pressure Sensor Calibration 
 
Tests were conducted over a three-day period from 11-13 December 2006 at the NASA KSC 
environmental testing facility. The facility provided access to a 1.2 x 1.2 x 1.8 m altitude chamber. The 
chamber was needed to calibrate both the Intersema pressure and Sensirion temperature/RH sensors. 
The results from the Sensirion sensors are presented below. 
 
The pressure sensors required calibration at multiple values of temperature and pressure to generate 
realistic calibration curves that would be consistent with conditions at various altitudes and 
temperatures. The sensors are based upon a resistive bridge coupled to a flexible membrane that 
deforms as the pressure changes. This deformation is measured as a voltage change across the resistive 
bridge. The sensor is rated for operation from 0 to 1000 hPa so pressures greater than 1000 hPa 
generate a nonlinear response. In order to calibrate the sensors, measurements were taken at eight 
different pressure levels and four different temperatures. Due to limitations of the KSC altitude 
chamber, it was not possible to record the voltage at or near a zero pressure reading. Therefore, the 
zero pressure reading was extrapolated from the data acquired. Fig.4 illustrates the sensor response as 
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a function of pressure. 
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Fig. 4. Intersema pressure sensor calibration data from the NASA environmental test chamber. 
 
 
The temperature in the NASA chamber was varied to measure the thermal coefficient of the resistive 
bridge. Although the pressure variation induced by temperature is small, it still has an impact on the 
pressure as seen from the data spread in Fig.4. The bridge’s thermal coefficient produces a change in 
both the slope (delta) and y-intercept of the pressure data. Since the y-intercept/zero pressure reading 
could not be obtained empirically, an extrapolation was performed. As shown in Fig.4, the spread in 
the data is also not uniform so regression was used to determine the best fit for both the slope and y-
intercept values of the regression line. 
 
The regression yielded excellent results for a linear approximation of slope with a correlation 
coefficient of 0.99 for both sensors. However, the correlation for the intercept was not as high 
especially for sensor 1 although the results are acceptable given the minor correction that the intercept 
actually applies to the pressure calculation (not shown). 
 
 
3.3. Temperature Sensor Calibration 
 
During the pressure sensor calibration process, the Sensirion sensors were also tested to determine 
their accuracy compared with thermocouples placed throughout the KSC altitude chamber. The initial 
plan was to test the sensors from -40 to +40 °C; however, the Sensirion sensors are operationally rated 
at -30 °C and as the temperature descended below -30 °C, the sensors began to fail. The sensor failure 
was due to icing and resumed correct operation once the ice melted. Due to this constraint, the sensors 
were tested from -20 to +40 °C with results of the temperature calibration summarized in Fig.5. 
 
As can be seen from Fig 5, both GEMS sensors performed well from 0 to +40 °C over a wide range of 
pressures with respect to the thermocouple. However, at -20 °C, sensor 2 began to deviate from the 
reference thermocouples by a substantial amount below 500 hPa. This condition worsened as the 
pressure decreased. The presence of water on the surface of the sensor could have caused this 
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degradation. As the temperature was lowered, any water on the surface would have frozen and formed 
a thin ice layer on the sensing element. As the pressure was decreased, this ice could have applied 
stress to the temperature element which would have been interpreted as an increased temperature. 
Further tests would be needed to validate this hypothesis but were not performed since probes 
deployed during any GEMSTONE free flight tests at altitudes of 1-2km would not experience such 
low temperatures or pressures. 
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Fig. 5. Comparisons between two different Sensirion temperature sensors and the KSC altitude chamber 

thermocouple located below the test stand. Data were recorded at four different temperatures over a range 
of pressures from ambient to 200 hPa. 

 
 
3.4. Free Flight Testing 
 
The free flight tests were designed to examine system functionality and robustness in the relevant 
environment, record sensor data, and document SATCOM reliability. Two free flight tests were 
attempted during the last week of March 2007 with little success. Problems with the GPS unit not 
updating position and the balloon having insufficient buoyancy to lift the payload caused premature 
test failures. The initial GPS problem was linked to using the Callisto receiver that was replaced by the 
Jupiter 30 module. 
 
A third free flight test was conducted on 19 April 2007 around mid afternoon using a 9 V battery as a 
power source. For this test, the GEMS probe was released from Melbourne Beach, Florida and traveled 
in a south, southeast direction (~140 degrees) along the coast for more than 7.5 hours with SATCOM 
reliability around 75 %. The GPS data stopped updating near Ft. Pierce, Florida after drifting 
approximately 60 km at average speed of 7 m s-1. The loss of real-time GPS data is likely to have 
occurred when the GPS antenna board came loose and slipped below the main electronics stack 
preventing the GPS module from acquiring any further signals from the satellite constellation. Before 
GPS data were lost, the probe altitude ranged from 470 - 1300 m. The limited data from this first 
successful flight of a GEMS probe are summarized in Fig. 6 and Table 2. 
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Fig. 6. Google EarthTM visual summary of free flight test on 19 April 2007. Data values were entered into the 
Google EarthTM image including temperature (T), humidity (H), speed (Sp), and altitude (Alt). 

 
 
Table 2. Sample data from a free flight test on 19 April 2007 with deployment from Melbourne Beach, Florida. 
 

Time Latitude 
(degrees) 

Longitude 
(degrees) 

Temperature 
(C) 

Relative 
Humidity 

(%) 

Altitude 
(m) 

Speed 
(m s-1) 

14:41 28.00 -80.52 26.2 51.3 10 0.0 
15:16 27.87 -80.48 20.5 49.5 1300 5.1 
16:10 27.75 -80.43 24.1 42.3 770 6.7 
16:51 27.62 -80.35 24.7 43.0 690 6.7 
17:34 27.50 -80.27 21.1 47.8 1130 5.6 

 
 
4. Summary and Roadmap 
 
The GEMS concept leverages technological advancements in micro and nanotechnology for a new 
atmospheric in situ observing system based on an ensemble of self-contained, low cost disposable 
probes. During the course of a two-phase study funded by the NIAC, ENSCO, Inc. and collaborators 
identified the major feasibility issues for the GEMS system and mapped pathways for system 
development in a technology roadmap. 
 
Follow-on work after the NIAC study included prototype development funded by ENSCO and a cost-
sharing project called GEMSTONE sponsored by the KSC Technology Transfer Office. The goal of 
the GEMSTONE project was to build and field-test a small system of prototype probes in the Earth’s 
atmosphere. This paper summarized highlights from the GEMSTONE project that included probe and 
system engineering as well as laboratory and field tests from September 2006 through May 2007. 
 
The current GEMS probe design features a super pressure balloon constructed using MylarTM film that 
is filled with helium to make it neutrally buoyant at different levels in the atmosphere. Once deployed, 
the probe measures temperature, pressure, relative humidity, velocity, and position information using 
micro sensors as it drifts passively with the wind. The electronics system is modular to provide 
flexibility for future capabilities while optimizing board size to minimize weight. An onboard 
microprocessor controls all electronic sub systems which are powered by a combination of small 
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batteries, thin film solar cells, and super capacitors. The data are communicated to ground stations via 
one-way radio frequency (RF) transmissions to low-earth orbiting satellites. 
 
The various laboratory and field tests conducted during the GEMSTONE project were designed to 
characterize the sensor suite, the micro GPS, SATCOM capabilities, and overall system performance. 
Chamber testing was performed to calibrate pressure and temperature sensors. Two free flight tests 
were attempted during the last week of March 2007 but failed due to problems with the GPS unit not 
updating position and the balloon having insufficient buoyancy. The third and final free flight test in 
April 2007 was successful in demonstrating system functionality and robustness in the relevant 
environment including capability to acquire and transmit useful data in real time. 
 
This section concludes with a roadmap for future development efforts that would be required to yield a 
fully functional and reliable prototype system (Table 3). The roadmap covers areas related to sensors 
(dynamic range, aspiration, shielding), SATCOM reliability and coverage, GPS power management / 
cycling and data processing, balloon construction, and electronics miniaturization. Note that not all of 
these issues were discussed in the current paper but are covered in the GEMSTONE final report [4]. 
The successful single-probe flight test provides a solid foundation to move forward and address these 
outstanding issues in follow-on projects. 
 
 
Table 3. Summary of issues, problems, and areas for future GEMS development along with possible solutions 

or recommended courses of action that constitute a technology roadmap. 
 

Classification Issue Solution or Recommended Course of Action 

Sensing Intersema pressure sensor not 
rated above 1000 hPa 

Research other pressure sensors and combine with or 
eliminate current device 

Sensing Sensors not aspirated Complete testing and implementation of aspiration using 
small fans or other methods 

Sensing Sensors not shielded Design and develop mechanical housing for shielding 
sensors – could be integrated with aspiration scheme 

Sensing 
Sensor cable passing through 
main shell material creates 
unacceptable failure point 

Refine the current design for attaching electronics to the 
bottom of the probe or redesign the value to accommodate 
cable pass through. 

Communication Unreliable Global Star 
communications Explore other satellite providers (e.g. Iridium or ARGOS) 

Communication Global Star has limited 
coverage Switch to Iridium or other provider with better coverage 

Geo-location 
Current microprocessor 
firmware not configured to use 
Jupiter 30 GPS sleep mode 

Revise firmware so the GPS unit can use sleep mode to 
conserve power 

Geo-location Currently using instantaneous 
GPS heading and speed 

Revise firmware to average higher frequency GPS 
measurements and account for altitude changes 

Power Continuous and reliable 24-h 
probe operation 

Upgrade firmware, optimize power cycling, and test 
power subsystems 

Flight termination 

Hardware (mechanical 
system) not tested and 
firmware (GPS ‘fence’) not 
implemented 

Complete hardware and firmware modifications, bench 
test, then field test 

Balloon construction Reliability of seams and 
values 

Contract with balloon manufacturing company, optimize 
balloon design, new materials research 

Miniaturization Reduce system mass 
Integrate separate boards, use flexible electronics and 
lighter components, redesign SATCOM hardware or 
choose alternate communication paradigm 
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Abstract: New Surface Acoustic Wave (SAW) sensors for integrated vehicle health monitoring of 
aerospace vehicles are being investigated. SAW technology is low cost, rugged, lightweight, and 
extremely low power. However, the lack of design tools for MEMS devices in general, and for SAW 
devices specifically, promoted the development of SAW Device Models that will enable integrated 
design, simulation, analysis and automatic layout generation. A frequency domain model of the SAW 
device has been created. The model is primarily first order, but it includes second order effects from 
triple transit echoes. This paper presents the model and results from the model for a SAW delay line 
device. Copyright © 2007 IFSA. 
 
Keywords: Modeling, Simulation, Surface acoustic waves microelectromechanical systems, MEMS 
 
 
 
1. Introduction 
 
The lack of integrated design tools for Surface Acoustic Wave (SAW) sensors has led to the 
development of models for these devices. Frequency domain models have been developed using the 
time domain analysis within VHDL [1]. The frequency domain analysis is not sufficient for general 
frequency modeling [2], because the analog extensions to the language use Differential Algebraic 
Equation (DAE) solvers which do not support transcendentals. A similar issue exists in all analog 
extended Hardware Description Languages (HDLs) that use DAEs at this time. In the future, non-
linear and transcendental solvers may be incorporated into a HDL language [3]. 
 
Therefore, to aid in the design and analysis of SAW devices, a SAW delay line model has been 
created. A dynamic simulator was used for this effort because it provides a graphical interface for the 
development of dynamic multi-domain (electrical, mechanical and piezoelectric) simulations. This 
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modeling environment enables both time and frequency domain analysis. Fig. 1 (a) is a diagram of the 
basic SAW delay line used in the model. It calculates the radiation conductance, the acoustic 
susceptance, and the frequency response for the system. The model includes optimization for the 
aperture height. The effects of triple transit echoes have also been included in the model. The model 
outputs plots for analysis and a text file of parameters that are used for automatic layout generation. 
The model allows quick design and analysis of SAW delay line devices, followed by automatic layout 
generation and fabrication. 
 
 
2. Impulse Response Model 
 
The Impulse Response method [4] was used as the basis for modeling the SAW device. This method is 
valid only for transducers where at least one of the two Inter-Digitated Transducers (IDTs) has a 
constant aperture or finger overlap [5]. This modeling technique models both the mechanical and 
electrical behavior of a SAW device and is sufficient for use as a first order model. The model 
calculates the frequency response, the loss of the system, the admittance, and the electrical parameters 
for circuit simulators. This model assumes a constant metallization ratio of 0.5 (equal spacing and 
finger widths). A simple circuit model (Fig. 1 (b)) can be used to convey the basic elements of the 
Impulse Response Model. The figure shows the source voltage and both the source and load 
impedances which are not part of the model. In the circuit model CT is the total capacitance, Ba(f) is 
the acoustic susceptance, and Ga(f) is the radiation conductance. 
 
 

 
(a) (b) 

 
Fig. 1. (a) Basic SAW delay line and (b) the circuit model used in the Impulse Response Modeling. CT is the 

total capacitance, Ba(f) is the acoustic susceptance, and Ga(f) is the radiation conductance. 
 
 
From the Impulse Response model one can calculate the wavelength (λ), and the number of finger 
pairs (Np) using the following equations: 
 
 

0f
υλ = , (1)
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where υ is the acoustic velocity in the media, f0 is the center or synchronous frequency, and NBW is 
the Null BandWidth or fractional frequency. 
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2.1. Radiation Conductance 
 
To begin the discussion on the Impulse Response model, first the variable X is defined as [4]: 
 
 

0

0 )(
f

ffNX p
−

= π , (3)

 
where f is the frequency. The real part of the input admittance is called the radiation conductance. The 
radiation conductance is shaped by the sinc function and is found by [4]: 
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where k is the coupling coefficient, Cs is the capacitance per finger pair and unit length, and Ha is the 
aperture or overlap height of the fingers. The results of equation (4) are normalized by dividing by the 
radiation conductance at the synchronous frequency. 
 
 
2.2. Acoustic Susceptance 
 
The second element of the model is the imaginary part of the input admittance which is called the 
acoustic susceptance. The acoustic susceptance is the acoustic wave modeled as an electrical 
parameter. The acoustic susceptance is found by taking the Hilbert transform of the radiation 
conductance and is given by [4]: 
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Since the acoustic susceptance at the synchronous frequency is zero, the acoustic susceptance is 
normalized by dividing by the radiation conductance at the synchronous frequency. 
 
 
2.3.Admittance and Impedance 
 
The total admittance is found by combining the radiation conductance, the acoustic susceptance and 
the total capacitance [6]. The total admittance is given by 
 
 )2( aTa BfCjGY ++= π  . (6)
 
The total static capacitance (CT) for the IDT is found by multiplying the capacitance per unit length for 
a pair of fingers (Cs) times the finger overlap or aperture (Ha) times the number of fingers pairs (Np). 
 
 T s a pC C H N=  . (7)
 
Impedance matching is often used to reduce reflections in high frequency systems. Inverting (6) yields 
the impedance of the system [4]: 
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2.4.Frequency Response 
 
For SAW delay line devices the frequency response or transfer response is calculated using [4]: 
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where D is the delay between IDTs in wavelengths. 
 
 
2.5.Aperture Optimization 
 
An optimal design must match the IDT resistance (real impedance) to the source resistance. The device 
aperture (Ha) is adjusted so that the IDT design achieves the correct resistance, and reduces the 
reflections caused by impedance mismatches. The following equation is used to optimize the aperture 
in terms of the source resistance (Rin): 
 
 ( )

( )

2

22 2
0

41 1
2 4

p
a

in s p p

k N
H

R f C N k N π

⎛ ⎞
= ⎜ ⎟⎜ ⎟ +⎝ ⎠

, (10)

 
 
2.6.Second Order Effects 
 
The model has been extended to include the second order effect from triple transit echoes. These occur 
when a small amount of signal travels from the receiver to the transmitter and then back to the receiver 
again. The frequency of the signal is ½ f0 and the amplitude is 1/64 of the power of the original [7]. 
The signal is large enough to cause discernable ripples in the frequency response. 
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3. Implementation 
 
The SAW model developed is modular and hierarchical as can be seen in the Impulse Response block 
(Fig. 2). 
 
The input parameters and material constants are contained in the Inputs block. The frequency variable 
is generated in the Inputs block as well. The Aperture value is calculated using equation (10) in the Ha 
Optimization block. The values for all of the variables are calculated in the Calculations block. Within 
the Calculations block (Fig. 3) functions and sub-blocks are necessary for the implementation of 
equations given earlier. The Calculation block also determines the minimum insertion loss, the size of 
the matching inductor and the total capacitance of the IDT. The parameters necessary for fabrication of 
the device are all written to a text file in the Outputs block. 
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Fig. 2. Impulse Response Block. 
 
 

 
 

Fig. 3. Calculations Block. 
 
 
The bulk of the calculations occur in the Frequency Response block (Fig. 4). The ideal frequency 
response is calculated at the top, while the bottom portion is where the triple transit echo (TTE) signal 
is generated. Both signals are summed and normalized before being output. 
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Fig. 4. Frequency Response Block. 
 
 

4. Saw Delay Line Prototype 
 
To demonstrate the model a simple SAW delay line that consists of two identical IDTs was chosen. 
The synchronous frequency is 78.95 MHz. The null bandwidth (NBW) or fractional frequency is 1.5 
MHz. The delay length between the two IDTs is 5 wavelengths. Both the source and load resistances 
are assumed to be 50 Ω, the impedance of the test instrumentation. The substrate is ST cut Quartz, 
selected for its low thermal expansion coefficient at room temperature. The selection of a substrate 
material determines the capacitance per finger pair Cs = 0.503385 pf/cm, the piezoelectric coefficient k 
= 0.04, and the acoustic velocity ν = 3158 m/s for the SAW device [8]. Using these values in equation 
(11) yields an optimized aperture of 1571.0 µm. For this example the wavelength (λ) is 40 µm, the 
finger widths and spaces between the fingers are both 10 µm. The optimal number of finger pairs 
(105), is calculated using equations (1 and 2). 
 
The model generates plots of the frequency response and of both the normalized radiation conductance 
and normalized acoustic susceptance (Fig. 5), using the values for the prototype device. The plots are 
used for analysis of the device design before the device layout is performed. 
 

 
 

Fig. 5. The normalized Radiation Conductance (Gn(f)) and the normalized  
Acoustic Susceptance (Bn(f)) plotted together. 
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After the modeling tools are used to develop a design concept, the parameters from the model are 
written into a file that is used by the Layout Editor tools. Parameterizable library components were 
developed previously that enable automatic layout generation of SAW devices [9] using the Layout 
Editor tools. This process was used to create a layout of the device. The prototype device was then 
fabricated from the layout (Fig. 6). Note that the salient parameters of the design are annotated on the 
layout using the same metal as the fingers. On the layout, H is the height of the fingers, W is the width 
of the fingers, N is the number of finger pairs, A is the aperture height or length of the overlap between 
the fingers, and B is the height of the buss bars. The units for all of the parameters mentioned earlier 
are in microns, the exception is T which is the delay between the two IDTs, and is measured in 
wavelengths. Note the finger length at 1671 µm is 100 µm greater than the aperture height. This is the 
non-overlap length of the fingers and the space between the fingers and the bus bars. 
 
 

 
 

Fig. 6. Prototype device with 105 aluminum finger pairs per IDT, on a ST-cut Quartz substrate. 
 
 
The frequency response of the system is calculated using equation (11) and is plotted in (Fig. 7) along 
with the measured frequency response from a fabricated device. This figure shows that the minimum 
insertion loss for the system naturally occurs at the synchronous frequency. A comparison between the 
calculated frequency response and the measured frequency response demonstrates that the first order 
model captures the main characteristics of the central lobe and the first side lobes. The addition of the 
triple transit echo signal to the model makes the response more accurate and can be seen as the small 
ripple on the top of each lobe. 
 
 
Noise in the measured results has distorted the second and subsequent side lobes. The ripples and 
peaks on the top of the main lobe are caused by second order effects such as internal reflections. 
Extensions of this work will include the addition of more second order effects into the frequency 
response models. 
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Fig. 7. Frequency Response of the SAW Delay line on Quartz ST cut substrate. 
 
 
5. Conclusions 
 
The frequency domain model of a SAW delay line has been created. A dynamical simulator was used 
because it provides a graphical interface for the development of dynamic multi-domain simulations 
and does not exhibit any of the issues found in HDLs, thus allowing both time and frequency domain 
analysis. The model is reasonably accurate for the main lobe and first side lobes of the frequency 
response. In this region it also captures the ripples upon the main signal caused by the second order 
effect of triple transit echoes. The model implemented calculates the frequency response, insertion 
loss, radiation conductance, acoustic susceptance, impedance, total capacitance, and triple transit echo 
signal. 
 
The model was used to analyze a 78.95 MHz device and to determine the optimal parameters so that a 
prototype device could be developed. The device was fabricated and the measured results were 
compared to the model, thus verifying the model’s accuracy. 
 
The frequency domain model of SAW devices that has been developed will allow for quick design, 
analysis and fabrication of prototype SAW devices for aerospace applications such as integrated 
vehicle health monitoring. In the future, frequency domain models that cover more second order 
effects will be developed. These models should allow more accurate modeling of internal and external 
reflections. 
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Abstract: The ability to custom build and integrate novel technologies into functionalized systems is 
the driving force towards the creation and advancement of active coatings systems. Active coating 
systems require the development and advancement of numerous technologies across various energy 
domains (e.g. electrical, mechanical, chemical, optical, biological, etc.). The U.S. Army is attempting 
to take these technologies and implement them into an active coatings system though the Active 
Coatings Technologies Program, thus creating the next generation of coating systems. These 
technologies give one the ability to work at the molecular level, atom by atom, to create large 
structures with fundamentally new molecular organization and yield advanced materials that will allow 
for longer service life and lower failure rates. Novel technologies such as nanotechnology, MEMS, 
meta-materials, flexible electronics, electrochromics, electroluminescence, etc. are key components in 
the development of active and reactive materials for the Army. Copyright © 2007 IFSA. 
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1. Introduction 
 
In our ever-changing world, there is a need for materials that can thrive and survive in an almost 
infinite variety of environments. Most materials are designed to operate in predetermined conditions. 
Such materials are passive and unable to change in response to its surroundings. With advances in 
chemistry, physics, engineering, and other related sciences, these passive materials and coatings can 
and will have the ability to react and respond to their surroundings in real-time. These materials, 
composites, and coatings are actual systems with numerous components or layers integrated together 
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to combine functionality and capabilities, limited only by the current state of the technologies of which 
they are comprised. 
 
The U.S. Army is currently transforming into a lighter yet more lethal “objective force”, all while 
fighting the War on Terror. New technologies and materials are needed to achieve these transition 
goals. New platforms must be deployable, be 70 % lighter and 50 % smaller than current armored 
combat systems, while maintaining equivalent lethality and survivability [1]. To meet the lighter yet 
more lethal requirements of the Future Combat Systems, Army scientists and engineers need to 
capitalize on new technologies and breakthroughs in the scientific arena. Novel technologies such as 
nanotechnology, MEMS, meta-materials, flexible electronics, electrochromics, electroluminescence, 
etc. are key components in the development of active and reactive materials for the Army. 
 
The coatings currently applied to tanks, helicopters, and other weapon systems need to better protect 
their structures and crew since design margins are significantly tighter resulting in lower tolerances 
with regard to material loss/fatigue induced by wear, corrosion, erosion, and battle damage for these 
lighter vehicles. The U.S. General Accounting Office (GAO) estimates that the total cost for 
Department of Defense (DOD) corrosion related problems alone is currently $ 20 billion per year, $ 4 
billion of which is related to painting and de-painting operations [2]. The coatings applied to weapon 
systems today lack the ability to self-correct when environmental conditions and circumstances 
change, and they do not have the ability to alert the user of potential anomalies such as corrosion, 
damage or adhesion problems. 
 
The ability to perform prognostic and diagnostic analyses, in real-time, is a key objective for the DOD. 
Smart coatings, materials, and structures will allow the military to incorporate these advanced 
capabilities while maintaining weight and lethality requirements. The ability to custom build and 
integrate technologies into functionalized systems is the driving force towards the advancement of 
active coatings systems. These systems will assist the U.S. Army in its transition from scheduled 
maintenance to condition based maintenance, saving time and money. 
 
Engineers at Picatinny Arsenal, NJ are addressing the issues of military coatings systems by 
developing coatings capable of collecting, analyzing, managing, and adapting to data from the 
environment in real-time. If an anomaly such as a scratch or degradation from corrosion is detected, 
embedded sensors will analyze the data and initiate a response. The response may result in the coating 
self-healing if a crack exists or the coating’s color patterns may change via electroluminescence and/or 
electrochromics to visually display corroded areas on the tank, if desired. 
 
There have been major advances in the technologies researched and developed under the Active 
Coatings Technologies program. These advances include research into MEMS and Nano devices in 
order to create coating systems that will self correct and identify areas of weakness. These devices will 
be crucial in the coating process; helping the Army move into the lighter realm. Self correcting 
coatings will significantly cut costly repairs by limiting the extent of damage through early detection 
and notification. The research is ongoing and will continue looking at smaller electronics and related 
technologies that will better help the Warfighter. 
 
 
2. Discussions 
 
Nanostructured materials yield extraordinary differences in rates and control of chemical reactions, 
electrical conductivity, magnetic properties, thermal conductivity, strength, and fire safety. The small 
size allows for numerous systems and functions to be incorporated together and embedded into 
materials such as metals, polymers, paints/films, composites, etc. This gives one the ability to work at 
the molecular level, atom by atom, to create smart structures with fundamentally new molecular 
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organization and yield advanced materials that will allow for longer service life and lower failure rates. 
These technologies will allow one to develop customizable coatings solutions to meet military user 
requirements.  
 
Members of ARDEC have assembled a team including university support as well as other military and 
industry representatives. This team is developing multilayered, modular active coatings with numerous 
functionalities such as self-repair, visual display, artificial intelligence, self-management, sensing 
package, and corrosion inhibitors, that can be customized as needed. An illustration of the patented 
Smart Coatings System is depicted in Fig. 1. 
 
For example, an Active Smart Coatings System will be corrosion resistant and consist of embedded 
flexible sensors capable of: 1) collecting data from the current surroundings, 2) processing and 
managing data, and 3) transmitting data real-time to onboard and/ or monitoring sites. When an 
anomaly or defect occurs, the coating or material will alert the user allowing for condition based 
maintenance rather than scheduled based, resulting in cost and time efficient repairs. This transition 
will save the DOD valuable man power, time, supplies, and money. 
 
 

 
 

Fig. 1. Visual Representation of Patented Smart Coatings System (US 7,244,500 B2). 
 

 
There are numerous universities and government agencies working on active/reactive materials and 
active coatings systems. Most are trying to work in specialized areas to develop active coatings for a 
particular need or application. Some believe that active coatings should be designed to meet a given 
goal, or perform a set function, while others feel that active coating systems should and can be capable 
of possessing numerous functionalities in one system. The US Army ARDEC along with researchers 
from the New Jersey Institute of Technology (NJIT), Clemson University, and several other partners 
are steadily working towards developing an Active Coating Systems as described above. The multi-
disciplined team includes experts in physics, chemistry, engineering, and other sciences trying to 
develop and integrate revolutionary technologies into an active coating system to meet military needs. 
 
 
Development of Materials and Sensors 
 
As part of the Army’s Smart Coatings and Active Coatings Technologies Programs, a vast array of 
materials and devices are being research and developed. These developments are key requirements of 
active/reactive systems, allowing the DOD to increase capabilities by adding functionalities to current 
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and future systems. To date, several working prototype modules have been developed under these 
programs. Areas of research have and will continue to include: color modifying coatings, flexible 
electronics, wireless sensor packages, nanotube development, intelligent nano-clays, alternative 
fuel/power sources, de-painting/self-repair, material modification, and other technologies capabilities 
desired by the military. The added capabilities will allow for real-time structural health monitoring of 
systems, advances in non-destructive evaluation, and cost and time savings for military and 
commercial sectors. 
 
One area of research involves working with nanotubes and their functionalization, development, and 
production. Single-walled carbon nanotubes (SWCNT) are being implemented into smart coatings and 
inks to initiate self-healing, active switching, sensing, color modification, and other functionalities. A 
corrosion-barrier coating system with an active p-n (positive & negative doped) junction layer below a 
passive top layer has been fabricated. The resulting charge modulation of the junction coating provides 
active corrosion protection as well as corrosion sensing capabilities. 
 
Nanotubes are also being utilized for power/fuel cell development and electroluminescence. 
Functionalized nanotubes can serve as hydrogen storage, or as the electrode material providing more 
efficient charge transfer. The use of p-n junction SWCNT coatings as photovoltaic modules with the 
bottom layer functioning as a proton exchange membrane (PEM) fuel cell will provide power while 
the electroluminescence serves as a modifiable display. Solubility and polymer wrapping of SWCNTs 
has lead to the ability to functionalize these tubes. Such technological advances have allowed for 
flexible solar cells to be fabricated using nanotube inks (Fig. 2). Beyond that, is the development of 
chemistries that enable the production of single-walled nanotubes with precise but tunable dimensions 
(properties). Functionalized nanotubes are also being investigated to increase strength, add/increase 
conductivity, reduce signature, negate environmental effects, as well as add additional functionalities 
to composites and other materials. Increasing the strength to weight ratio of structural materials will 
allow for more robust systems to be created. Work is also being performed to develop cost effect 
methods of development and scale-up of SWCNT production reducing the cost and making such 
materials practical and affordable. 
 
Another area of interest is color modification. Color modification methods include using 
electrochromics, electroluminescence, intelligent clays (i-clays), nanotubes, and chemical additives to 
control and adapt color change capabilities on demand. Chromic materials may radiate loose color, 
become translucent/transparent, or just change properties in response to other external stimuli. 
 
 

 
 

Fig. 2. Liquid Ink Solar Cell on Flexible Substrate. 
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A first level, “proof-of-concept,” prototype has been developed and demonstrated that consists of a 
thin film strain sensor; N-type/P-type doped single wall carbon nanotube PN junction switch, and color 
display layer (Fig. 3). The prototype was developed to illustrate the ability to sense a change in the 
environment (i.e. applied pressure), analyze the change, and alert the user of the anomaly through 
color changes on the coating (Fig. 4).   
 

 
 

Fig. 3. 2005 Smart Coatings Prototype Schematic. 
 

 

 
 

Fig. 4. Chromic Color Response. 
 
 
The prototype system was modeled after the main support members of the Chinook Helicopter and 
HEMTT vehicle, both of which are susceptible to corrosion and fatigue (Figures 5 and 6). 
 
Typically, weekly inspections of the Chinook include 3 man days to remove floor boards, 2 man days 
of inspection, and 3 man days to replace floorboards [3]. Utilizing the flexible sensor array and ribbon 
cables that are accessible in the cockpit or can transmit data wirelessly, technicians can utilize the 
sensors to determine the structural integrity of the support members without weekly visible 
inspections. By enabling visible inspections to be conducted less frequently, time and cost savings can 
be realized. 
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Another problem is seen in the “loading” of the Heavy Expanded Mobility Tactical Truck (HEMTT). 
Different payload configurations exist and each has its own set of potential problems. A major problem 
is present on the fuel version of the vehicle. Common practice is to “half-fill” the fuel tanks since the 
actual safe load limit is unknown due to material degradation [4]. Active coatings can resolve this 
problem since the structural integrity and safe load capacity can be known instantly. A color change in 
the paint or a signal can alert the logistic staff of potential problems. In both cases, the data can be 
transmitted remotely so the number of visual inspections can be greatly reduced saving time and 
money. 
 
 

 
 

Fig. 5. CH-47D CHINOOK Support Members. 
 
 

 
 

Fig. 6. Fuel Version of HEMTT With Corroded Support Beams. 
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While the chromic materials in these examples revert to there previous state once the stimuli is 
removed, other chromic materials are used by the ACT Program to change color and remain in that 
state serving as a marker or warning. Thermochromics are being developed to alert Army logistic staff 
of dangerous temperature exposures. These active coatings are capable of monitoring elapsed time-
temperature/radiation profiles. This is especially of interest for the monitoring of devices and 
munitions during transportation and storage. Many munitions become unstable when exposed to 
temperatures beyond there design parameters. 
 
Monomers of conjugated polymers are being optimized to provide color indicators to alert logistic staff 
when temperature exposures exceed safe levels. An example is a paint band placed on bullets that 
turns red if the round is exposed to unsafe temperature levels and maybe a safety concern (Fig. 7). The 
indicators will also provide duration of exposure by quantitative monitoring of light reflection or 
absorption from the coatings using light from a hand-held laser. 

 
 

 
 

Fig. 7. 50 Cal. Round after Exposure Over 157oF. 
 
 
Nanoclays or micronized minerals may also be incorporated into active systems to add additional 
capabilities. The “intelligent clay” (i-clay) can be incorporated into coating/paint systems. These i-
clays or smart materials rely on their capabilities to respond to physical, chemical, or mechanical 
stimuli by developing readable signals. They possess the ability to modify or change their properties 
and structure, in response to changes in their environment. Responses may range from simple sensing, 
to advanced corrective action such as self-repair. The addition of i-clays and other materials can 
convert passive coatings into active coating systems. There are numerous applications for i-clays 
including, protection of materials, membranes for controlled drug release, coatings, chromic 
applications, sensitive and selective sensors. The creation and development of intelligent nanoclays (i-
clays) for corrosion, humidity, pH, & chem/bio agents via color changes or luminescent properties 
within active coatings is also underway. These i-clays can be incorporated into inks, paints, 
composites, etc., to add functionalities to current coatings used on Army materiel, automobile, planes, 
ships, etc. 
 
Active coatings integrated with i-clays were tested to demonstrate “early warning of corrosion” 
sensing capabilities and barrier properties (Fig. 8). The ability to sense corrosion and material 
degradation, at the molecular level, allows i-clays to serve as an early warning system to alert users 
when and where corrosion occurs. It is hoped that this research will provide solutions to corrosion 
related problems of military equipment, thus reducing the current multimillion-dollar expenses 
associated with painting/de-painting operations. 
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Fig. 8. Results of Accelerated Corrosion Testing on i-clays Integrated Coating System. 
 
 
The ACT and Smart Coatings, as well as others military programs, are developing flexible electronic 
capabilities for sensing, communication, data collection/storage, and power alternatives. Flexible 
electronics have been developed allowing us to create several types of sensors. Some of the sensing 
capabilities include temperature, battle damage, scratch, flow, pressure, strain, impact, shock, pH, 
humidity, and acoustics. Other sensors capabilities are under development. The sensors will be 
selected and integrated into a tailorable sensor suite to develop custom systems and smart structures. 
Added capabilities will allow for real-time structural health monitoring of systems, advances in non-
destructive testing, and battlefield damage assessments. 
 
Advances in material printing and nanofabrication have allowed numerous types of sensors and 
systems to optimized and produced. The ability to cost effectively manufacture sensors on demand will 
revolutionize our ability to monitor the world around us. 
 
These technologies and modules are designed to be integrated into active coating systems to have these 
coatings possess desired functionalities. The ability to have active, adaptive coatings systems that act 
more like a living entity than a typical passive coating system allows the coating to be utilized for 
military and civilian applications. 
 
Prototype systems have been developed to assist with structural health monitoring, condition based 
maintenance and damage assessment. The embedded electronics can potentially sense changes in 
structural materials, in real-time, and alert the user of anomalies such as damage, corrosion, cracks, 
etc. The data can be collected and saved or used as an early warning system giving real-time status of 
the material or structures. 
 
 
3. Conclusions 
 
As technologies are developed and advanced, more capabilities can be added into military systems 
helping the U.S. Department of defense protect both national and international interests. The overall 
goal is to develop systems to be utilized on current military systems and to transition technologies to 
the field. 
 
The need to protect our current and future military assets is obvious. It is in DOD’s best interest to use 
the latest technologies to advance the protection of these assets. The current and future advances made 
in nanotechnology and MEMS are leading to the development of novel materials and systems that 
ultimately will allow the military to advance into the twenty-first century and beyond. Corrosion, 
material degradation, and coating failures are a serious cost driver for our military. Current coatings on 
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military systems are not capable of self-sustainment, or alerting the user of potential anomalies that can 
cost the DOD billions of dollars per year as well as the loss of equipment and lives. 
 
The Active Coatings Technologies Program is helping to address this issue by integrating state–of-the-
art technology into and on military systems. These technologies will result in new and modernized 
weapons systems fielded globally that are capable of meeting current and potential challenges. 
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Abstract: This paper reports the fabrication and characterization of a monolithically integrated 3-axis 
CMOS-MEMS accelerometer with a single proof mass. An improved microfabrication process has 
been developed to solve the structure overheating and particle contamination problems in the plasma 
etching processes of device fabrication. The whole device is made of bulk silicon except for some 
short thin films for electrical isolation, allowing large sensing capacitance and flat device structure. A 
low-noise, low-power amplifier is designed for each axis, which provides 40 dB on-chip amplification 
and consumes only 1 mW power. Quasi-static and dynamic characterization of the fabricated device 
has been performed. The measured sensitivities of the lateral- and z-axis accelerometers are 560 mV/g 
and 320 mV/g, respectively, which can be tuned by simply varying the amplitude of the modulation 
signal. The over-all noise floors of the lateral- and z-axis are 12 µg/√Hz and 110 µg/√Hz, respectively 
when tested at 200 Hz. Copyright © 2007 IFSA. 
 
Keywords: CMOS-MEMS, Integration, Accelerometer, Microfabrication, Characterization 
 
 
 
1. Introduction 
 
Monolithic 3-axis accelerometers have drawn great interests from both industry and academia [1-6]. 
Capacitive sensing is widely employed in these accelerometers due to its high sensitivity. Most of the 
commercially available 3-axis accelerometers are based on thin-film microstructures and majority of 
them use hybrid packages, whose performances are normally limited by the structure thickness, 
residual stress and parasitics [1, 4-6]. The noise floors of these reported 3-axis accelerometers are 
normally on the order of hundreds of µg√Hz. By using some uncommon bulk micromachining 
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process, some 3-axis accelerometers with high resolutions have been demonstrated [3, 7]. High cost is 
a major concern for these devices due to the dedicated process steps. 
 
A single-crystal silicon (SCS) 3-axis accelerometer was developed using CMOS-MEMS technology to 
achieve high resolution, small size and low cost simultaneously [8]. But it has two drawbacks. First, 
although most of the sensing structures are made of single-crystal-silicon (SCS), the z-axis sensing still 
employs Al/SiO2 thin-film spring beams, which has poor temperature performance. Second, the silicon 
undercut for electrical isolation of substrate silicon also undercuts the silicon underneath comb fingers, 
which increases the comb-finger gap and in turn reduces the sensitivity and signal-to-noise ratio. 
Recently, a new sensor design and fabrication process were proposed by Qu et al [9] to overcome the 
drawbacks in [8]. Better temperature performance was achieved by employing a torsional SCS-based 
z-axis spring; and the comb-finger undercut problem was much alleviated by performing the electrical 
isolation formation and the sensing structures etching separately. 
 
However, there are still two significant issues in [9]. First, the isolation trenches are prone to be 
contaminated in the following reactive ion etch (RIE) and deep-RIE (DRIE) processes, preventing 
capacitive comb fingers and other microstructures from being released successfully. Second, the 
overheating during the dry release step severely undercuts the sensing comb fingers and springs, 
increasing the comb-finger gaps and even causing device failure. 
 
In this paper, a further modified CMOS-MEMS process is developed to resolve these two remaining 
issues. The detailed characterization of fabricated 3-axis accelerometers is also presented. 
 
 
2. Structure and Interface Circuit Design 
 
The 3-axis CMOS-MEMS accelerometer reported in this paper features a single proof mass for 3-axis 
sensing, in which an imbalanced torsional z-axis sensing element is embedded in the lateral proof mass 
[9]. A two-stage dual-chopper amplifier (DCA) is integrated with the 3-axis accelerometer for each 
axis as the continuous-time readout circuit [10]. Detailed structure and circuit design are reported in 
[9] and [10], respectively. 
 
Fig. 1 shows an SEM micrograph of a fabricated 3-axis accelerometer, where the dimensions of the 
lateral- and z-axis sensing elements are also given. The thickness of all the structures is about 35 µm 
and the gap for all the comb-fingers is about 2.1 µm. The length of the lateral- and z- axis sensing 
comb-fingers are 85 µm and 55 µm, respectively, both having the same width of 4.8 µm. The length 
and width of z-axis torsional mechanical springs are 400 µm and 4 µm, respectively. The crag-leg 
springs for lateral axes have the same length and width of 320 µm and 5 µm in both directions. The 
proof mass has a footprint of 1 mm × 1 mm. 
 
 
3. Fabrication Process 
 
The post-CMOS microfabrication reported in [9] improves the device performance by reducing the 
undercut on comb fingers and mechanical springs. This is accomplished by performing the electrical 
isolation etch and the final release of comb fingers and mechanical springs separately. Top metal layer 
(M4 in TSMC 0.35µm CMOS process that is used in this device) is only used to pattern the electrical 
isolation structures. After the isolation trenches are formed, as shown in the insets of Fig. 1, M4 is 
removed by wet or plasma aluminum etch to expose the patterns of other structures of the 
accelerometer. 
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Fig 1. SEM photograph of the sensing element of the fabricated CMOS-MEMS 3-axis accelerometer. The insets 
show front and backside of the electrical isolation structures. 

 
 

Some negative effects caused by the two-step etch process were observed. The first one is the 
contamination of the isolation trench formed after the first silicon DRIE. In the following plasma 
etching steps, including SiO2 RIE and silicon DRIE, particles and polymers from assorted sources are 
prone to accumulate on the sidewalls of the isolation trenches. They act as micro masks in the last 
release DRIE step, preventing the microstructures from being completely etched through. Fig. 2 shows 
micro connections on the ends of sensing comb fingers. They result from the micro mask effect of the 
contaminants deposited on the isolation trench sidewall, and connect the rotor and stator sensing comb 
fingers together, making the proof mass unmovable. 
 
 

 
 

Fig. 2. SEM micrographs showing the micro connections caused by the contamination  
of the isolation trench in plasma etch steps. (a) top view; (b) side. 

 
 
The second negative effect is the rapid silicon undercut of comb fingers and mechanical springs due to 
the overheating of these fine structures during the plasma etch. This undercut happens within a very 
short over-etch after the accelerometer is released. The reason for the severe undercut is the reduced 
thermal conductance from the comb fingers to the substrate. The heat generated from chemical 
reaction and ion bombardment in silicon DRIE can not be dissipated effectively, which consequently 
raises the temperature of the suspended microstructures. This positive feedback eventually leads to 
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high etching rate and the comb fingers will be undercut very quickly. The same effect was also 
observed on the z-axis sensing element where the heat can only be transferred through the two long 
torsional springs. 
 
An improved process, as illustrated in Fig. 3, has been developed to overcome the above two effects. 
 
 

 
 
Fig. 3. Post-CMOS microfabrication process flow. (a) Backside etch. (b) Backside PR coating followed by front 

side anisotropic SiO2 etch. (c) Top Al etch. (d) Deep Si etch and undercut to form isolation structures. 
(e) Anisotropic SiO2 etch and DRIE Si etch for comb fingers and mechanical springs. (f) PR ashing for final 

release. 
 
 
There is only one slight modification to the CMOS-MEMS process used in [9]. After the backside etch 
that produces a silicon membrane and defines the structure thickness (Fig. 3(a)), a thick sacrificial 
photoresist (PR) layer (~50µm) is applied on the back of the silicon membrane (Fig. 3(b)). After the 
isolation etching is completed (Fig. 3(c)-3(d)), this PR layer functions as a thermal path during the 
DRIE silicon etch that forms the entire microstructure (Fig. 3(e)). Finally, the PR is removed by 
oxygen plasma ashing to release the device (Fig. 3(f)). In Fig. 4, a comparison is made between 
sensing comb fingers fabricated with and without backside photoresist coating. The undercut of the 
silicon on comb fingers is greatly reduced and the finger damage is completely avoided by using the 
modified process (Fig. 4(a)). In contrast, without the PR layer as thermal path, electrical isolation 
trenches greatly reduce thermal flow from comb fingers to substrate. Consequently comb fingers are 
overheated and seriously undercut (Fig. 4(b)). 
 
Furthermore, the PR layer helps reducing the backside contamination caused by back scattering. It also 
helps in tuning the isolation trench profile and relocating the contaminants on the sidewalls. As a 
consequence, microstructures can be completely released without the micro connections caused by the 
contaminant particles. This can also be observed in Fig. 4(a). 
 
It should be noted that the thermal effect and the modified process described above are valid to many 
other MEMS devices with structures similar to this 3-axis accelerometer. A proper device design also 
helps in reducing the thermal problem described above. By considering the aspect-ratio dependent 
etching effect (ARDE), we can design the device in such a way that the etch-through sequence for 
different structures can be well controlled. 
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Fig. 4. Comparison of microstructures fabricated with and without backside PR coating. (a) With PR coating, 
the comb fingers are completely released with slight footing effect; (b) without coating, some comb fingers  

are completely damaged due to the heating effect. 
 
 
4. Device Characterization 
 
Fig. 5 is the photograph of a wire bonded die showing the locations of the 3-axis sensor and interface 
circuits. A dummy on-chip interface circuit was tested with an overall gain of 40 dB and a 16 nV/√Hz 
electronic noise floor was measured. 
 
 

 
 

Fig. 5. Photograph of the wire bonded die. 
 

 
The sensitivities in the lateral axes and z-axis were measured as 560 mV/g and 320 mV/g, respectively, 
at a 1.5 V modulation signal, by using a quasi-static rotation stage. The resonant frequency of z-axis 
was measured as 1.5 kHz using a Polytech laser vibrometer. It’s about 15% lower than the simulated 
results, reflecting a remaining slight undercut to the mechanical springs in the plasma etch process. 
The resonant frequencies of lateral axes are still under test. Due to the asymmetry of the z-axis proof 
mass, the z-axis sensing element has relatively high cross-axis sensitivities which were measured to be 
2.1% from the x-axis and 4.7% from the y-axis, as shown in Fig. 6. The noise measurement was 
conducted using a LDS shake table and SRS network spectrum analyzer. The spectral response of the 
z-axis output at a 200 Hz, 0.5-g external acceleration is shown in Fig. 7. The overall noise floor of the 
z element is 110 µg/√Hz. Although both x- and y-axis have the same number of identical sensing 
comb-fingers, there is a slight sensitivity difference between these two lateral axes due to the 
arrangement of the mechanical springs. The spectrum of y-axis output under a 200 Hz, 0.05-g 
acceleration is shown in Fig. 8. A noise floor of 12 µg/√Hz is demonstrated. 
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Fig. 6. Static test results of the z- and y- axis using a precision rotary stage. 
 
 

 
 

Fig. 7. The spectrum of the z-axis output under 0.5g at 200 Hz (RBW = 1Hz). 
 
 

 
 

Fig. 8. The spectrum of the y-axis output under 0.05g at 200 Hz (RBW = 1Hz). 
 
 
An overall temperature coefficient of sensitivity (TCS) of approximately 0.28%/°C was measured, 
which is mainly caused by the gain drifting of the first open-loop amplification stage of the on-chip 
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amplifier. This is verified by circuit simulation, and a temperature insensitive amplifier is under 
design. In order to measure the temperature-dependent curling of the sensing comb drives, a band 
heater was taped on the back of the PLCC-52 sensor package, and the sensor temperature was 
measured by a spot thermocouple. The vertical curling of the sensing comb fingers was measured 
using a Wyko optical profilometer. A maximum negative 0.533 µm net curling at the free end of the 
comb-fingers was measured in a temperature range from room temperature to 96°C. Since the sensor 
structure thickness is about 50 µm, the corresponding change of the electrode engaged area was 
approximately 0.23%. Based on these data, a positive 304 ppm/°C temperature coefficient of 
sensitivity (TCS) of the lateral-axis sensing was derived. Due to the complete SCS structure, 
temperature-induced structure curling was not observed on the z-axis sensing element. 
 
The measured performance of the device is summarized in Table 1. As a comparison, the performance 
of ADXL330, a 3-axis accelerometer from ADI, is included. 
 
 

Table 1. Performance summary of the reported device and comparison with ADXL330 from ADI [1]. 
 

Measured values Parameters This work ADXL330 
Chip size (mm × mm) 3×3 4×4 (package) 
Lateral axes sensitivity (mV/g) 560 300 
Z axis sensitivity (mV/g) 320 300 
Circuit noise floor (nV/√Hz) 16 - 
Power consumption of each axis (mW) 1 0.64~1.15 
Lateral axes noise floor (µg/√Hz) 12 170 
Z axis noise floor (µg/√Hz) 110 350 
Sensitivity temperature drift (%/°C) 0.28 0.01 

 
 
5. Conclusion 
 
A 3-axis CMOS-MEMS accelerometer with a single proof mass has been demonstrated in this work. 
The single-crystal silicon incorporated in the device ensures robust sensor structures and high 
resolution. Low-power consumption (1 mW for each axis) and low-noise floors in all three axes are 
achieved simultaneously with a compact device size. Compared to the previous processes, this 
modified post-CMOS microfabrication process has greatly increased the release yield by removing and 
relocating the contaminants generated in the plasma etching process. It also has increased the process 
tolerances by providing additional thermal path to the suspended microstructures in plasma etching 
processes. Though only photoresist was used in this work, there exist many other more suitable 
materials for the additional heat dissipation. This method can be widely used in micromachining 
MEMS devices with similar suspended structures. Due to its small size, low power consumption and 
high resolution, this 3-axis accelerometer has a variety of applications including health monitoring, 
video games and infrastructure securities. 
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Abstract: The polymer-based capacitive micro-arrayed ultrasonic transducers have been investigated 
using the finite element analysis. The ANSYS Multiphysics solver with sequential approach and the 
physics environment files are applied for the solution of the electrostatic-structural coupled-field 
problem. A 2-D electromechanical model is established to characterize the collapse voltage and the 
resonant frequency of the P-CMUT. Both the numerical and experimental results were in good 
agreement. An integrated multi-objective design method involving electrical and mechanical 
characterization was developed to optimize the geometric parameters of the P-CMUT. The optimization 
search routine conducted using the genetic algorithm (GA) is connected with the ANSYS model to 
obtain the best design variable. The optimal results show that the proposed approach provides another 
efficient and versatile numerical tool for multi-objective design and optimization of the P-CMUT. 
Copyright © 2007 IFSA. 
 
Keywords: Polymer-based, Capacitive ultrasonic transducer, Finite element method, Optimization 
 
 
 
1. Background 
 
The capacitive micromachined ultrasonic transducer (CMUT) has exists for decades and used for the 
excitation and detection of acoustic waves [1]. The CMUT has been proven to be an alternative to 
piezoelectric transducers in terms of superior efficiency and performance. Much works have been done 
on developing the CMUT by many research groups, such as in Stanford Ginzton Lab, GE Corp., 
Siemens Corp., and VTT organizations [2, 3]. 
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The polymer-based capacitive micro-arrayed ultrasonic transducer (P-CMUT), pioneered by Chang, et 
al. since 2005 [4], is proposed for use in air-coupled transmission and detection. The P-CMUT has been 
demonstrated to be a more attractive alternative to conventional CMUT in terms of “flexibility” that 
possesses much potential to apply in many areas, ranging from non-destructive evaluation (NDE) to 
medical-diagnosis imaging system. The market-driving benefits from the batch fabrication capability, 
low material cost, and flexibility of the device are acquired [5]. 
 
Previous research has led to many improvements in CMUT design. Several mathematical models are 
developed for fast and simple simulation. However, the simplified mathematical models have 
difficulties when approximating the complex geometric constraints and coupled-field nature is met. To 
overcome these limitations, many researchers have used the finite element model (FEM) to develop an 
accurate analysis model to verify both theoretical and experimental results [6, 7]. This paper continues 
with the use of finite element modeling to investigate the effects of two important factors for P-CMUT 
operation in view of electrical and mechanical performance simultaneously. These factors are the 
collapse voltage and the operating frequency, respectively. Moreover, the multi-objective optimization 
design approach for the P-CMUT using the genetic algorithm (GA) is also presented in this paper. 
 
 
2. Finite Element Modeling 
 
The modeling components of the P-CMUT include the membrane, passivasion layer, top electrode, 
ground electrode, insulation layer, post, and silicon substrate. The suspended membrane is supported at 
edging post. The major parts of the transducer: membrane, passivasion layer, and post are made of an 
epoxy-type photoresist (SU-8). The passivasion layer is used to protect the aluminum (Al) top electrode 
from ambience wearing and corrosion. A thin insulation layer of silicon oxide (SiO2) over the grounded 
electrode of platinum (Pt) prevents short circuit in case of membrane collapse. A thin film of titanium 
(Ti) is evaporated over the highly doped silicon (Si) substrate as a bonding interface layer between 
ground electrode and silicon substrate. The air in cavity between the membrane and the substrate is 
included in the model. 
 
Ideally, a 3-D mesh for the full model should be made, but from a computational efficiency point of 
view, an axisymmetric 2-D mesh that represents 3-D circular cell structure gives much faster results. 
Therefore, in this research, a 2-D finite element model was established using the commercial FEM 
package (ANSYS 9.0, [8]). The finite element model of the P-CMUT was created using APDL (ANSYS 
parametric design language) programming technique in terms of given parameters or variables. Fig. 1 
shows the 2-D finite element model and the corresponding APDL parameters. Table 1 lists the geometric 
dimensions of the P-CMUT base line model. 
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Fig. 1. APDL Parameterized P-CMUT base line model. 
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Table 1. Geometric dimensions of the P-CMUT model. 

 
Component APDL parameter 
Membrane radius R 50 µm 
Top electrode coverage cov 0.6  
Top electrode outer radius r (=R*cov) 30 µm 
Passivasion layer thickness  pvt 2.8 µm 
Top electrode thickness te 0.2 µm 
Membrane thickness bt 2 µm 
Cavity gap gap 2 µm 
Insulator thickness tin 0.03 µm 
Bottom electrode  tb 0.17 µm 
Silicon substrate ts 2 µm 
Post thickness tt 5 µm 

 
 
The ESSOLV macro, an ANSYS built-in iterative solver, is employed for the solution of the 
electrostatic-structural coupled-field problems. The sequential method is adopted and two Physics 
Environments files that respectively represent the structural and electrostatic fields are created for a 
single model. The coupled-field iterations are controlled via the designed convergence criterion and 
finished when the convergence condition was met. 
 
ANSYS standard elements, PLANE82 and PLANE121, are used for structural and electrostatic 
Environment files, respectively. The contact-target pair surface elements (CONTA172 and TARGE 
169) were used for modeling the contact with the surfaces between membrane and insulation layer. The 
offset from the insulation layer was set 0.02 µm. to robustly remorph the mesh in the air gap while the 
membrane is collapsed. In the structural field, the vertical symmetry plane with no displacements in 
x-direction is applied. In addition, a fully fixed boundary condition on the bottom of the substrate is 
applied. In the electrostatic field, a nonzero voltage is applied to the borders of the top electrode, and a 
zero voltage is set on the ground electrode. 
 
The mechanical and electrical properties used in the FEM calculations are listed in Table 2. In this study, 
the material property testing of SU-8 is performed using a commercial nanoindention system. The 
measured elastic modulus of the SU-8 was 5.18 GPa. 

 
 

Table 2. Geometric dimensions of the P-CMUT model. 
 

Component 
Membrane/ 
Passivasion/

post 
Insulator Top 

electrode
Bottom 

electrode Substrate Air 
gap

Material SU-8 SiO2 Al Pt Si Air 

Unit 

Young’s modulus 5.18 E9 7.5 E10 6.76 E10 1.7 E11 1.69 E11  N/m2 

Density 1200 2200 2700 2140 2332  Kg/m3

Poisson’s ratio 0.22 0.17 0.3555 0.38 0.27   

Permittivity 3 3.9   11.8 1  
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3. Characterization of P-CMUT 
 
The performance of the P-CMUT can be referred to two important factors for CMUT operation. These 
factors are the collapse voltage and the operating frequency. In this section, the FEM was used to 
investigate the collapse voltage and resonant frequency with varied bias voltage. The performance is 
typically dependent on the operating DC bias, which should be close to the collapse voltage. Due to the 
usage dangers and material breakdown associated with high voltage, the collapse voltage should be 
limited. Hence, accurate determination of the collapse voltage is necessary. A relationship of the DC 
bias versus maximum membrane deflection is shown in Fig. 2. As shown in Fig. 2, the displacement 
asymptotically increases as the bias voltage is increased. The calculated collapse voltage is 551 V. The 
ZYGO surface profiler (Model NewView 200, ZYGO Corp., Middlefield CT) is used to measure the 
membrane deflection with bias voltage from 0 V to 280 V. Fig. 3 shows the comparison between the 
experiment and numerical results, and an agreeable prediction by simulation is obtained. 
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Fig. 2. Maximum membrane displacement as a function of applied bias voltage. 
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Fig. 3. A comparison of the membrane deflection between the numerical and experiment results. 
 
 

Air-coupled transducers are typically operated at their resonant frequency in order to generate ultrasonic 
waves that are correctly matched with the acoustic impedance of the air. A receiving transducer should 
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also be operated at their resonant frequency to increase the overall bandwidth of the device. The FEM is 
also used to determine the membrane resonant frequency through the use of prestressed modal analysis. 
The prestressed modal analysis is conducted to calculate the eigenfrequencies of the P-CMUT device. 
 
First, the static deflection due to a bias voltage is calculated. Next, the PSTRES,ON command is used to 
introduce prior electrostatic results which will be reused as starting point for future solutions. The 
resonant frequency of the membrane was then calculated using Block Lanczos solutions and the first 
modal (resonant) frequency was obtained. Fig. 4 shows the resonant frequency shift as a function of 
applied bias voltage. It demonstrates a decrease in resonant frequency with increasing voltage. The 
nonlinear spring softening phenomenon is confirmed. The resonant frequency with bias voltage 250 V 
was 1.683 MHz. The resonant frequency is also measured by using a heterodyne Doppler laser 
interferometer. The membrane was electrically excited by single burst of pulse with a peak-to-peak 
voltage 16V, time interval 50nsec and bandwidth 40 MHz. Fig. 5 shows the vibration response 
amplitude as a function of frequency. The first resonance peak is found at 1.594 MHz, which is in 
agreement with the numerical result. 
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Fig. 4. Resonant frequency as a function of applied bias voltage (spring softening effect). 
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Fig. 5. Vibration amplitude excited by single pulse. 
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4. GA Optimization Design of P-CMUT 
 
From mechanical and electrical qualification viewpoints, the better designing of the P-CMUT is to 
customize its operating frequency and to reduce the collapse voltage as small as possible. However, 
these two parameters are mutually affected oppositely and contradictive results are usually encountered. 
Therefore, considerations with overall physical fields to improve performance and efficiency must be 
made. To solve this problem of conflict, an integrated multi-objective design approach was applied to 
optimize the geometric parameters of the P-CMUT. 
 
In this study, the genetic algorithm (GA) is used to search through a large number of possible solutions 
to discover the best specific solution. It’s a problem-solving technique that attempts to evolve the 
solutions in a random search manner as much as nature does. Much of the original work on GA was done 
by Holland [9]. Many GA applications and designs coupled with the FEM can be found in [10, 11]. The 
population is randomly created at the start of the GA search. The GA encodes the values of decision 
variables in a string called “chromosome”. The string is interpreted as simply a string of binary digits. 
Each bit can be regarded as a “gene” in a chromosome. Each individual represents one possible solution 
to the problem. The individual’s chromosome encodes one set of decision variables and so results in a 
single point in the solution space. Three operators, selection, crossover and mutation, are used on the 
population of individuals. Fitness is used to select individuals from the current generation to advance 
into the next generation. These individuals are recombined and possibly mutated to form the next 
generation. Search progress evaluation is based on the fitness alone, which keeps the search focused on 
the actual objective function. The treatment of the objective function is simple; no complex calculation 
such as derivation is necessary. This search process is continued until there is no change in the best 
individual in the population. 
 
 

Table 3. The genetic parameters, schemes, and optimal results of the 1 MHz P-CMUT. 
 

Designated parameter Lower Limit Upper Limit Optimized result 
Membrane radius 25 75 65.01276 µm 
Passivasion layer thickness 2.8 5 2.815943 µm 
Top electrode thickness 0.1 0.5 0.213794 µm 
Top electrode coverage ratio 0.1 1.0 0.867297  
Fitness 0.00552762 
Number of generation 100 
Number of population 30 

 

Objective functions: 
  Minimize the collapse voltage (Vcollapse: 291 V) 
  Resonant frequency = 1 MHz 

 
 
By taking advantages of parametric modeling technique, the optimization search routines [11] can be 
easily combined with the ANSYS to obtain the best design variables. Four parameters (membrane 
diameter, passivasion layer thickness, top electrode thickness, and top electrode coverage) that mostly 
affect the collapse voltage and resonant frequency were chosen as design variables and their variation 
limits were designated. One objective function assigned for electrical characterization is the 
minimization of the collapse voltage for user safety and energy consumption issues. The other objective 
function assigned for mechanical characterization is setting the resonant frequency to achieve the 
desired operation frequency (e.g. 1 MHz). The number of the population and the generation is 30 and 
100, respectively. Both the design objectives were given the same weighting. Table 3 lists the design 
variable optimization results of the P-CMUT. The optimal membrane radius is increased to 65.01µm and 
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the top electrode coverage ratio is increased to 0.87. The optimal thickness of passivasion layer and top 
electrode is 2.82µm and 0.21µm, respectively. The solutions show that the optimal P-CMUT design 
with approached to 1 MHz resonant frequency and lowest collapse voltage (lower to 291V) of demands 
were acquired. Fig. 6 shows the convergence of the design history involving multi-objective functions 
over the generations. The fitness value is converged to 0.00552762 at the 48th generation. It is concluded 
that the proposed approach provides another efficient and versatile numerical tool for multi-objective 
design and optimization for the P-CMUT. 
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Fig. 6. Design history of multi-objective functions versus 100 generations. 
 
 
5. Conclusions 
 
This paper presented finite element modeling developed using ANSYS v.9.0 to illustrate two important 
operation parameters, the collapse voltage and resonant frequency of the P-CMUT. A 2-D axisymmetric 
model was built by APDL programming techniques in terms of parameters. It was used to calculate the 
relationship between membrane deflection and resonant frequency with applied DC bias voltage. The 
membrane of the P-CMUT is made of SU-8, and its material property is measured using the 
nanoindentation system. The tested Young’s modulus of SU-8 was 5.18 GPa and it was introduced to the 
FEM model. The calculated maximum displacement of membrane versus DC bias voltage is shown in 
agreement with that obtained by ZYGO surface profiler. The calculated collapse and snapback voltage is 
551V. The prestressed modal analysis produced a resonant frequency of 1.683MHz with biased 250V, 
which coincides with the experiment results (1.594 MHz) using laser interferometer. The spring 
softening effect that demonstrates the resonant frequency shift as increasing DC bias voltage is 
illustrated. 
 
The objective of designing the P-CMUT is to customize its operating frequency and to reduce the 
collapse voltage as small as possible. In order to make an integral consideration for both electrical and 
mechanical fields to improve the efficiency and reliability, an integrated design method for the P-CMUT 
was discussed. A typical genetic algorithm was employed to connect the existed analysis model to 
conduct the optimization study for obtaining the best design variables using multi-objective functions. 
The membrane radius was 65.01µm with a 30% increase from the original design. The top electrode 
coverage ratio was increased to 0.87. The passivasion layer and top electrode thickness is 2.82µm and 
0.21µm, respectively. The optimal solutions show the two designated objective functions were 
successfully attained. The corresponding resonant frequency is 1MHz and the collapse voltage is 
reduced to 291V. A complete and powerful optimal window for P-CMUT design was thus established. 
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Abstract: A diaphragm fiber optic sensor (DFOS) solely based on Fabry-Perot multiple beam 
interference has been designed and fabricated with micro-electric mechanical system (MEMS) 
technology. The silicon diaphragm with an embossed center was designed with an interference gap 
width kept accurately. The DFOS was verified to be a truly and purely Fabry-Perot device via a critical 
test. Parallel testing with a Piezoelectric (PZT) sensor showed that the DFOS had high sensitivity. The 
Fabry-Perot DFOS also demonstrated excellent performance in on-line monitoring of Partial Discharge 
(PD) in power transformers. Copyright © 2007 IFSA. 
 
Keywords: MEMS, Fabry-Perot, Fiber optic, Acoustic, Diaphragm with embossed center 
 
 
 
1. Introduction 
 
A diaphragm fiber optic sensor (DFOS) utilizes a diaphragm as the sensing element to detect static and 
dynamic pressure (acoustic wave). The fiber is used to deliver a steady probing light and to receive the 
reflected light modulated by the signals under detection. In recent years a great deal of efforts have 
gone into developing diaphragm-based fiber optic sensors for static pressure and acoustic signal 
detection to take advantage of optic sensors’ high sensitivity, flexibility, versatility of diaphragm-fiber 
structure, resistance to electromagnetic interference (EMI) caused noise, and easiness for multiplexing 
and integration [1-4]. In this research, the silicon diaphragm was designed to have an embossed center 
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in order to improve efficiency, alignment, linearity, and Q-point stability, which are critical issues in 
diaphragm-based fiber optic sensor design. 
 
Currently an imminent application of DFOS is detecting partial discharge (PD) in high voltage 
transformers in the power industry. PD is an electrical discharge that occurs in an insulation system 
where the discharge does not completely bridge the electrodes. It is a well-known phenomenon and a 
precursor to complete insulation failure. Partial discharge within the power transformer could lead to 
degradation of the insulation system that may result in catastrophic failures [5-9]. It is a big concern 
for the power industry. As a consequence, there is a strong need for a capable sensor to detect and 
study PD. 
 
 
2. Sensor System Design 
 
The developed DFOS acoustic detection system is illustrated schematically in Fig. 1. It consists of a 
DFOS, a 1527 nm DFB laser, a 3-port fiber circulator, a photodiode, a filter & amplification circuit, 
and an oscilloscope. Light from the DFB laser propagates along the single mode fiber to the DFOS 
through the circulator and interferes inside the DFOS. The modulated light propagates back in the third 
leg of the circulator and is detected by the photodiode. The optical signal is turned into electric signal, 
which is then filtered and amplified, and finally processed and collected by the oscilloscope. 
 
 

 
 

Fig. 1. Schematic of DFOS system. 
 
 
A Fabry-Perot interferometric device is based on the interference of multiply reflected beams. The 
interference gap L corresponding to the applied pressure is determined by measuring the inference 
spectrum. The ratio of optical power output and input is defined as 
 
 I (0)

I (i ) =
2Ra − 2Rg cosφ

1+ Rg
2 − 2Rg cosφ

, (1)

 
where Ra is the arithmetic mean reflectance of the interfaces, Rg is the geometric mean reflectance of 
the interfaces, and φ is the phase shift of the light propagating across the interference gap L. 
 
The mechanism of DFOS is usually described by the Fabry-Perot interference of multiply reflected 
beams between the diaphragm surface and the fiber end surface. The structure of a DFOS is shown in 
Fig. 2. The diaphragm, as the sensing element, is batch fabricated on a silicon wafer with MEMS 
technology and soldered to a single mode optic fiber to keep the sensor cavity at Q-point. Fabry Perot 
interferemetry is formed between the fiber end face and diaphragm inner surface. The incident light is 
partially reflected at the end face of the fiber. The remainder of the light crosses the air gap, gets 
partially reflected at the inner surface of the diaphragm and transmitted back to the fiber. The acoustic 
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pressure changes the air gap and modulates the light transmitted back through the fiber. Sensitivity, 
efficiency and frequency response etc. are determined by the geometry of the diaphragm. Therefore the 
diaphragm is a critical part of sensor design. 
 
 

 
 

Fig. 2. Principle of Diaphragm Fiber Optic Sensor (DFOS). 
 
 
The selection of diaphragm thickness and side length is based on the pressure range and acoustic 
frequency at which the device is required to operate. The center deflection y0 (m) of a flat square 
diaphragm under pressure may be expressed by Equation 2 [10, 11]: 
 
 4 2

0 3

(1 )Pay
Eh

να −
= , (2)

 
where a is half side length of the square diaphragm, h is thickness, P is applied pressure, E is Young’s 
modulus, and ν is Poisson ratio. 
 
For the diaphragm clamped at its circumference, the resonant frequency is 
 
 

f =
π
a2 ⋅

gD
hw

⎡
⎣⎢

⎤
⎦⎥

1
2

, (3)

 
where D is flexural rigidity, and w is the diaphragm density. 
 
In this research, an embossed center was designed in the diaphragm of DFOS to make the sensor 
structure and operation more stable and more efficient. The gap between the embossed center and the 
fiber tip must be kept within several micrometers for near field operation. One advantage of the 
embossed center is that it prevents lateral misalignment between the diaphragm and the fiber end. 
Another important advantage is that while the gap between the embossed center and the fiber tip is 
only a few micrometers, the distance between the diaphragm and the fiber is considerably larger (60 
µm). This geometry increases the air cavity volume, and significantly reduces the air cavity back 
pressure during diaphragm movement. Diaphragm movement is easier under reduced air pressure, 
resulting in increased sensor sensitivity. Furthermore, according to mirror symmetry of the 
electromagnetic wave, the coupling coefficient of the electromagnetic wave back into the fiber 
increases in reverse proportion to the air gap distance and in proportion to how may times the light is 
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reflected. Therefore, a smaller interference gap between the embossed center and the fiber increases 
sensor efficiency and sensitivity. 
 
Femlab software was used for simulation of center-embossed diaphragm deflection for a sensor of 100 
kHz resonant frequency for PD acoustic detection. The simulation yielded a diaphragm of 1.9-mm side 
length and 60-µm thickness with a 0.35mm x 0.35 mm embossed center and a 2-µm interference gap 
as the optimum parameters. 
 
 
3. Sensor Fabrication 
 
The diaphragm fabrication steps using MEMS technology are shown in Fig. 3. A 220-µm silicon wafer 
was etched sequentially on both sides in KOH to give a 60-µm thick diaphragm. The embossed center 
was protected by a layer of silicon oxide to ensure that it remained intact in the etching process. As a 
result, both ends of the Fabry-Perot cavity (the embossed center and fiber tip) were perfect flat 
surfaces to reduce speckle noise. The surrounding wall on the embossed-center side of the diaphragm 
was coated with gold by evaporation. The 2-µm gap between the embossed center and fiber end was 
accurately determined by the gold film thickness. 
 
 

  
(1) (2) 

  
(3) (4) 

 
Fig. 3. Schematic of diaphragm fabrication steps. 

 
 
The diaphragm and fiber tip were first clamped together mechanically. The gap between the 
diaphragm and the fiber was then adjusted while measuring the interference light signal output until it 
reached linear operation and the highest detection sensitivity, defined as Q-point. After the sensor 
operation had reached Q-point, the diaphragm and the fiber ferule were soldered together with Ag-Sn-
Pb175 under microscope. 
 
 
4. Experimental Results 
 
4.1. Static and Dynamic Pressure Testing 

 
This was the first time that static pressure testing was successfully demonstrated in diaphragm-based 
Fabry-Perot sensors. The static pressure was gradually increased to 9000 Pa. The output signal 
intensity vs. pressure curve is shown in Fig. 4. Good agreement between the theoretical curve 
calculated from Equation (1) and experimental data was achieved. Therefore, our DFOS has proven to 
be a truly and purely Fabry-Perot device. 
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Fig. 4. Static characterization of optic output (dotted line) as a function of pressure, in comparison with 
calculated curve from Equation (1). 

 
 
In dynamic pressure testing, the DFOS and a PZT sensor were tested in parallel under identical 
conditions. DFOS and R15 (PZT sensor made by Physics Acoustic Corporation) were immersed in 
water. The acoustic waves were created by an emitter (pulser R15) placed approximately eight inches 
away from both sensors. The pre-amp gain of the R15 sensor was set to 20 dB. The DFOS was 
connected directly to the oscilloscope without any amplification. 
 
The pulser frequency was increased in 5 kHz increments from 75 kHz to 300 kHz. The R15 sensor 
with 20 dB gain had two bandwidths with peak frequencies at 150 kHz and 230 kHz. The maximum 
amplitude was about 145 and 185 mV respectively. The DFOS without amplification had a bandwidth 
with peak frequency at approximately 105 kHz and maximum amplitude of about 140 mV. Fig. 5 (a) 
and (b) show the waveforms and frequency spectra of the DFOS and R15 when the pulser frequency 
was 130 kHz. Both sensors exhibited very similar waveform profiles and frequency spectra. The 
DFOS has shown comparable high sensitivity as the PZT sensor even without signal amplification. 
 
 
4.2. Partial Discharge Acoustic Detection 
 
The DFOS was placed in the oil inside a retired real utility transformer at various distances from the 
partial discharge (PD) spark. The PZT sensor was attached to the external tank wall. 
 
In Fig. 6, the purple curves of extremely high frequency are the triggering signals of the PD, which 
served as the starting point of the PD occurrence. The yellow signals were from the DFOS sensor, and 
the green signals from the PZT sensor. In the left graph, the PD was far from the two sensors, while it 
was close to both in the right graph. The time difference between the PD peak to the onset of the 
yellow/green acoustic signal is the time of flight. Fig. 6 clearly shows the time of flight increased as 
the sensors were farther away from the spark. The magnitude (sensitivity) of the DFOS signal was 
higher than the PZT signal. 
 
 
 
 
 
 
 



Sensors & Transducers Journal, Special Issue, October 2007, pp. 76-83 

 81

 

 
(a) 

 
 

 
(b) 

 
Fig. 5. Waveform and frequency spectra when the pulser frequency is 130 kHz. 

(a) DFOS; (b) PZT sensor. 
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Fig. 6. PD in the oil tank of a transformer detected by DFOS and PZT sensor. 
 
 
5. Conclusion 
 
The Diaphragm Fiber Optic Sensor is based on extrinsic Fabry-Perot interferemetry. A center 
embossed diaphragm was designed to serve as the sensing element of the sensor. The bonding and 
diaphragm processing methods by MEMS technology ensured that the diaphragm and the fiber were 
aligned both laterally and angularly. The novel DFOS design and fabrication led to better alignment 
and Q-point stabilization, high efficiency, and reliability. Experimental results from static pressure and 
dynamic acoustic measurements demonstrated excellent sensor efficiency and stability. High 
frequency (100 kHz) DFOS showed high sensitivity in comparison testing with commercial PZT 
sensors. 
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Abstract: This paper discusses the design, simulation and fabrication of new Micromachined Thermal 
Hot Plates (MTHPs) based on GaAs, which were designed for Gas sensors. High sensitivity and low 
power are expected for present metal oxide Gas sensors, which generally work in high temperature 
mode (which is essential for chemical reactions to be performed between molecules of the specified 
gas and the surface of sensing material). Because low power consumption is required, even for 
operation temperatures in the range of 200 to 500 oC, high thermal isolation of these devices are 
necessary. The problem can be solved by designing free standing micromechanical hot plates. 
Mechanical stability and a fast thermal response are especially significant parameters that can not be 
neglected. These characteristics can be achieved with a new concept of GaAs based thermal converter. 
Copyright © 2007 IFSA. 
 
Keywords: Thermal hot plate, Thermo-mechanical simulation, MEMS, Gas sensor 
 
 
 
1. Introduction 
 
Typical micromachined hotplates are based on thin membranes made of silicon nitride and silicon 
oxide. However, the operating temperature of these hotplates is limited to a maximum of about 350 °C. 
The micromachined thermal hot plates based on GaAs seem to be very attractive for micro hotplates 
design operating in high temperature mode. In general, a MTHP integrates GaAs microelectronic 
devices (high-speed transistors or Platinum resistors as a heater) and temperature sensors on GaAs 
thermally isolated micromechanical thin membrane. A Pt micro-heater, placed at the top of micro 
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hotplate, is designed to warm up the sensing surface to operating temperature. Temperature sensors are 
integrated within the MTHP structure to sense the temperature at precisely defined places. 
 
Thanks to a higher thermal resistance and operation at high temperatures, MTHPs based on GaAs 
should be able to perform electro-thermal conversion with higher conversion efficiency than well 
known Si devices. The most considerable advantages of GaAs, over Si, are some intrinsic material 
properties such as lower thermal conductivity, high temperature performance, heterostructure quantum 
effects, etc. The HEMT technology creates optimal conditions for MEMS device development which 
can be fully compatible not only with signal conditioning and driving circuitry, but also with the 
Monolithic Microwave Integrated Circuits (MMICs). The most of GaAs based MTHP devices were 
developed to be applied for RF and microwave power sensors and infrared thermal sensors [1, 2]. In 
this work we are presenting high-quality thermal performance GaAs based hotplate MTHP devices 
which were designed for gas sensing. 
 
 
2. MTHP Design and Fabrication Process 
 
In order to assure excellent thermal isolation of the MTHP structure, the hotplate devices are mostly 
designed as free space standing structures. To increase the thermal resistance values, the hotplate has 
to be designed with the thickness as thin as possible. Furthermore, optimization of the MTHP structure 
dimensions (the aspect ratio between the MTHP structure length which increase the thermal resistance 
and MTHP thickness) has to be performed to obtain the best trade-off between thermal resistance and 
acceptable mechanical stress in membrane structure. 
 
 

 
 

Fig. 1. Model of the MTHP suspended membrane structure. GaAs/AlGaAs hotplate is 2 um thick. SiC barrier 
layer and gas sensitive NiO layer is not shown. 

 
 
Fig. 1 shows a schematic view of the GaAs/AlGaAs MTHP. Ti/Pt resistor as a heater and Ti/Ni 
meander-like thin film as a temperature sensor are monolithically integrated within thermally isolated 
2 µm-thick AlGaAs/GaAs island MEMS, which is suspended by the four GaAs cross-bridges. The 
dimensions of GaAs/AlGaAs hotplate are 150 µm x 150 µm. For FEM numerical simulation, a 3-D 
GaAs model substrate has been designed 10 µm thick and 100 µm wide. Top view mask layout of 
MTHP hotplate is shown on Fig. 2. Active devices (temperature sensor and heater) are covered by  
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500 nm thick SiC barrier layer that electrically isolates the 100 nm thick NiO gas sensitive layer and Pt 
interdigital electrodes. 
 

 
 

Fig. 2. Top view mask layout of MTHP hotplate. 
 
 
The MTHP fabrication process begins with the front-side processing technology of the micro-heater 
and temperature sensor. The process must be combined with surface and bulk micromachining of 
GaAs and must be fully compatible with the processing technology of microelectronic integrated 
circuits. 
 
The multilayer GaAs/AlGaAs heterostructure active MTHP layers are grown by MBE (Molecular 
Beam Epitaxy) on GaAs substrate. After this technology step, the double-sided aligned 
photolithography is carried out to define the etching masks on the both sides of the substrate. Highly 
selective reactive ion etching (RIE) of GaAs from the front side defines the lateral dimension of the 
hotplate structure while vertical dimensions are defined by deep back side RIE through a 300 µm thick 
GaAs substrate to the AlGaAs etch-stop layer. Therefore the hotplate thickness (vertical dimension) is 
precisely defined by the thickness of MBE grown GaAs layer over AlGaAs etch-stop layer. As the 
final step, AlGaAs etch stop layer is selectively etched. More technological details can be found in [1]. 
 
 
3. MTHP Device Characterization 
 
The design and characterization of MTHP device can be divided into three phases (Fig. 3): 
 
Preprocessing – proposition of 3-D model that is derived from 2-D layout which describe shapes of 
particular functional layers, combining with classification of the technological process. Technology 
process describes separate deposition and etching steps attributes (layer thickness, etching angle, etc.) 
Material constants are assigned from material database to each layer. 3-D model is meshed for FEM 
simulators. 
 
Processing – boundary conditions assignment for particular parts and patches of 3-D model. Parameter 
setting for FEM simulator which should be combined in so called co-solve analysis. 
 
Postprocessing – view and analysis of simulation results. 
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Fig. 3. MEMS simulation general procedure 
 
 
4. Electro-Thermal Evaluation 
 
Firstly, the temperature sensitivity of Ti/Ni thin film temperature sensor was investigated. Temperature 
sensor I-V characteristics at constant current biasing were used to convert the temperature into voltage. 
Fig. 4 shows the measured voltage response to the temperature at constant current biasing of 1 mA. As 
expected, very good linearity in the sensor voltage response was observed. 
 

 
 

Fig. 4. Measured temperature sensor calibration curve. 
 
 

The linear fit implemented on the temperature sensor calibration curve in Fig. 4 allows temperature 
sensor voltage conversion directly to the temperature. Fig. 5 shows the measured power to temperature 
(P-T) conversion characteristic that can be used to evaluate the conversion efficiency of the MTHP 
structure. 
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Fig. 5. Measured (a) and simulated (b) P-T conversion characteristic of MTHP device. 
 
 
As we can see there is a slight difference from a linear dependence. Measured data can be fitted by a 
quadratic polynomial regression: 
 
 (T = 305.23 + 10.297 P + 0.262 P2) (1)
 
It is clear that thermal resistance Rth, defined as ∂T/∂P, increases with the power dissipation 
(temperature increase). At power dissipation in the heater of about 20 mW this value achieves  
21 K/mW. 
 
Metal oxide gas sensors generally work in high temperature mode, which is required for chemical 
reactions to be performed between molecules of the specified gas and the surface of sensing material. 
Low power consumption is required to obtain the operating temperatures in the range of 500 to  
700 K. Uniform temperature distribution in the active sensing area is required to ensure equal sensing 
properties of the whole surface as well. Operating temperature (650 K) of designed MTHP gas sensor 
can be achieved by the power dissipation lower than 20 mW. 
 
 
5. Thermo-Mechanical Characterization 
 
For an isotropic homogenous material the steady state heat equation can be written [4]: 
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where Q represents generated internal heat, k denotes the thermal conductivity, cp its specific heat and 
T its temperature. The steady state temperature analysis has been performed to determine the 
temperature distributions and thermal resistance of the MTHP device. 
 
For the thermal analysis problem, the essential boundary conditions are prescribed temperatures. 
Varying thermal and mechanical boundary conditions can significantly modify the analysis 
performance of thermo-mechanical MEMS devices. Mechanical boundary conditions manage how the 
device is constrained from movement. Mechanical conditions can be considered fixed for a given 
MEMS device. Thermal boundary conditions as conduction, convection, and radiation, on the other 
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hand, depend on the surroundings, packaging, etc. For that reason, careful assessment of thermal 
boundary conditions is necessary. 
 
Precise thermal analysis that includes the conduction, convection, and radiation effects is necessary to 
properly predict the behavior of thermo-mechanical devices. Not only quantitative but also qualitative 
performance can change if thermal boundary conditions are not set correctly. 
 
In many cases convection and radiation losses from the device could be negligible and heat dissipation 
is entirely due to the heat lost to the substrate. In depends on the shape and dimensions of the device. 
This is modeled as a constant ambient temperature condition at the base of the substrate or on the side 
parts and patches of the 3-D model. These boundary conditions are known as Dirichlet [5]. 
 
Above mentioned assumption may not be true when the thermal mass of the substrate is not large 
enough to preserve the ambient temperature or the working temperature is relatively high. At that 
moment a natural boundary condition (Neumann boundary condition) must be chosen. After 
completing the thermal analysis we can get no uniform temperature distribution at the base substrate. 
 
The technology process, environment, and the packaging of the MEMS device conclude which 
boundary condition is suitable. The choice of the type of boundary condition could significantly affect 
the device behavior. 
 
Because of high temperature operation of MTHP we have used natural boundary condition. The spatial 
temperature distribution and steady state heat flux were calculated taking into the account the heat 
transfers to infinity. In the current analysis, according to the application requirement, the fixed thermal 
boundary is defined for the all side parts of MTHP 3-D model. These walls were kept at the room 
temperature of 300 K while other sides were adiabatic surrounded by air. 
 
 

 
 

Fig. 6. MTHP hotplate temperature distribution (Dissipated power in the heater was 1 mW). 
 
 
The 3D graph as shown in Fig. 5 gives good overall visualization of the temperature distribution in the 
suspended island structure of the MTHP device, which is caused by the power dissipation generated in 
the thin film resistive Pt heater. Thermal analyses were performed for both vacuum ambient and 
gaseous air around the hotplate. The heat losses, due to radiation, were also taken into account. 
 
The power to temperature (P-T) conversion characteristics of the MTHP device were also investigated 
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by the simulation. High electro-thermal conversion efficiency defined by the extracted thermal 
resistance value (Rth=17.3 K/mW (CoventorWare simulation) was achieved. This value corresponds 
to the average value obtained from the experiment (see Fig. 5). Transient power characteristics for  
1 mW power dissipation are depicted on Fig. 7. There are three transients in Fig. 7. The upper is the 
maximal temperature of the heater and the bottom dependence reflects average temperature of TS. 
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Fig. 7. The simulated thermal time response for 1 mW power dissipation in the heater. 
 
 
Thermo-mechanical stability and integrity and a fast thermal response are very important parameters 
that can not be neglected. An optical measurement method was used to characterize the temperature 
time response of the MTHP device. It is based on deflection changes measurement of the MTHP 
hotplate. The deflections are induced due to different thermo-mechanical properties of the multilayer 
material system. The non-stationary dynamic process of transient heat flow creates also time 
dependent mechanical movements. To observe these deformation changes we used Laser Doppler 
Vibrometer (LDV) optical method. The heterodyne interferometrical system of Polytec OFV-303 
vibrometer is capable to detect the vibration amplitudes in nanometer range. 
 
 

 
 

Fig. 8. Mechanical time response to the input step-wise heater voltage 
 (temperature increase of 482 K). 
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Fig. 8 shows the mechanical time response (deflection time dependence) of the suspended hotplate 
membrane structure obtained by the optical measurement. Extracted thermal time constant value is 1.5 
ms and it corresponds to the simulated thermal time constant. 
 
 
6. Conclusions 
 
The main objective of the presented work was the design, modeling and characterization of a 
micromachined GaAs based MTHP device which is considered to operate with metal oxide gas 
sensors. The processing technology is fully compatible with the GaAs MESFET or HEMT devices 
processing. Subsequently, signal processing electronics can be monolithically integrated with the gas 
sensors. 
 
Comprehensive electro-thermo-mechanical performance analyses of the MTHP hotplate ware 
performed and exhibit very good mechanical integrity and thermal stability. Due to very high electro-
thermal conversion efficiency, defined by the extracted thermal resistance values (Rth~15-21 K/mW), 
the power consumption can be kept very low. To obtain the operational temperature of the active part 
of MTHP hotplate in the range of 600-650 K the power consumption was less then 20 mW. 
 
 

 
 

Fig. 9. A real view of fabricated MTHP device. 
 

 
By means of 3-D thermo-mechanical simulation, we optimized MTHP hotplate structure to obtain 
uniform temperature distribution in the active gas sensitive area. Simulated values were compared to 
experimental values performed by the measurement of real micromachined MTHP device. The thermal 
time constant of the MTHP device was also estimated by simulation (τ~1.44 ms) and compared to 
experimental measurement (τ~1.5 ms) using LDV method. 
 
The processing technology for the described gas sensor based on the MTHP device is in progress. The 
process flow is now focused to define gas sensitive area based on polycrystalline NiO thin films with a 
dense fine-grained microstructure. 
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Abstract: Flow cytometry is an indispensable tool in clinical diagnostics, for example in cancer, 
AIDS, infectious disease outbreaks, microbiology, and others. The cost and size of existing cytometers 
preclude their entry into field clinics, water monitoring, agriculture/veterinary diagnostics, and rapidly 
deployable biothreat detection. Much of the cost and footprint of conventional cytometers is dictated 
by the high speed achieved by cells or beads in a hydrodynamically focused stream. This constraint is 
removed by using ultrasonic focusing in parallel microfluidic architecture. In this paper, we describe 
our progress towards a microfabricated flow cytometer that uses bulk and microfabricated planar 
piezoelectric transducers in glass microfluidic channels. In addition to experimental data, initial 
modeling data to predict the performance of our transducers are discussed. Copyright © 2007 IFSA. 
 
Keywords: Microfluidics, Microacoustics, Flow cytometry 
 
 
 
1. Introduction 
 
There is currently great interest in portable and rapidly deployable biothreat detection and 
characterization platforms, both in the context of biowarfare and field diagnostics for soldiers. Current 
flow cytometers represent one of the most widespread technologies in biological analysis. However, 
they are complex and expensive instruments (~250 K) that require trained technicians and significant 
manual handling. A portable cytometry system will have significantly lower throughput compared to 
conventional systems, but the reduced cost and simplification of operation will enable the system to be 
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fielded in clinical settings around the world, especially in remote locations where trained technicians 
are unavailable. 
 
Over the last fifty years, commercial flow cytometers have become commonplace in clinical and 
laboratory settings for cellular analyses; however, these complex systems are bulky and expensive. 
Recently, flow cytometry systems based on microfluidics have brought hope for less expensive and 
portable alternatives to conventional systems [1-8]. These systems take advantage of the ability of 
microtechnology to pattern small features and integrate multiple sensing modalities (optical, electrical, 
mechanical) onto a single platform. In addition, microfluidics offers the ability to build complex 
interrogation channels that can focus cells into narrow single-file columns for downstream optical 
interrogation. However, underlying issues (e.g., cell clumping, adhesion to the channel) with 
appropriate routing of the particles to necessary points in an integrated system remain problematic. 
Here, we seek to address some of these issues by integrating acoustic pressure waves into microfluidic 
channel systems to focus particles for optical detection. 
 
 
2. Methods 
 
For metallization, 1.5 in. diameter circular PZT discs were sputtered with Cr/Au (200Å/2000Å) on 
both sides and lithographically patterned on the top side. In this approach, AZ 5740 photoresist was 
spin coated (Headway Research Inc., Garland, TX) at 5000 rpm for 30 s (~6 µm thickness) and soft 
baked for 10 min at 90°C. An optical aligner (Oriel Corporation, Stanford, CT) was used to expose the 
photoresist and was subsequently developed in Microposit 454 developer (Rohm and Haas, 
Philadelphia, PA). Finally, liftoff was used to remove the photoresist and pattern the top metal surface 
(see Fig. 1). The transducer was poled at 300 V DC to actuate in the thickness dimension. Finally, a 
glass microchannel (Micronit Microfluidics BV, Netherlands) was bonded to provide the conduit for 
microparticle flow and the area where an acoustic standing wave can be created. The microchannels on 
this chip were 10 mm x 750 µm x 250 µm. The height of the channel was chosen to be 250 µm to 
support a half-wavelength resonance at 3 MHz and the width was chosen to support a 3λ\2 resonance 
(a harmonic of the halfwavelength resonance) at 3 MHz. 
 
 

 
 

Fig. 1. Technique for metallization of PZT substrates. (a) In this scheme, a 1.5 in. PZT disc (500 µm thick) is 
patterned with a top electrode metal layer using a liftoff procedure. (b) Fabricated device using the technique 

shown in (a). 
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An alternate technique for the microfluidic manifold involved a two layer SU 8 process (see Figs. 2 
and 3). SU 8 2100 was patterned (150 µm thickness) on top of the PZT substrate to form the bottom 
channel layer. Then SU 8 2100 was again patterned (100 µm thickness) to form the top channel layer 
and the proper levitation height for an acoustic routing zone. Finally, a glass coverslip was pressure 
bonded to the SU 8 microfluidic structure. In each case, fluidic interconnect (Upchurch Scientific) 
were then fixed to the structure to allow for the delivery of flow to the sheath inlets and 20 µm 
microspheres (VWR Scientific) to the center inlet. These beads were delivered to the system at a 
concentration of 106 particles/mL at a flow rate of 50 µL/hr using a syringe pump (Harvard Apparatus 
PHD 2000). In the focusing zone, the circular PZT transducers were driven around 3 MHz with a 
10 Vp-p sinusoidal signal (Agilent 33250A function generator) and in the deflection zone, the frequency 
of a second function generator was varied around 4 MHz to determine the optimal capture efficiency. 
 
 

 
 

Fig. 2. Fabrication process for microfluidic integration using SU 8 photoresist. First, SU 8 2100 was patterned 
to produce a 150 µm deep, 2mm wide channel on the PZT substrate. Then a second layer of SU 8 2100 was 

patterned to reduce the depth of the first channel in the acoustic deflection zone and to produce an outlet channel 
in just the top layer to capture the deflected particles. Finally, a glass coverslip was pressure and heat treated on 

top of the SU 8 microfluidic structure to create a channel roof. 
 
 

 
 

Fig. 3. Fabricated SU 8 laminar flow focusing system with integrated acoustic router. (a) SU 8 microfluidic 
structure showing 2 mm wide microfluidic channels and circular acoustic radiators for near-field focal 

reinforcement. (b) Zoomed in view of the side channel in the second SU 8 layer that collects deflected particles. 
(c) Zoomed in view of the deflection zone with different height. 
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3. Acoustic Model of Focal Reinforcement 
 
In designs where we employ focal reinforcement to standing wave systems with near field radiation 
pressure, we have incorporated micropatterned piezoelectric transducers that could be phased together 
to achieve three-dimensional focusing within a microchannel. Moreover, the thickness and the surface 
area of the transducer were chosen to maximize the acoustic efficiency of the standing wave node 
reinforced with a near field radiation node. Toward this end, we chose PZT transducers with a 
thickness of 500 µm giving an unloaded resonant frequency of 4.41 MHz. For an optimal design the 
transducer must be relatively insensitive to drive frequency to avoid power losses from external 
perturbations such as variation in the fabrication process. To support standing waves in the cavity (i.e. 
water), a cavity height of λ/2 or 170 µm is required in the water. The reflector, however, must be λ/4 in 
the Pyrex or 320 µm. To take advantage of near field effects, the transducer dimension must be chosen 
to be within the near field limit, given by nf ≅ a2 / λ for a circular transducer, where a is the transducer 
radius and λ is the wavelength. In contrast, the far field acoustic radiator acts like a point source which 
is ideal in beam steering applications. In general, the acoustic pressure field is highly complex for 
arbitrary transducer geometries and difficult to calculate; however, circular designs have closed-form 
solutions. In Fig. 4, we show the relative acoustic pressure field from a circular transducer for several 
values of the radius (a) scaled by wavelength, where λ=340 µm as a function of the on-axis distance 
from the transducer. The key design feature requires that a = 5.245λ such that a pressure minimum 
exists at ~85 µm or half the cavity height. Though a minima exists when a = 1.225λ, the resulting 
transducer area is too small for effective impedance matching. Our result causes the standing wave 
minimum to overlap with the near field minimum from the transducer pressure field. The radius for 
this design gives a = 1.783 mm. The far field boundary would be over 8.9 mm from a source with this 
dimension. The transducer area in this design is ~10-5

 m2. 
 
 

 
 

Fig. 4. Relative acoustic pressure in the transducer near field. 
 
 
4. Results and Discussion 
 
For the 500 µm thick PZT disc samples, a 1-D transmission line model and the experimental data 
taken with an impedance analyzer predict a resonant frequency around 4 MHz (see Fig. 5). The model 
predicts impedance values slightly higher than those measured experimentally due to secondary 
acoustic losses through the transducer. For instance, since this model predicts transducer performance 
only in one dimension, it does not account for losses in the other two. 
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Fig. 5. Modeled and experimental data for the transducer fabricated using the technique in Fig. 1. The curves for 
the unloaded transducer and the composite show the output of the model for the case in which the transducer is 

free standing and for the transducer with electroded surfaces. The experimental values were taken with an 
impedance analyzer. 

 
 
Fig. 6 shows a photomontage of ultrasonic streams generated for the system in Fig. 1 at various 
frequencies in the MHz range. While these early system designs did not have the correct geometries 
for producing single file lines of acoustically focused beads, they did show that beads can be coarsely 
focused with acoustic pressure waves. By choosing either a λ/2 or λ/4 thickness glass reflector we have 
also been able to route the particles at either the top of the microchannel or the middle (see Table 1 a). 
Table 1 b also summarizes the lateral focusing due to secondary coupling of the primary ultrasonic 
field. 
 
 

 
 

Fig. 6. Acoustic streams (arrows) of beads due to lateral focusing in a microchannel. The PZT transducer was 
driven with a 10 Vp-p sinusoidal signal. The frequency of actuation was 1.2 MHz for (a), 2.1 MHz for (b), and 

3.2 MHz for (c). 
 
 

Table 1a. Levitation Height Changes Due to Reflector Thickness (n=6) 
 

 
Values are mean±standard error of measurement. 
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Table 1b. Lateral Focusing Characteristics During PZT Actuation (n=6). 
 

 
Values are mean±standard error of measurement. 

 
 
To produce more tightly focused streams of particles, the system described in Figs. 2 and 3 was 
fabricated and characterized. The resonant frequency of the acoustic focusing zone in the system was  
3 MHz. Flow boundaries for the laminar flow focusing section are shown in Fig. 7 a. Fig. 7 b shows 
the three dimensional focusing of a stream of beads due to sheath flow and acoustic levitation. 
 
 

 
 

Fig. 7. (a) Flow boundaries between the three inlets to the laminar flow focusing portion of the system. Three 
different color dyes were injected into the three inlets. Flow rate of the particle inlet was 50µl/hr and for the 

sheath inlets was 200µl/hr. (b) 20µm diameter polystyrene beads being focused due to sheath flow 
on either side under the flow conditions in a. 

 
 
Meanwhile, Table 2 summarizes the lateral and axial focusing properties of the system under different 
flow rates and drive frequencies and shows an optimal drive frequency of 3.2 MHz and sheath flow 
rate of 200 µL/hr. This design also incorporates circular acoustic radiators that have been designed to 
establish a near-field radiation pressure minimum at the center along the height of the channel to 
reinforce the standing wave pressure minimum and obtain tighter z-dimensional focusing (20 % 
reduction in stream broadening). Finally, Table 3 summarizes the results of a test in which focused 
beads were fed into the deflection zone. In this experiment, the circular PZT transducers in the 
deflection zone were always kept on and the deflection distance of beads was measured by changing 
the focal plane of the microscope. The data suggest an optimal drive frequency of 4.9 MHz for 
deflecting particles into the capture channel. In future experiments, we will trigger the acoustic router 



Sensors & Transducers Journal, Special Issue, October 2007, pp. 93-100 

 99

with an optical interrogation signal for acoustic sorting functions to quantify the throughput of the 
system. When fully integrated, this microfabricated platform could be a low cost, portable alternative 
to conventional flow cytometry systems. 
 
 

Table 2. Characteristics of operation for acoustic focusing portion of the system (n=6). 
 

 
Values are mean±standard error of deviation. Peak to peak drive voltage amplitude for  

PZT was 10.16 V at 2.7 MHz, 11.56 V at 3.2 MHz, and 9.27 V at 3.7 MHz. 
 
 

Table 3. Characteristics of operation for acoustic deflection portion of the system (n=6) 
Values are mean±standard error of deviation. 

 

 
 
 
5. Conclusions 
 
In this paper we present data on the fabrication, modeling, and characterization of devices that 
integrate microacoustics with microfluidic systems to focus particles for flow cytometry applications. 
These systems allow for the creation of standing waves between the boundaries of microchannels to 
move particles to pressure nulls. By increasing the number of patterned top electrodes interfacing with 
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the microfluidic channel, we aim to “phase” the acoustic radiation force between two or more strips of 
electrodes together to achieve more reliable and complicated manipulation of microparticles. By 
understanding the complex distribution of radiation forces within the system in future work, we will be 
able to better predict the performance of these devices. In the end, this integrated fabrication scheme 
has the potential to simultaneously increase functionality and portability while reducing system cost. 
 
Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company, 
for the United States Department of Energy under contract DEAC04-94AL 85000. 
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Abstract: This paper presents design and characterization of a new GaAs based RF Microwave Power 
Sensor (RFMPS) microsystem. The main criteria for the RFMPS optimization are to keep the stable 
thermal distribution and minimize the thermal stress. The concept of absorbed power measurement is 
based on thermal conversion, where absorbed RF power is transformed into thermal power, inside a 
thermally isolated system. The Micromechanical Thermal Converter (MTC) spatial temperature 
dependences, thermal time constant and power to temperature characteristics are calculated from the 
heat distribution. The temperature changes induced in the MTC by electrical power dissipated in the 
HEMT (High Electron Mobility Transistor) are sensed by the integrated temperature sensor (TS). The 
temperature distribution over the sensing area and mechanical stress was optimized by studying 
different MTC sizes, and topologies of the active HEMT heater and temperature sensor.  
Copyright © 2007 IFSA. 
 
Keywords: MEMS thermal converter, Thermo-mechanical simulation, GaAs power sensor 
 
 
 
1. Introduction 
 
Transmitted power is the most important measure considered in RF systems. The usual approach to 
transmitted power measurement is based on the detection of absorbed power waves (incident and 
reflected) that requires complicated multiple power meter structures and need complex calibration. 
 
An improved method for the absorbed power measurement is based on thermal conversion where, 
absorbed radio frequency (RF) power is transformed into thermal power inside of a thermally isolated 
system. 
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High thermal isolation of the MTC can be reached by the design of a free micromechanical plate 
which is as thin as possible. We have developed a new GaAs based MTC technological process, which 
creates optimal conditions for both the monolithic integration of the active HEMT heater and thermal 
isolation of the microwave sensor elements. Thermo-mechanical numerical modeling and temperature 
distribution optimization have a significant influence on the performance of the Micromechanical 
Thermal Converter. MTC structures with diverse sizes and arrangements of the heater and the 
temperature sensor were studied. 
 
The thermoelectric AC power sensor and microwave power sensor were firstly analyzed by Jaeggy and 
Kopystinski [1, 2] by using CMOS IC technology. The heater was defined with a polysilicon resistor 
and a Polysilicon/ Aluminium thermopile was used as temperature sensor. Unfortunately, these sensors 
can not be integrated with III-V compound semiconductors. 
 
The Gallium Arsenide based Micro-Electro-Mechanical Systems have some advantages over the well-
understood Silicon micromachined microsensors. The most considerable advantages are some intrinsic 
material properties such as lower thermal conductivity, high temperature performance, heterostructure 
quantum effects, etc. The HEMT technology has been developed for our GaAs based MEMS 
structures. 
 
 
2. Theory 
 
The simulation of steady-state and transient dependences of the MEMS devices with embedded 
thermo-mechanical behavior leads to the solution of three sets of differential equations that govern the 
electric current (dissipation), thermal, and thermo-mechanical behaviors. 
 
 
2.1. Electric Current and Joule Heat Generation 
 
Current distribution in the MTC structure for specified voltage boundary conditions is determined by 
solving the equation for continuity of current: 
 
 EJ σ= , (1)
 
where J is the current density [A.m-2], E is the electric field, and σ is the electric conductivity. 
 
From (1) we can derive Joule heat generation per unit volume is 
 
 JEq = . (2)
 
Electric field E can be expressed: VE −∇= , where V is electric potential (voltage). 
 
 
2.2. Heat Equation 
 
Conduction 
 
The steady-state heat conduction equation shown below is solved for temperature distribution for 
specified thermal boundary conditions, including insulation, natural convection and radiation. The 
Fourier equation for temperature distribution can be written as follows: 
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where λ [W m-1 K-1] is coefficient of thermal conductivity, ρ mass [kg m-3], c [J kg-1 K-1] thermal 
capacity and p specific heat [W m-3]. Coefficient of thermal conductivity is not constant with 
temperature differences, however, in most MEMS applications it can be taken as constant. This is also 
the case here. The value of heat flux can be expressed as: 
 
 gradTq ⋅−= λ  [W.m-2], (4)
 
If the solid body is heated up by constant power generation and cooled down constantly by the 
surrounding environment then the temperature distribution will fix. For Cartesian coordinates the 
temperature distribution can be obtained by solving the following equation [5]: 
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Convection 
 
The ambient of thermal MEMS devices is often various gases or liquids. In such cases the convection 
effects should be also taken into account. Convection depends on specific dimensions and shapes of 
the device. 
 
The density of heat flux under the convection is given [5] 
 
 ( )tst tttq −=∆⋅= αα   [W.m-2], (6)
 
where α[W.m-2.s-1] is heat transfer coefficient given by criteria equation (see below), tst is wall 
temperature of solid body, tt is gas or liquid surrounding temperature and A contact area. 
Criteria equation can be found in literature in following form for instance [5]: 
 
 Nu = f (Re, Gr, Pr,….), (7)
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Criteria equation for natural convection can be expressed in the form [5]: 
 
 ( )nGrCNu Pr.⋅= , (8)
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C and n constants depends on the value of the product Gr.Pr according Table 1: 
 
 

Table 1. Value of C and n depends on Gr.Pr. 
 

Gr.Pr C n 
< 1.10-3 0,45 0,0 
 1.10-3≅ 5.102 1,18 0,125 
 5.102≅ 2.107 0,54 0,25 
 2.107≅ 1.1013 0,195 0,333 

 
 
Radiation 
 
For MEMS devices operating at room temperature the heat loses caused by radiation can be usually 
neglected. Radiation can have a significant effect for the devices working much above 400 K on the 
other hand. Therefore for such devices a verification of radiation effects should be conducted. 
Heat loses caused by radiation is given by Stefan-Boltzmann emissive law: 
 
 4

02,1 .. TACPRad σε= , (9)
 
where 
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(10)

 
ε is emissivity of gray body, A is the body surface and σ  is Stefan-Boltzmann constant = 
= 5.67 . 10-8 [W.m-2K-4]. 
 
 
3. MTC Design and Technology Process 
 
The MTC structures used in thermally based MEMS devices are mostly designed as free space 
standing structures. To increase the thermal resistance values, they have to be designed with the 
thickness as thin as possible. A new processing technology for a GaAs micromechanical island 
structure has been developed. The technology process begins with the MBE or MOCVD growth of 
GaAs heterostructures on semi-insulating substrates (SI-GaAs) (Fig. 1). A front-side processing 
technology is performed to define Source (S), Drain (D) and Gate (G) of the HEMT. The GaAs surface 
is completed by Ti (50 nm) / Au (150 nm) metallic transmission lines, which allow connections to the 
heater and TS. 
 
The next step is the surface micromachining of the cantilever, bridge or island by a masked non-
selective wet or plasma etching of the heterostructures up to semi-insulating (SI) GaAs. Surface micro-
machining is followed by deposition and subsequent thermal forming of a thin top polyimide layer. 
Finally, a three-dimensional patterning of the micro-mechanical structures is defined by a deep back-
side selective reactive ion etching of SI-GaAs through the openings in mask, using AlGaAs together 
with the polyimide as an etch-stop layer. 
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Fig. 1. Schematic cross-section through the polyimide-fixed MTC structure to be integrated with HEMT as 
heater and poly-Si/Pt thin film resistor as temperature sensor TS. 

 
 
A thin polyimide layer is deposited after the bulk GaAs micromachining and enables the 
micromechanical structures to be mechanically fixed and thermally isolated in a free space. 
 
A schematic cross-section is shown on Fig. 1. A Silicon delta-doped layer is formed for HEMT design 
in the Al0.22Ga0.78As barrier layer. This layer is separated by 3 nm thick undoped Al0.22Ga0.78As 
spacer from the In0.2Ga0.8As channel. A GaAs/Al0.3Ga0.7As (700 / 300 nm) heterostructure buffer 
layer under channel was designed to define the thickness of the MEMS structure. 
 
Subsequent benefits of this technology is that the microwave controlled circuit can be also integrated 
within the MTC microstructure. 
 
Fig. 2 shows the model of the GaAs island structure which has been proposed to increase the sensor 
thermal resistance. The GaAs island (175 µm x 125 µm) floats in 1 µm thin polyimide membrane  
(225 µm x 360 µm) that mechanically fixes and thermally isolates the GaAs MTC plate. For numerical 
simulation purposes the GaAs substrate rim has been designed 10 µm thick and 50 µm wide. These 
dimensions ensure sufficient mass for simulator boundary condition setting while keeping the number 
of simulation nodes at a reasonable level. 
 
 
4. P-T Characteristic and Steady State Thermal Analysis 
 
Main characteristics for the thermal converters optimization are the temperature distribution over the 
sensing area, the time response, the sensitivity and the mechanical stresses in the multilayer structure. 
 
The input power dissipation in the heater was defined as heat flux coming through the HEMT gate area 
(10 µm x 0.5 µm). We can use this approximation because the heat dissipation in the HEMT structure 
is generated in the very thin conduction layer which formed under the gate area. 
 
The spatial temperature distribution of the MTCs and steady state heat flux were calculated taking into 
the account the heat transfers to infinity. In the current analysis, according to the application 
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requirement, the fixed thermal boundary is defined for the all side walls of GaAs substrate. These sides 
were kept at the room temperature of 300 K while other sides were adiabatic. 
 
 

  
 

Fig. 2. Model of the Island MTC structure. GaAs island is floating” in Polyimide 1 um thick layer (not visible). 
The meander-shaped TS is also shown. Z-direction is 20times magnified. 

The Detail of HEMT heater is on the right. 
 
 
A 3-D diagram gives good overall visualization of the temperature distribution (Fig.3) in the island 
MTC structure caused by the power dissipation generated by the HEMT heater. Thermal boundary 
conditions were defined for the side walls of the GaAs substrate. These sides were kept at the room 
temperature of 300K while other sides were adiabatic. The island is “floating” in the polyimide layer 
that mechanically fixes and thermally isolates the MTC structure. The polyimide layer is not shown on 
the figure, but was considered in the simulation. 
 
 

 
 

Fig. 3. 3-D Plots of temperature distribution of the island MTC structure for power dissipation of 2 mW. The 
island is “floating” in polyimide layer that mechanically and thermally isolates the MTC structure. Polyimide 

layer is not shown. 
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The thermal analyses were performed for both vacuum ambient and non-convective gaseous medium 
around the MTC structure. The heat losses, due to radiation, were viewed as negligible. The derived 
power to temperature characteristic is shown in Fig. 4. From the angular coefficient we can express the 
thermal resistance Rth of the structure which is summarized, for different topologies of the MTC 
structure, in Table 2. 
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Fig. 4. Simulated island, cantilever and bridge Power to Temperature characteristics. Comparison with real 
micro-machined MTC device. Ambient temperature for bridge MTC was 285 K whereas other two MTCs 

ambient were 300 K. 
 
 
The transient on/off power characteristics for the island structure are depicted in Fig. 5. At the 
beginning (time = 0 s) a power of 2 mW switched ON. At time = 5 ms the power was switched OFF. 
The thermal time constant of the island structure arrangement is 1.9 ms. There are three transients 
shown in Fig. 5. The upper one is the maximal temperature of the heater and the bottom dependence 
reflects the average temperature of TS. 
 
Stress and displacement magnitude evaluation were simulated for BC where the outer substrate rim 
was set as rigid (non moveable). Fig 3 also shows the mechanical deflection of the island MTC 
structure for a power dissipation of 2 mW. 
 
 
5. Optimization of MTC Structures 
 
New optimized island structure design reduces the maximal stress caused by temperature changes and 
minimize the temperature losses that were caused by short supplying metallization to HEMT transistor. 
 
Gate supplying metallization was led around the island in order to lengthen it as much as possible  
(Fig 3). The temperature losses are minimized by this solution. Another advantage is that all 
metallization are entering the substrate surface in the same side. Mechanical compressions and stresses 
are minimized by this solution. 
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The influence of the gate width on the maximal temperature of the MTC structure has been simulated. 
Temperature distribution in the HEMT and in the MTC structure for different gate widths (5 µm, 10 
µm, 15 µm, 20 µm) has been obtained. From the simulation results follows that the maximal 
temperature of the MTC which is located in the gate of the HEMT is inversely proportional to the gate 
width (Fig. 6). 
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Fig. 5. The power on/off transient characteristics for island MTC structure for power ON of 2mW. At the 

beginning there was power of 2mW switched ON. In the time of 5ms the power was switched OFF. 
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Fig. 6. Maximal and average temperature – HEMT gate width dependence. Dissipated power was 0.5 mW. 
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These analyses have demonstrated that the temperature sensed by the temperature sensor remained the 
same. It can be concluded that the HEMT gate width does not have any influence on the sensitivity of 
the MTC, and only influences maximal system temperature changes. In order to minimize maximal 
temperature of the sensor it is desirable to increase the HEMT gate width. Due to maximal temperature 
reduction the sensor could be used for a wider field of measured power while the sensitivity remains 
the same. 
A comparison of the designed island MTC structures is summarized in Table 2. 
 
 

Table 2. MTC simulation results summary. 
 

 Island without 
GaAs 

Island with 
GaAs 

Optimized island 
with GaAs 

Rth simulation [K/mW] 24 13 26 
Rth measurement [K/mW] - 14 - 
τ simulation [ ms ] 0.9 0.9 0.8 
τ measurement [ ms ] - 0.8 - 
Max. temperature [K] (1mW) 332 320 336 
Max. displacement [µm] (1mW) 2.74 0.26 5.28 
Max. mechanical stress [MPa] (1mW) 540 434 284 

 
 

6. Conclusions 
 
Spatial temperature dependences, thermal time constant, thermal stress and displacement and power to 
temperature characteristics were calculated from the heat distribution. Temperature distribution, 
mechanical stresses and displacements of GaAs MEMS device have been simulated using 
CoventorWare. Using FEM simulations, the layout of the HEMT transistor, temperature sensor and 
MTC shapes and dimensions were also optimized. 
 
Power to temperature (P-T) conversion characteristics of the MTC devices was simulated and 
compared with measurements of real micromachined structures. The high electro-thermal conversion 
efficiency, defined by extracted thermal resistance values (Rth) 24 K/mW, was achieved for the island 
structure. As compared with the experimental data, the thermal resistance values are congruent. 
 
 

 
 

Fig. 7. Real micromachined island MTC structure. 
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Abstract: This paper presents a sacrificial layer process using a low temperature polymer as the 
sacrificial material for fabricating a surface micromachined reactive ion etching (RIE) resonant sensor. 
The sensor monitors film thickness and etch rate in the RIE process and will ultimately facilitate 
closed-loop control. This RIE monitoring methodology exploits the accuracy of resonant 
micromechanical structures, whereby shifts in the fundamental resonant frequency measure a physical 
parameter. A majority of these systems require free-standing mechanical movement and utilize a 
sacrificial layer process as the key technique to develop and release the structure on a substrate. The 
low temperature sacrificial layer process released the suspended sensor with excellent performance and 
is capable of fabricating other low cost, high performance and reliable suspended MEMS devices. 
Copyright © 2007 IFSA. 
 
Keywords: Resonant sensor, Sacrificial layer process, Reactive ion etching (RIE), In-situ monitoring, 
Endpoint detection 
 
 
 
1. Introduction 
 
State-of-the-art integrated circuits currently employ upwards of 60 million transistors, six layers of 
metal, and operate at clock frequencies over 1 GHz. As device dimensions continue to shrink and the 
speed of computing and communications systems increases, the effect of fluctuations in the 
manufacturing process becomes critical. Achieving tight specifications, given the continuing trend 
toward even further miniaturization, represents a major challenge in process control, an issue of critical 
importance to the semiconductor industry. 
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Reactive ion etching (RIE) has emerged as a critical step in integrated circuit (IC) fabrication, as it 
offers high etch directionality, enabling accurate pattern transfer not obtainable with wet etching. 
Despite its widespread use in the semiconductor manufacturing industry, process control techniques 
for RIE are inhibited by the inadequacy of existing process sensor technology. Although real-time 
monitoring techniques exist for the regulation of process conditions such as gas flow, RF power, and 
chamber pressure, extant process monitoring methods are unable to provide direct, real-time 
measurements of the actual wafer state during the etch [1]. 
 
In this paper, a MEMS device for real-time RIE monitoring is fabricated using a low temperature 
sacrificial polymer. Ultimately, this device is expected to facilitate closed-loop feedback control. As an 
application vehicle, process control will be demonstrated in the Plasma Therm SLR series RIE system 
located in the Georgia Tech Microelectronics Research Center. 
 
 
2. Reactive Ion Etching 
 
Real-time monitoring of RIE is essential for process control. Ideally, one would like to monitor the 
RIE process in-situ and control outputs such as etch rate, uniformity, and anisotropy directly. 
However, a complete array of technologies to measure these quantities is not available [2]. 
Conventional techniques for RIE process monitoring are typically performed off-line. Among the few 
existing in-situ monitoring techniques are optical emission spectroscopy (OES), residual gas analysis 
(RGA), and interferometry. The following is a brief review of existing methods for RIE monitoring 
and control. 
 
 
2.1. Existing Methods of RIE Monitoring 
 
OES is a bulk measure of the optical radiation of the plasma species. Since emissions come from 
reactants and products, OES measurements are most often used to obtain the average optical intensity 
at a particular wavelength above the wafer. By setting an optical spectrometer to monitor the intensity 
at a wavelength associated with a particular reactant or by-product species, OES serves as an effective 
endpoint detector. However, the applicability of OES measurements for direct observation of wafer 
state and/or real-time control remains a challenge. This is because light generated by plasma is rich in 
emissions from many species that cover a wide spectral range. For some etch chemistries, it is difficult 
to separate a characteristic line from the intensity background [3]. 
 
Another existing scheme for monitoring RIE is to analyze the residual gas composition in the process 
chamber using mass spectroscopy. An RIE system continuously depletes its chamber gases during 
etching. At the beginning of etching, the gas in the chamber consists of a mixture of process gas and 
that resulting from etching. Towards the end, the gas in the chamber will resemble its mixture prior to 
etching. This information may be used to detect the etch endpoint using RGA. However, RGAs are 
usually very bulky and require a relatively large work space for mounting. Although new miniature 
RGA technologies have addressed the size issue, they are still difficult to mount and restrict access to 
the process chamber, and their small size imposes limits on their ability to separate species with 
different mass/charge ratios [4]. 
 
Laser interferometry gives direct etch rate measurements at the wafer surface by exploiting 
interference patterns of monochromatic light rays which occur when light is reflected from an upper 
and an underlying interface. The reflected intensity is a periodic function of film thickness, and its 
amplitude is a function of the index of refraction of the ambient, film and substrate. At normal 
incidence, etch rate may be calculated by determining the time between minimum or maximum 
intensity peaks in an interferogram. Although interferometry works well for endpoint detection, it is 
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limited in that it covers only a small spot on the surface of the wafer. This technique also only works 
for translucent films. Alignment, calibration, and mounting of the interferometer are also concerns [5]. 
 
 
3. Sensor Technology 
 
The micromachined sensor will be placed in an RIE system to monitor key figures of merit in-situ. 
One of the greatest benefits of micromachining is that the fabrication process can be made compatible 
with standard IC processing. Mechanical structures can thus be integrated with support electronics to 
yield a "smart sensor" [6]. This is the approach envisioned for RIE monitoring and control. 
 
One example of a micromachined sensor is the prototype designed at Georgia Tech to assess RIE etch 
rate [7]. The platform was coated with the same material to be etched from the substrate and positioned 
above drive and sense electrodes. As etching proceeds, the sensor is excited into resonance. As the 
mass loading of the platform decreases during etching, its resonant vibrational frequency shifts by an 
amount proportional to the amount of material remaining, allowing etch rate to be inferred. 
 
 
3.1 Principle of Operation 
 
The RIE sensor relies on a principle of electrostatic excitation and capacitive detection. This technique 
requires two electrodes that are in close proximity to a vibrating structure. A voltage applied across the 
electrodes creates an electrostatic pulling effect on the vibrating element and a displacement current 
result from the air gap capacitance between the electrodes and the vibrating structure. 
 
The expression for the fundamental resonant frequency of a single-material, flat, thin platform 
(assuming that air dampening and axial stress are negligible, and that the vibrational amplitudes are 
small compared to the platform thickness) is: 
 
 

, 
(1)

 
where E is Young's modulus, ν is Poisson’s ratio, ρ is the density of the platform, and λ, h, and l are 
the platform's mode constant, thickness, and length, respectively. 
 
Fig. 1 shows the prototype micromachined sensor designed to assess RIE etch rate. During operation, 
the MEMS platform is coated with the same material to be etched from the substrate and positioned 
above drive and sense electrodes. As etching takes place, the sensor is excited into resonance by the 
drive electrodes. 
 
The natural frequency of this prototype sensor was measured by electrostatically exciting the sensor 
while detecting its movement optically with a vibrometer interfaced with an HP4194A network 
analyzer. The resonant condition was found to occur at 31.4 KHz, which compares well with the 
frequency of 38.1 KHz computed using Eqn. (1) (with h = 9 µm, l = 787 µm, ρ = 1400 kg/m3, and  
E = 8.3 GPa). 
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Fig. 1. Prototype micromachined sensor showing the platform suspended over drive 
and sense electrodes. 

 
 
3.2. Finite Element Analysis of New Sensor Design 
 
The RIE sensor has an element vibrating at resonance which must be highly sensitive to changes in the 
physical or chemical parameters of what is being measured. The newly configured RIE sensor was 
developed with a high mechanical Q-factor, since the sensor stability and performance is then almost 
entirely dependent on the mechanical properties of the resonator elements. 
 
The redesigned RIE sensor in [8] was analyzed and optimized by finite element analysis (FEA). This 
computer-based numerical technique for calculating the strength and behavior of engineering 
structures was conducted using ANSYS 7.0. The ANSYS parameters are given in Table 1. 
 
 

Table 1. ANSYS parameters for RIE sensor model 
 

 
 
 
The sensor was first modeled and meshed using a 2-D element type, and then extruded into the 3-D 
model shown in Fig. 2. 
 
The RIE sensor was deformed and examined to establish the relationship between applied loads and 
deflections. We obtained the profile of the first three mode shapes and resonant frequencies and found 
that the fundament and harmonics were within the expected range. Simulations compare closely with 
the expected value of 33.3 kHz. The results are summarized in Table 2. 
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Fig. 2. 3-D meshed model of RIE sensor. 
 
 

Table 2. RIE sensor resonant frequencies. 
 

 
 
 
Steady state, transient and random vibration behavior was also analyzed to study the effects caused by 
the applied load to the sensor. Boundary conditions were employed to indicate where the structure was 
constrained and restricted against movement or in the case of our symmetric RIE resonant structure 
when only a portion of the sensor needed to be modeled. 
 
The platform was modeled as a uniform beam with both ends clamped and suspended above a ground 
plane. To confirm the expected response of the sensor, an electrostatic force was applied. The 
application of a range of voltages between 10-100 volts caused the platform to deflect. The resonant 
frequency and displacements varied with the application of the load. Fig. 3 shows that the platform had 
its maximum deflection at the center, as expected, with a maximum displacement of 0.03216 µm. 
 
 

 
 

Fig. 3. Sensor displacement contour plot showing maximum displacement of 0.0322 µm. 
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Changes in the mass loading of the platform are simulated by varying the height of the platform which 
produces a change in the capacitance between the platform and electrodes, resulting in the change in 
the resonant frequency of the structure. The platform height was varied from 4µm to 16µm to simulate 
the changes in film thickness that occurs during etching. The height increases as material is etched 
since there is reduced bending in the middle of the beam due to its own weight. When the height of the 
platform increased, the resonant frequency shifts to the right on the frequency spectrum and vice versa. 
 
The frequency spectra in Fig. 4 illustrate how changing the height of the platform from 9µm to 16µm 
affects resonant frequency. The 9 µm platform has a resonant frequency of 20.45 kHz and a maximum 
displacement at the center of 0.03216 µm. The resonant frequency occurred at 35.65 kHz for a 
platform of height of 16µm. This value is closer to the expected resonance frequency of 33.1 kHz. The 
maximum displacement at the platform center was reduced to 0.011 µm. The direct correlation of 
platform thickness and resonant frequency illustrated in Fig. 5 is evident, potentially providing the 
desired mechanism for real-time feedback on the wafer state during etching. 
 

 
 

 
 

Fig. 4. Simulated resonant frequency for varying film thickness. 
 
 
4. Existing Sacrificial Layer Methods 
 
This RIE monitoring methodology exploits the accuracy of resonant micromechanical structures, 
whereby shifts in the fundamental resonant frequency measure a physical parameter. A majority of 
these systems require free-standing mechanical movement and utilize a sacrificial layer process as the 
key technique to develop and release the structure on a substrate. 
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Fig. 5. Correlation between film thickness and changes in resonant frequency 
allows endpoint detection. 

 
 

Metals have traditionally been used as sacrificial materials. In recent years, the trend has been towards 
photoresists and polyimide-based sacrificial materials. The difficulties inherent in achieving free-
standing micro-structures with the existing sacrificial materials are well documented and include 
lengthy deposition cycles, slow and expensive release process using hazardous materials, sacrificial 
thicknesses limits, and the occurrence of stiction [9-11]. The latter is a well-known problem that 
occurs when the device is removed from the aqueous solution after wet etching of the underlying 
sacrificial layer (Fig. 6). 
 
 
 

 
 

Fig. 6. SEM images showing RIE sensor damage observed after development and release 
using traditional sacrificial materials. 

 
 
In view of the importance of sacrificial layers in MEMS devices, we demonstrated a sacrificial layer 
processes that possess the following attributes: (1) the process is simple and reproducible; (2) the 
coating process is compatible with dry or aqueous etching processes; and (3) the release-stiction 
problem is alleviated by thermal cure and decomposition of the sacrificial material. 
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5. RIE Sensor Fabrication 
 
The prototype sensor described in this paper consists of three major parts: the drive electrode, the 
sense electrode, and the platform itself. The sensor was designed such that the end of the electrode was 
precisely centered beneath the platform. This is very important because the location of the drive 
electrode will impact the mode being excited. The sense electrode is placed in close proximity of the 
drive electrode, yet not in contact with it. 
 
The platform has maximum displacement at its center and the capacitance change there is greatest. 
This implies that not only should the sense electrode be placed near the center of the platform, but the 
platform should be long compared to the width of the sense electrode. Centering the drive electrode 
relative to the platform is optimal. 
 
Electrical isolation between the electrodes and the platform is critical. The isolation barrier and 
resulting air gap is created by utilizing a sacrificial layer material and process to develop and 
subsequently release the free standing sensor structure. 
 
 
5.1. Fabrication Process 
 
Fig. 7 is an overview of the fabrication process. The RIE sensor measures (700 µm x 140 µm) and the 
sacrificial layer is 16 µm. The electrodes are etched from the first metallization layer. The sacrificial 
layer material is the low temperature polymer, Unity 2000P, which is spun on the substrate to the 
desired thickness. The spin curve in Fig. 8 is utilized to attain sacrificial layer thicknesses between  
2-80 µm. 
 

 

 
 

Fig. 7. Prototype RIE sensor fabrication process. 
 
 
A dehydrate bake at 100 oC on the hotplate is followed by 1000 mJ dose exposure with a quartz mask. 
The post exposure bake on the hotplate develops the sacrificial polymer and an IPA rinse removes the 
unexposed sacrificial material. Metallization and a dielectric coat is patterned and etched to create the 
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RIE sensor platform. Thermal curing in a 200 oC oven decomposes the sacrificial material and also 
releases the suspended micromachined resonant sensor. 
 
 

 
 

Fig. 8. Unity sacrificial polymer material spin curve. 
 
 
6. Benefits of the New Sacrificial Layer Process 
 
In order to use polymeric materials as clean-release layer, the materials must meet certain 
requirements. In the current situation, a photoacid generator (PAG) is incorporated in the polymer 
solution in the composite material which produces an acid on irradiation to UV light. The material 
should decompose in a narrow range of temperatures leaving little or no solid residue either from the 
polymer or the PAG. The sacrificial material must have sufficient adhesion to the substrates. The 
degradation products of the sacrificial material need to be volatile and should have the ability to 
permeate through the overcoat material. The decomposition temperature of the PAG should be much 
higher than the process-decomposition temperature of the material so that the UV exposed area only 
selectively decomposed. Since the polycarbonate-based sacrificial material met these above 
requirements, they were used as sacrificial material as release layer. 
 
The advantage of using this low temperature sacrificial material and process is dependent on the 
application. The low temperature sacrificial material is easily coated to the wafer using standard 
process in a variety of different thicknesses. Thermal curing to convert the sacrificial material and 
decompose the material releasing the suspended structure is well suited for applications where critical 
dimension is not easily achieved using the other methods. 
 
The sacrificial material is thermally stable, making the cured properties well suited for most 
semiconductor fabrication applications. The cured film is also highly resistant in most wet and dry 
processing chemical used in production, and properties of the cured film can be further optimized for a 
given application by varying the thickness of the sacrificial material coating. 
 
 
6.1. Improvements in Process 
 
The sacrificial layer material is self-priming, photosensitive and photodefinable, which permits the 
overcoat material to function without an additional resist masking step. The sacrificial layer material is 
patterned like photoresist on I or g-line semiconductor exposure tools. There are also improvements in 



Sensors & Transducers Journal, Special Issue, October 2007, pp. 111-123 

 120

the resolution associated with utilizing this semitransparent sacrificial layer polymer material, in 
contrast with using other sacrificial materials. 
 
Metal sacrificial layers require lengthy deposition cycles to achieve comparable thicknesses. A 16 µm 
copper sacrificial layer requires 5-14 hrs when coated using the CVC E-beam evaporator or DC 
sputterer. An additional photoresist process is necessary to pattern the metal prior to the slow and 
expensive etch and release process using hazardous materials. Metal sacrificial layer materials 
significantly increase the number of fabrication steps and lengthen the process cycle time. 
 
 
6.2. Reduction in Complexity 
 
In recent years, the trend has been toward photoresists and polyimide-based sacrificial materials. 
Polyimides are not inherently photosensitive, but can be made photodefinable with the addition of a 
methacrylate-based photo-polymerizable additive using an ester. Non-photodefinable self-priming 
polyimides, such as PI-2555 can be patterned in conjunction with a positive resist to achieve a 3.5 µm 
polyimide overcoat layer which serves as a sacrificial layer. 
 
Due to the precise pattern definition requirements of single mask processing, the wet etch polyimide 
process had a narrower process window and needs to be tightly controlled. As a result, critical 
dimension control is difficult. Cured film thicknesses were limited by resolution requirements to < 3 
µm [12]. 
 
The new sacrificial layer polymer offers improved resolution and adhesion compared with the wet etch 
polyimide process. A photoresist process is unnecessary as the exposed material is developed by 
heating the substrate in an oven at 110 oC to dry develop the photo defined features. The sacrificial 
polymer film is then rinsed with isopropyl alcohol (IPA) to remove any remaining residue. 
 
 
6.3. Reduction in Cost 
 
Photodefinable polyimide sacrificial materials also eliminate the need for a photoresist coat and strip 
process. The total number of processing steps is reduced when compared with previous sacrificial 
layer processes. The improved resolution and adhesion characteristics of photodefinable polyimide 
material permit the application of a thicker sacrificial layer. This increased film thickness, combined 
with improved adhesion is expected to have good device reliability. The drawback of the 
photodefinable polymer sacrificial material process is an increase in material costs compared with the 
other existing sacrificial layer process [13]. 
 
Table 3 compares the Unity 2000P sacrificial polymer process with traditional sacrificial materials and 
techniques typically used to develop and release free-standing resonant systems. 
 
 
7. Process Integration 
 
Integration of the new sacrificial material process is relatively straightforward. Some key variables that 
were adjusted are the soft bake time and temperature, exposure energy, post exposure bake, and 
develop time and technique. The sacrificial material is exposed through a quartz mask. 
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Table 3. Experimental Comparison of Typical Sacrificial Layer Materials. 

 

 
 
 
The desired sacrificial layer thickness was achieved without the long deposition times of metals. The 
new overcoat process repeatedly patterned 16 µm sacrificial layer coatings. The underlying layer 
electrodes are clearly visible in the semitransparent sacrificial material film, which facilitates easier 
alignment and exposure between the 1st and 2nd mask steps. The resolution was improved and 
patterning was insensitive to the underlying wafer topology. 
 
There is improvement in process latitude and room temperature stability between the sacrificial 
polymer cured film, when compared to a photoresist or polyimide sacrificial coating, as no discernable 
degradation of pattern quality was noticed between coat, exposure and development. The sacrificial 
material offered excellent resistance to the etch process gases during the processing and development 
of the platform metallization and dielectric layers. 
 
Overall process complexity is reduced as the release process is improved. There is no need for the wet 
etch process to dissolve the sacrificial layer. The release-stiction problem is alleviated by thermal cure 
and decomposition of the sacrificial material, which results in better sensor performance and 
reliability. 
 
 
Scanning electron micrograph images in Fig. 9 show the sacrificial material during the fabrication 
process. The new sacrificial layer process can be readily integrated into the desired mask process 
scheme. There are potential improvements in process complexity, steps, and cost using this low 
temperature sacrificial layer process. 
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Fig. 9. SEM images showing underlying sacrificial polymer material during the spin coat, thermal cure and 
decomposition to release the suspended micromachined resonant sensor. 

 
 
8. Summary 
 
Sacrificial layers are a proven technology for creating suspended micromachined structures. In view of 
the importance of sacrificial layers in MEMS devices, we demonstrated a sacrificial layer processes 
that possess the following attributes: (1) the process is simple and reproducible; (2) the coating process 
is compatible with dry or aqueous etching processes; and (3) the release-stiction problem is alleviated 
by thermal cure and decomposition of the sacrificial material. 
 
A low temperature sacrificial polymer was utilized to develop and release a free-standing mechanical 
RIE resonant sensor. The RIE sensor correlates film thickness with the change in resonant frequency 
that occurs in the micromachined platform during etching. The micromachined RIE sensor was 
analyzed and optimized using ANSYS. Simulation shows the direct correlation between platform film 
thickness and resonant frequency, potentially providing the desired mechanism for real-time feedback 
on the wafer state during reactive ion etching. 
 
The low temperature sacrificial polymer presents a straightforward alternative to existing sacrificial 
layer methods. There are improvement in process complexity, adhesion and resolution. The sacrificial 
layer technique is compatible with other surface micromachining processes and can be applied in 
fabricating low cost, high performance and reliable MEMS devices. 
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Abstract: In the design of micro-electromechanical systems (MEMS) such as micro-resonators, one of 
the major dissipation phenomena to be considered is thermoelastic damping. The performance of such 
MEMS is directly related to their thermoelastic quality factor which has to be predicted accurately. 
Moreover, the performance of MEMS depends on manufacturing processes which may cause 
substantial uncertainty in the geometry and in the material properties of the device. The aim of this 
paper is to provide a framework to account for uncertainties in the finite element analysis. Particularly, 
the influence of uncertainties on the performance of a micro-beam is studied using the perturbation 
stochastic finite element method. The developed method is applied on the analysis of the thermoelastic 
quality factor of a micro-beam whose elastic modulus is considered as random.  
Copyright © 2007 IFSA. 
 
Keywords: Stochastic finite element method, Thermoelastic damping, Micro-resonator, Uncertainty 
modeling 
 
 
 
1. Introduction 
 
Micro-electromechanical systems (MEMS) are subject to inevitable and inherent uncertainty in 
dimensional and material parameters that leads to variability in their performance and reliability. 
Manufacturing processes due to the small dimensions and high feature complexity leave substantial 
variability in the shape and geometry of the device while material properties of a component are 
inherently subject to scattering. The effects of these variations have to be considered and a modeling 
methodology is needed in order to ensure required MEMS performance under uncertainties. 
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In the literature, different works are carried out to quantify the effect of the uncertainties on 
electrostatically actuated MEMS [1-4]. These studies consider material and geometric parameters as 
random variables and use costly Monte-Carlo methods as well as first and second order reliability 
methods. Another approach to avoid the detrimental effect of these uncertainties is to design MEMS 
whose performances are not sensitive to the uncertain design parameters [5-7], but this is not always 
possible. In this paper, the Perturbation Stochastic Finite Element Method (PSFEM) is used to quantify 
the influence of uncertain geometric and material property variations on the thermoelastic quality 
factor of micro-resonators. 
 
The paper is organized as follows. Firstly, the procedure to quantify the thermoelastic quality factor is 
exposed. An efficient thermoelastic finite element formulation is the key point in order to investigate 
the influence of uncertainties on the behavior of micro-systems. Then, the perturbation stochastic finite 
element method is extended to the study of the thermoelastic quality factor. Finally, the results of 
PSFEM simulations are presented and discussed. 
 
 
2. Thermoelastic Finite Element Formulation 
 
Thermoelastic damping represents the loss in energy from an entropy rise caused by the coupling 
between heat transfer and strain rate. Analytical models exist for simple configurations such as beams 
[8-9]. However, a numerical approach is required in order to take into account the spatial variation of 
the material properties. A thermoelastic finite element formulation is derived in [10] and shows 
efficiency in order to estimate the thermoelastic quality factor [11]. 
 
In order to determine the thermoelastic quality factor, the thermoelastic frequencies λ have to be 
computed. The eigenvalue problem corresponding to the thermoelastic problem is 
 
 

uu u u uu u

u

uu u uu u
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θθ θ θ θθ θλ
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0 0 M x M 0 0 x& &

, (1) 

 
where subscripts u and θ refer respectively to the mechanical and thermal degrees of freedom. M, C 
and K are respectively mass, damping and stiffness matrices. 
 
If the number of mechanical and thermal degrees of freedom is denoted by nu and nθ, respectively, the 
eigenvalue problem (1) has 2 nu conjugate complex eigenvalues and nθ real eigenvalues. The 2 nu 
eigenvalues correspond to the mechanical frequencies and the nθ ones to the thermal frequencies. 
Solving the thermoelastic eigenvalue problem with a non-symmetric block Lanczos algorithm allows 
the calculation of the complex eigenvalues of the thermoelastic structure and hence, the determination 
of the quality factor of the corresponding mode. The quality factor of the nth mode is given by 
 
 1 ( )

2 ( )
Q λ

λ
ℑ

=
ℜ

. (2) 

 
 
3. Perturbation Stochastic Finite Element Method 
 
Stochastic Finite Element Method (SFEM) can be applied to the thermoelastic problem. The present 
work focuses on second moment approaches, in which the first two statistical moments, i.e. the mean 
and the variance, are estimated. The perturbation SFEM is used in order to determine the mean and the 
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variance of the thermoelastic quality factor of MEMS. The perturbation SFEM [12] consists in a 
deterministic analysis complemented by a sensitivity analysis with respect to the random parameters. 
This enables the development of a Taylor series expansion of the response, from which the mean and 
variance of the response can be derived knowing the mean and variance of the random parameters. 
 
The perturbation method considers that the random design variables bi are perturbed from their 
expectation ib , so that the random variables bi are written as the sum of a deterministic value ib  and a 
zero mean random variable ∆bi. 
 
The second order Taylor expansion about the nominal value b  with respect to the random variables bi 
is given by 
 
 

, ,
1 1 1

1( )
2

n n n

i i ij i j
i i j

Q Q Q b Q b b
= = =

≈ + ∆ + ∆ ∆∑ ∑∑b . (3) 

 
where the subscripts, i and, ij respectively denote the first and second order partial derivative with 
respect to bi and bj computed at the nominal value b . 
 
Since the random variables ∆bi are zero-mean random variables of known covariance, the expectation 
of the quality factor is 
 

. ( )E Q⎡ ⎤⎣ ⎦b  [ ], ,
1 1 1

1
2

n n n

i i ij i j
i i j

Q Q E b Q E b b
= = =

⎡ ⎤≈ + ∆ + ∆ ∆⎣ ⎦∑ ∑∑  (4) 
 

 ( ),
1 1

1 ,
2

n n

ij i j
i j

Q Q Cov b b
= =

= + ∑ ∑  (5) 

 
while the variance of the quality factor has the following expression: 
 

. ( )Var Q⎡ ⎤⎣ ⎦b  ( ) ( )( )2
E Q E Q⎡ ⎤⎡ ⎤= − ⎣ ⎦⎢ ⎥⎣ ⎦

b b  (6) 

 , ,
1 1

n n

i j i j
i j

Q Q E b b
= =

⎡ ⎤≈ ∆ ∆⎣ ⎦∑ ∑  (7) 

 

 ( ), ,
1 1

,
n n

i j i j
i j

Q Q Cov b b
= =

= ∑ ∑  (8) 

 
The mean is second-order accurate, while the variance is first-order accurate since the second-order 
terms vanish. The first and second order derivatives of the quality factor are expressed in terms of the 
first and second order derivatives of the eigenvalue. Due to the nature of the thermoelastic 
eigenproblem, this study involves the calculation of eigenvalue sensitivities of a non-symmetric 
damped system. 
 
Many eigenpair sensitivity methods are restricted to systems whose characteristic matrices are 
symmetric. However, the thermoelastic damping and stiffness matrices are asymmetric and the 
eigenpair sensitivity analysis can not be carried out using the previous methods. Many authors [13-15] 
extend the method of Fox and Kapoor to asymmetric matrices. Murthy and Haftka [16] expose an 
excellent review on the calculation of the eigenpair sensitivity of asymmetric systems. Brandon [17] 
presents the modal method for asymmetric damped systems. This method solves the problems due to 
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asymmetric matrices by using the left eigenvector. However, it has disadvantages in CPU time and 
storage capacity because it uses state space form to consider damping of systems and requires a lot of 
eigenpair information to find eigenpair sensitivity. In [18], an N-space method is exposed where the 
first order eigenvalue and eigenvector sensitivities are simultaneously obtained from one single 
equation, which is therefore very efficient in CPU time and storage capacity. This method is extended 
to the computation of second order sensitivities of asymmetric damped systems in order to be applied 
to the thermoelastic damping case. Its main advantage is that to compute the second order derivatives 
of the right eigenpair it requires only corresponding right eigenpair information without use of the left 
eigenvector information so that the computation of the left eigenvector derivatives is avoided. 
 
 
4. Applications 
 
In numerous micro-resonators, the vibrating part consists in a clamped-clamped silicon beam. In this 
section, the test case beam has the following dimensions: a length L of 90 µm, a height h of 4.5 µm and 
a width w of 4.5 µm (Fig. 1). The thermal and mechanical properties of silicon at T0=298 K are: 
ρ=2300 kg/m³, η=0.2, cv=711 J/kgK, α=2.5e-6 K-1 and k=170 W/mK. The thermoelastic quality factor 
is determined for the first bending mode in plane OYZ. 
 
 

 
 

Fig. 1. Beam geometry. 
 

 
Young's modulus is considered as a Gaussian random variable. Its mean is equal to 158 GPa and its 
coefficient of variation, i.e. the ratio between the standard deviation and the mean, is set to 6 %, which 
is a typical value encountered in polysilicon. Direct Monte-Carlo simulations are carried out in order to 
get a reference solution. 2000 samples are generated. 
 
Table 1 lists the means and standard deviations of the quality factor obtained by different methods. 
Monte-Carlo results, denoted MC, are considered as reference solutions. First and second order 
perturbation stochastic finite element methods, denoted PSFEM 1st and PSFEM 2nd, are applied to 
study the thermoelastic quality factor of the test case. Since the determination of the second order 
derivative of the eigenvalue can be too computationally demanding, a second order PSFEM in terms of 
the quality factor but only taking into account the first order derivative of the eigenvalue, denoted 
PSFEM p2nd, is also investigated. The CPU times for each method are normalized with respect to the 
CPU time required for one deterministic finite element resolution and are presented in Table 1. MC 
simulations are a lot more CPU time costly than PSFEM and as the order of PSFEM increases, the 
CPU time increases. Since the approximation of the standard deviation of the quality factor is first 
order accurate (Equation 7), the standard deviation has the same value whatever the order of the 
PSFEM and the relative error with respect to MC standard deviation is less than 1 %. The first order 
PSFEM gives a mean equal to the deterministic quality factor, i.e. 12967, while MC simulations yield 
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a higher mean. This is due to the fact that the quality factor is a non-linear function of Young's 
modulus as shown in Fig. 2 (b). Moreover, due to this non-linear variation, the probability density 
function of the quality factor is not strictly Gaussian as shown in Fig. 2 (a). In this figure, the bars 
represent the distribution of the output samples obtained by MC simulations and the solid line plots the 
Gaussian distribution with a mean and a standard deviation equal to the values of the MC samples. The 
second order PSFEM approximation of the mean is really good (0.02 % relative error) and the pseudo 
second order PSFEM approximation has also a good accuracy (0.026 % relative error) at a less 
computational effort. 
 
 

 
 

Fig. 2. Probability density function of the quality factor (CoV(E)=0.06 (a), CoV(E)=10 % (c) and CoV(E)=20 % 
(d)), (b) Variation of the quality factor with respect to Young's modulus. 

 
 
Table 1 also compares the means and standard deviations of the quality factor corresponding to three 
different coefficients of variation of Young's modulus, i.e. 6 %, 10 % and 20 %. As the coefficient of 
variation of Young's modulus increases, the approximations of the mean and standard deviation of the 
quality factor by PSFEM become less accurate. The second order PSFEM is more accurate than the 
pseudo-second order PSFEM at the price of a considerably larger computational effort. Figs. 2 (a,c,d) 
show that as the coefficient of variation of Young's modulus increases, the probability density function 
drifts away from the Gaussian distribution and PSFEM approximations get worse. Note that as the 
coefficient of variation increases, the required number of samples in MC simulations increases leading 
to a larger CPU time (nsamples=5000 for CoV=10% and nsamples =10000 for CoV=20%). 
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These analyses show that PSFEM is adequate in order to determine the mean and standard deviation of 
the quality factor when Young's modulus variation is small (i.e. in this application, a coefficient of 
variation lower than 10 %). The second order and the pseudo-second order perturbation stochastic 
finite element methods provide more information than the first order one. Indeed, the first order 
method does not take into account the variation of the mean due to the non-linear characteristic of the 
response with respect to the random variable. Moreover, the increase in accuracy from PSFEM p2nd to 
PSFEM 2nd is not sufficient to justify the increase in computational effort. 
 
 
Table 1. Variation of the mean and coefficient of variation of the quality factor with respect to the coefficient of 

variation of Young's modulus. 
 

Method CoV(E) [%] Mean(Q) [-] σ(Q) [-] CoV(Q) [%] t*CPU [-] 
MC 6 13035 980 7.52 2005 

PSFEM 1st 6 12967 971 7.49 1.02 
PSFEM 2nd 6 13037 971 7.45 1.16 
PSFEM p2nd 6 13069 971 7.43 1.04 

MC 10 13181 1720 13.05 5015 
PSFEM 1st 10 12967 1619 12.49 1.02 
PSFEM 2nd 10 13161 1619 12.30 1.16 
PSFEM p2nd 10 13250 1619 12.22 1.04 

MC 20 13895 4313 31.05 10062 
PSFEM 1st 20 12967 3238 24.97 1.02 
PSFEM 2nd 20 13744 3238 23.56 1.16 
PSFEM p2nd 20 14099 3238 22.97 1.04 

 
 
5. Conclusions 
 
The Perturbation Stochastic Finite Element Method has been extended to the analysis of a strongly 
coupled multiphysic phenomenon: thermoelastic damping. The methodology has been validated and it 
efficiency has been proved on 1-D cases. Therefore, using PSFEM, a numerical method is available to 
quantify the influence of uncertain property variations on the thermoelastic quality factor of micro-
resonators, making available a new efficient numerical tool to MEMS designers. 
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Abstract: A closed form model for evaluating touch point pressure and pull-in voltage of clamped 
square diaphragm with residual stress is proposed. Square diaphragms are used in numerous 
applications. The design parameters for all these structures are pull-in voltage and/or touchpoint 
pressure. The materials employed for fabricating diaphragms for these structures are p+ doped silicon, 
polysilicon, silicon nitride, polyimide etc. All these materials have residual stress, which influences the 
behavior of the transducer. In addition to this, a capacitive transducer may or may not employ an 
intervening layer of dielectric on the fixed electrode. Closed form expressions for evaluating touch-
point pressure and pull-in voltage have been derived for such a structure by means of semi-analytical 
model. The method proposed is less complex and less time consuming in comparison with FEM tools.    
Copyright © 2007 IFSA. 
 
Keywords: MEMS, Residual stress, Diaphragm, Pull-in, Touch-point pressure 
 
 
 
1. Introduction 
 
A MEMS capacitive sensor is basically an electrostatic transducer employing a parallel plate-structure 
that depends on electrical energy in terms of constant voltage (voltage drive) or constant charge 
storage (current drive) to facilitate monitoring of capacitance change due to an external mechanical 
excitation, such as force, acoustical pressure or acceleration [1]. The parallel plates comprises of one 
fixed electrode and the other deformable as shown in Fig 1. An intervening layer of dielectric is used 
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over the fixed electrode in transducers, which have touchmode operation, or to avoid electric short in 
electrostatic actuators at pull-in. The deformable electrode is usually a clamped diaphragm and can be 
fabricated using different materials and different geometries, such as, circular, square and rectangular. 
Square diaphragms are used in numerous MEMS structures because of better area efficiency and 
process capability using IC lithography [2]. Besides touch-mode capacitive pressure sensors [2], 
square diaphragms find use in numerous applications like electrostatic valve actuator for high-pressure 
applications [3], polysilicon micromirrors [4], silicon capacitive microphone [5], micropumps [6] and 
bio-medical applications [7]. Different materials used are boron doped silicon [8], polysilicon, Si3N4 
[9] and polyimide [10]. All these materials are known to have residual stresses. The residual stress 
affects the device behavior by influencing its touch-point pressure and pull-in voltage. 
 
The pull-in voltages of micro test structures can be used to extract the material parameters of thin 
films, such as Young’s moduli and residual stresses [11, 12]. Determination of the pull-in voltage is 
critical in the design to determine the sensitivity, instability in the operational range and the dynamics 
of devices. Accurate determination of the pull-in voltage is very challenging by virtue of the 
mechanical–electrical coupling effect and the nonlinearity of electrostatic force. Several methods like 
FEM (Finite Element Method), lumped model approach and solving coupled PDE’s using numerical 
techniques are available to find the pull-in voltage [13]. Simple fast solutions are available for 
determination of pull-in voltage of cantilever beams, fixed-fixed beams and circular diaphragms with 
excellent accuracies and can determine the pull-in voltage for the mentioned structures within 1% 
agreement with FEM results under certain limitations [11]. However, published analytical or empirical 
solutions to determine the pull-in voltage for square diaphragm predict pull-in voltage that shows 
significant error when compared with the finite element analysis results or experimentally measured 
values [14]. Analytical model [14] based on a linearized uniform approximation model of the 
electrostatic pressure and a 2-D load deflection model under uniform pressure gives the expression of 
pull-in voltage by assuming that the pull-in occurs at a critical displacement equal to one-third of the 
gap between the electrode. A method is proposed in this paper to solve the fourth order partial 
differential equation by using a trial solution. The closed form expression of pull-in voltage and critical 
distance are the outcome of the solution. Another distinct feature of the method are that the deflection 
versus pressure graph depicts a realistic situation as no further deflection takes place after touchpoint 
pressure is reached. 
 
 
2. Theory 
 
For the plates with residual stress the governing equation is [18]: 
 
 ( , ) ( , )D w x y h w x y Pσ∆∆ − ∆ = , (1)
 

2 2
where 2 2x y

∂ ∂
∆ = +

∂ ∂
, w(x, y) is the deflection at any point (x, y) of the diaphragm, σ is the residual 

stress, h is the thickness of the diaphragm and P is the distributed pressure load. D, the flexural rigidity 

is given by
3

212(1 )

EhD
υ

=
−

, where, E is the Young’s modulus of the diaphragm material, h is the 

thickness of the diaphragm and υ is the Poisson’s ratio. In the presence of applied pressure and applied 
voltage eq. (1) is modified as 
 
 ( , ) ( , )D w x y h w x y P Pelσ∆∆ − ∆ = + , (2)
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where, Pel is the electrostatic pressure and P is the mechanical pressure. The electrostatic pressure Pel is 
given as: 
 
 

2
0

20
2

rP Vel d
ε ε

= ,, (3)

 
where, d0 is distance between the plates, εr is relative permittivity of the medium or the dielectric 
constant of the medium and ε0 is permittivity of free space. The diaphragm deflection w(x, y) with air 
as dielectric is given by considering that the distance d0 between the plates changes to (d0–w) due to 
the displacement w of the diaphragm in the presence applied pressure and voltage as shown in Fig. 1. 
Substituting eq. (3) in eq. (2) for diaphragm without the intervening layer of dielectric, the equation 
becomes: 
 
 20( , ) ( , ) 22( )0

aD w x y h w x y P V
d w
ε ε

σ∆∆ − ∆ = +
−

. (4)

 
 

 
 

Fig. 1. Structure of a capacitive pressure sensor. 
 
 
For diaphragm with intervening layer of dielectric: 
 
 2

20( , ) ( , ) 22( ( ))0

a iD w x y h w x y P V
t d wa m i

ε ε ε
σ

ε ε
∆∆ − ∆ = +

+ −
,, (5)

 
where d0 is zero pressure gap, εa is the dielectric constant of the air, εi is the dielectric constant of the 
insulator and can be written in a generalized form as: 
 
 20( , ) ( , ) 22( )0

D w x y h w x y P V
d d weff

ε
σ∆∆ − ∆ = +

+ −
, (6)

 
where deff = tm/εi (for a single layer of dielectric) and deff=0 for air. 
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3. Semi-Analytical Model 
 
The boundary conditions for the square diaphragm with clamped edges are as follows 
 
 ( , ) 0   ,

0  0  0, 0,   
w x y at x a y a

w wand at x y x a and y ax y

= = ± = ±
∂ ∂= = = = = ± = ±∂ ∂

, 

 
where 2a is the side length of the diaphragm (Fig. 2). The trial solution that satisfies the above given 
boundary conditions is 
 
 2 2 2 2 2 2( , ) ( ) ( )w x y x a y aλ= − − , (7)
 
The value of λ can be found out by the solving the following integral and equating the result to zero 
[15] 
 
 ( , )( ( , ) ( , )) 20( , )( ) 022( )0

a a a aw x y D w x y h w x y dxdy w x y P V dxdy
a a a a d d weff

εσ+ + + +∆∆ − ∆ − + =∫ ∫ ∫ ∫
− − − − + −

, (8)

 
The above equation has no closed form analytical solution, and can only be solved numerically. 
Following methodology is used to find the closed form solutions. 
 
Initially, there is no deflection, therefore w=0, hence the value of λ from eq. (8) is found as 
 
 147 20(2 )4 6 2512(27 2 ) ( )0

P V
a D a h d deff

ε
λ

σ
= +

+ +
. 

 
Evaluating ( , ) ( , )D w x y h w x yσ∆∆ − ∆ at x=0, y=0, i.e., at the center of the diaphragm with this value of 
λ, we have 
 
 245 20( , ) ( , ) (( )2144 2( )0

D w x y h w x y P V
d deff

ε
σ∆∆ − ∆ = +

+
 (9)

 
The eq. (9) has to be modified to take into account the new electrostatic pressure every time a 
deflection w (xylem) takes place. Hence, the value of λ is re calculated by observing that at the center 
x=0, y=0, the following equation should hold well. 
 
 245 20( , ) ( , ) (( )2144 2( ( ( , ))0

D w x y h w x y P V
d d w x yeff

ε
σ∆∆ − ∆ = +

+ −
, (10)

 
Equation (10) gives a third degree polynomial in λ at x=0 and y=0, as given below. 
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(11)

 
This equation has got three roots and only one of them gives a stable value. The value of λ is 
substituted in eq. (7) to get the deflection at any point (x, y) in terms of applied voltage, pressure and 
residual stress. 
 
 

 
 

Fig. 2. Co-ordinate system and dimensions of square diaphragm. 
 
 
3.1. Pull-in Voltage 
 
Pull-in voltage is determined by differentiating the deflection w(x, y) at the center, i.e., at x=0, y=0 
with respect to voltage at zero mechanical pressure and equating dV/dw to zero. The critical distance is 
got by substituting the pull-in voltage for voltage V in expression for deflection. The closed form 
expression for pull-in voltage (Vpull) and critical distance wcr are 
 
 3 232 ( ) (10 )0

27 15 0

d d D a heffVpull a

σ

ε

+ +
= , (12)

 
 ( )0

3

d deffwcr
+

=  (13)

 
The results of the pull-in obtained from this model are compared with those obtained by simulation or 
reported experimentally in Table I. For a diaphragm with a = 1.2 mm, h = 0.8µm, d0 = 3.5µm, ε0 = 
8.85x10-12 F/m, E =169GPa, ν=0.3, σ=20 MPa, Fig 3. shows the comparison of deflection with voltage. 
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Fig. 3. The pull-in voltage from model. Pull-in voltage is represented by discontinuity in the graph. 
 
 

3.2. Touch-point Pressure 
 
Touch-point is defined as the pressure at which the diaphragm just touches the fixed electrode and is of 
importance for the design of Touchmode Capacitive Pressure Sensors [2]. The touch-point 
pressure(Ptouch) is found out by differentiating the deflection w(x,y) at the center i.e. at x=0, y=0 with 
respect to pressure P at zero voltage and equating δw/δP to zero, as after touchpoint is reached, there is 
no further deflection in vertical direction. The closed form expression for touch-point pressure is 
 
 1152( )0 2(10 )4245

d deffP D a htouch a
σ

+
= + , (14)

 
Table 2 compares the touch-point pressure obtained from this model with that obtained by simulation 
using Intellisuite®. Figure 4a and 4b compare the deflection with applied pressure as obtained from 
the proposed model with those simulated using Intellisuite® for a square diaphragm with a = 250 µm,  
h = 20µm, d0 = 8µm , ε0 = 8.85x10-12 F/m , E = 130GPa, deff = 0, ν=0.3 with and without residual stress  
 
 

Table 1. Comparison of square diaphragm pull-in voltages. 
 

Pull-in Voltage Vpull 
inVolts 

Reference Diaphragm 
half-side 
length a 

Thickness h 
µm 

Air-gap 
d0 µm 

Stress 
σ MPa 

Present 
model 

Reported 

Osterberg [11] 12.7 µm 0.1 0.76 50 46.28 45.25 
Bergqvist [16] 1 mm 5.1 2.3 6 9.98 10.0 
Sazzadur [14] 0.6 mm 0.8 3.5 20 17.43 17.75 
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Table 2. Comparison of square diaphragm Touch-point pressure. 
 

Touch-point Pressure MPa Reference Diaphragm 
halfside length 

a 

Thickness h 
µm 

Air-gap 
d0 µm 

Stress 
σ MPa 

Present 
model 

Simulated 

Pie G.[17] 250 µm 20.0 8.0 0 9.2 9.6 
Pie G.[17] 250 µm 20.0 8.0 50 9.8 10.2 
 
 
4. Conclusions 
 
A semi-analytical technique is proposed for calculating the touch-point pressure and pull-in voltage of 
a square diaphragm with clamped edges in presence of residual stress. The deflection versus pressure 
studies reported in literature show that the deflection continues to increase beyond the gap d0 between 
the diaphragm and fixed electrode. However, in the present study, the deflection gets restricted at the 
gap d0. This enables accurate determination of touchpoint pressure and gives a realistic picture of 
deflection. The pull-in voltage and critical distance has also been computed. The advantage of this 
technique lies in its simplicity and speed unlike the FEM tools, which though accurate, take a longer 
computational time, and requires suitable skills in deciding the mesh size and making the choice of the 
mesh element. The results are in agreement with the simulated and experimental ones. 
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Fig. 4a. Deflection vs. pressure with residual stress=0 Mpa. 
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Fig. 4b. Deflection vs. pressure with residual stress=50 Mpa. 
 
 
Acknowledgements 
 
Author acknowledges the support of CEERI for Intellisuite®. Acknowledgements are due to Mr. 
Jaideep Gupta, Lecturer, NIT, Kurukshetra for ANSYS® and Mathematica® 
 
 
References 
 
[1]. Robert Peurs, Capacitive Sensors: when and how to use them, Sensors and Actuators A, 37-38, 1993,  

pp. 93-105. 
[2]. Qiang Wang, Wen H. Ko, Modeling of touch mode capacitive sensors and diaphragms, Sensors and 

Actuators A, 75, 1999, pp. 230-241. 
[3]. Wouter van der Wijngaart, HaÊkan Ask, Peter Enoksson, GoÈ ran Stemme, A high-stroke, high-pressure 

electrostatic actuator for valve applications, Sensors and Actuators A, 100, 2001, pp. 264 271. 
[4]. M. Fischer, M. Giousouf, J. Schaepperle, D. Eichner, M. Weinmann, W. von Miinch, F. Assmus, 

Electrostatically deflectable polysilicon micromirrors – dynamic behaviour and comparison with the results 
from FEM modeling with ANSYS, Sensors and Actuators A, 67, 1998, pp. 89- 95. 

[5]. Quanbo Zou, Zhimin Tan, et. al., A novel integrated Silicon Capacitive-Floating electrode Electret 
Microphone (FEEM), Journal of Microelectromechanical Systems, Vol. 7, No. 2, 1998, pp. 224-234. 

[6]. Eiji Makino, Takashi Mitsuya, Takayuki Shibata, Fabrication of TiNi shape memory micropump, Sensors 
and Actuators A, 88, 2001, pp. 256-262. 

[7]. T. Goettsche, J. Kohnle, M. Willmann, H. Ernst, S. Spieth, R. Tischler , S. Messner, R. Zengerle, H. 
Sandmaier, Novel approaches to particle tolerant valves for use in drug delivery systems, Sensors and 
Actuators A, 118, 2005, pp. 70-77. 

[8]. E. H. Yang, S. S. Yang, The quantitative determination of the residual stress profile in oxidized p+ silicon 
films, Sensors and Actuators A, 54, 1996, pp. 684-689. 

[9]. H. Huang, K. Winchester, Y Liu, X. Z. Hu, C. A. Musca, J. M. Dell and L. Faraone, Determination of 
mechanical properties of PECVD silicon nitride thin films for tunable MEMS Fabry–P´erot optical filters, 
J. Micromech. Microeng.. 15, 2005, pp. 608– 614. 

[10]. M. Pederseny, M. G. H. Meijerink, W. Olthuis and P. Bergveld, A capacitive differential pressure sensor 
with polyimide diaphragm, J. Micromech. Microeng., 7, 1997, pp. 250–252. 



Sensors & Transducers Journal, Special Issue, October 2007, pp. 131-139 

 139

[11]. P. M. Osterberg and S. D. Senturia, M-TEST: a test chip for MEMS material property measurement using 
electrostatically actuated test structures, J. Microelectromech. Syst., 6, 1997, pp. 107–18. 

[12]. R. K. Gupta, Electrostatic pull-in test structures design for in-situ mechanical property measurement of 
microelectromechanical systems, (MEMS), PhD Dissertation, Massachusetts Institute of Technology, MA, 
USA, 1997. 

[13]. Yuh-Chung Hu, Closed form solutions for the pull-in voltage of micro curled beams subjected to 
electrostatic loads, J. Micromech. Microeng., 16, 2006, pp. 648–655. 

[14]. Sazzadur Chowdhury, M. Ahmadi, W. C. Miller, A new analytical model for the pull-in voltage of the 
clamped diaphragms subject to the electrostatic force, Sensor Letters, Vol. 1, 2003, pp. 116-112. 

[15]. William P. Eaton, Fernando Bitsie, James H. Smith, David W. Plummer, A New Analytical Solution for 
Diaphragm Deflection and its Application to a Surface-Micromachined Pressure Sensor, International 
Conference on Modeling and Simulation of Microsystems, MSM99, 1999. 

[16]. Bergqvist, Finite-element modeling and characterization of a silicon condensor micrphone with a highly 
perforated backplate, Sensors and Actuators A, 39, 1993, pp. 191-200. 

[17]. Pei G.E., Woei Wan TAN, Francis TAY, Theoretical Model of A Three Plates Capacitive Pressure Sensor, 
Instrumentation and Measurement Technology Conference, 2005, 214-219. 

[18]. S. D. Senturia, Microsystems Design, Boston, MA: Kluwer Academic, 2001, pp. 235-236. 
 

___________________ 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2007 Copyright ©, International Frequency Sensor Association (IFSA). All rights reserved. 
(http://www.sensorsportal.com) 
 



Sensors & Transducers Journal, Special Issue, October 2007, pp. 140-146 

 140

   
SSSeeennnsssooorrrsss   &&&   TTTrrraaannnsssddduuuccceeerrrsss  

ISSN 1726-5479
© 2007 by IFSA

http://www.sensorsportal.com   
 
 
 
 
 
 

The Development of Chemical Nanosensors 
 

1A. J. JIN, *J. LI, *Y. LU 
Hoda Globe Company, Engineering Division, 800 W El Camino Real, 

Mountain View, CA 94042, USA. 
*NASA, Ames Research Center, Mail Stop 230-3, Moffet Field, CA 94035, USA 

Tel.: 001-650-853-3089 
E-mail: aj.jin@ieee.org 

 
 

Received: 17 September 2007   /Accepted: 19 September 2007   /Published: 8 October 2007 
 
 
Abstract: This paper presents a study of the chemical nanosensors (CNS) for space and environmental 
applications, safety alert devices, etc. The high-resolution nanosensors are applied to detect the rocket 
fuel hydrazine leak. The CNS detects changes in the electrical conductivity response during the 
chemical species presence. When the hydrazine is leaked into air, it immediately dissociates into NO2. 
As a result, we are actually detecting the NO2 gas in the trace amount from the fuel leakage. In more 
detail, we will discuss the sensor chips preparation and process control in terms of the resistance range 
control while depositing the nanomaterials on the sensors. Furthermore, there will be detailed studies 
of the CNS response to the dry NO2 in the ambient conditions. The inter-digitized electrode sensors are 
characterized to the variables of NO2 concentration and nanomaterials. Copyright © 2007 IFSA. 
 
Keywords: Chemical nano sensors, Hydrazine, Nano technology, Nanosensor stability 
 
 
 
1. Background 
 
Nanoscience and nanotechnology, through the exploration and control of the nanomaterials at the 
nanometer scale, is considered as one of the key research areas for the future growth of US economy. 
Many sensor devices are part of our everyday life. More sensor improvements are needed for small 
size, great sensitivity and selectivity, fast response, minimal power consumption, and reliability 
demands, etc. Due to the well organized structure in atomic level of nanomaterials and their large 
surface-to-volume ratio, nanosensors are becoming very attractive for the next-generation of the 
sensing devices. Chemical nanosensors (CNS) are fabricated for space and environmental applications. 
For example, we can apply CNS to detect the electrical signal during the chemical species presence. 
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Fig. 1 is a conceptual diagram where the sensor is placed so that the physical and chemical 
environment can be monitored and controlled. These conditions include the total gas flow rate, 
chemical concentration, humidity, chemical interface, temperature, pressure, etc. When chemical gases 
pass by CNS, the nanomaterials in the sensor platform respond correspondingly. The sensor response 
by electrical conductivity change is a result of the chemical sensing. Each sensor response is monitored 
electronically and is recorded in the computer as a sensor signal and for further data processing. 
 
 

 
Fig.1. The schematic shows the conceptual CNS NO2 experiments. 

 
 
The purpose of our CNS project is to monitor the trace amount of NO2 composed from the leakage of 
one fuel component, hydranzaine. The liquid hydrazine (N2H4) is an efficient rocket propellant. When 
the N2H4 is leaked into air, it immediately dissociates and produces NO2. 
 
As published in previous literature [1], carbon nanotubes (CNT) is very sensitive to NO2 and it is 
therefore a very promising CNS to be employed as a commercial sensor product. The sensor 
development in this study will focus on the CNS and its NO2 response in relationship to various NO2 
concentrations. In terms of the dry NO2 analyte response, we will investigate the CNS on the effects of 
various variables such as nanomaterials and gap size, etc. 
 
We surveyed many sensing nanomaterials, including - 1) CGNT, 2) CGNT+MPC, 3) CGNT+polymer. 
The nanomaterials were discussed in Section 2.2, where CGNT is the CVD grown nanotubes. The 
MPC is monolayer-protected gold clusters (MPC). The polymer is cellulose hydroxypropyl. 
 
We employ the carbon nanotubes (CNT) as the base nanomaterials in the form of the CVD growth. 
Illustration of Fig. 2 procedures is aimed at preparing a sensor chip before its sensor application. 
 
 
2. Sensor Studies and Optimization 
 
2.1. IV Characterization 
 
The IV characteristics of several nanomaterials are studied in the voltage windows and in the reversal 
voltage as well. Current and voltage characteristics are measured with a semiconductor parameter 
analyzer. 
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Fig. 2. The flow chart shows preparation procedures of the clean CNS chip. 
 
 
We conducted the current measurement with the DC voltage sweep from –2 V to 2 V with 0.01 V 
increment and employed the HP4155B semiconductor parameter analyzer. Some typical  
IV curves are shown in Fig. 3. For example, we investigated the IV sweep curves from typical sensors 
with a SWNT/MPC nanomaterial (on the left), a SWNT/cellulose nanomaterial (at middle), and the 
cast-SWNT nanosensors (on the right). We have plotted a variety of IV curves in Fig. 3 (a), 3 (b), and  
3 (c) for the 4 µm feature gap of three typical interdigitated electrode (IDE) sensors. The non-linearity 
of the IV curves is also very interesting in order to identify the optimal sensors operating regime. 
 
 
2.2. Bias Voltage Optimization 
 
Moreover, we studied the bias effects by applying different DC bias values. As stated at above, the 
nanosensors with different nanomaterials show different IV electrical response. The electrical 
resistance of the CNS may be nonlinear. Therefore, we chose several different dc-bias voltages to 
measure the sensor response curve at various NO2 concentrations (Fig.4). 
 
When the gas flow is the pure air, we only detect the baseline without any signal. Then we expose a 
sensor by applying on a sensor the chemical/gas flow with a concentration programmed in the same 
total flow. The change in the electrical signal is measured and the response is extracted from the 
sensor. Following this step, the sensor is purged to recover. 
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Fig.3. The IV curves of the nanosensors are characterized for three nanomaterials. 
(a) CNT/MPC, (b) CNT/polymer, (c) CNT. 

 
 

 
 

Fig.4. Typical data trace of the CNS response to the dry NO2 chemical at various concentrations. 
The influence of the various environmental factors will be discussed later. 

 
 
After having enough purge time, go back and iterate the exposure-purge steps until the sensing process 
finish. Here is a typical recipe where different gas flow is sequentially applied to the sensor: 
 
15’ Air 10’ Exposing_x (x = 0.5-, 1-, 2-, 5-, or 10-ppm) 15’ Air… where the time unit is minutes, 
and the unit of exposure concentration is ppm or parts per million. A typical recipe may contain many 
exposure-purge cycles by iterating through a given set of concentrations. 
 
Fig. 5 is a typical KAC31 run, where the chip KAC31 is a sensor chip with nanomaterials of CGNT-
only, CGNT and MPC composite, and CGNT and polymer composite, respectively. Sixteen sensors 
are shown to have strong response. We analyzed the data and the relationship between the resistance 
change and the chemical flow as follows: 
 
1) Make a linear fit to the drift baseline (on the initial 15’ conditioning); 
2) The baseline resistance is taken near the end of the recipe step-1 that is the end of the initial 

conditioning; 



Sensors & Transducers Journal, Special Issue, October 2007, pp. 140-146 

 144

3) Using linear regression method, extrapolate the baseline as a function of time; 
4) The response dR is calculated as the difference between the resistance signal and the baseline at the 

time immediately after the exposure step. As shown in Fig. 3.2a, the CNS response steps are 
extracted for every concentration. 

 
Furthermore, the analysis yields the dR and dR/R0 dependence upon NO2 concentration. 
 
By extracting dR/noise ratio for every sensor at all concentrations, we calculate the sensitivity function 
and plot this function in Fig. 5 versus the sensors. As a remark, the sensor’s resolution in terms of the 
sensitivity limit, S/N, can also be derived by an extrapolation method. 
 
 
Table 1. Tabulated is a typical recipe of the dry NO2 chemical sampling. The sensors chip is conditioned and 
tested by this recipe. The standard flow rate in total is 400CCM for the most tests. Note that every concentration 
is diluted by pure air. 
 

 
 
 

 
 

Fig.5. Every trace at above shows an individual sensor of KAC31 chip to the NO2 chemical diluted in air at  
400 CCM total flow rate and at ambient conditions. The sensors are labeled. The coordinates are at below: x-
axis is the minutes of time; y-axis at left is the electrical signal; the secondary y-axis at right indicates NO2 

levels at 0-, 0.5-, 1-, 2-, 5-, 10-ppm concentrations. 



Sensors & Transducers Journal, Special Issue, October 2007, pp. 140-146 

 145

 
Furthermore, the analysis yields the dR and dR/R0 dependence upon NO2 concentration. By extracting 
the dR/noise ratio for every sensor at all concentrations, we calculate the sensitivity function and plot 
this function in Fig. 5 versus both the sensor and the NO2 concentration. 
 
 

 
 

Fig.6. These charts show the relative response traces of the KAC31 chip with two RH levels: (a) 0% or dry, (b) 
50%. The NO2 concentration varies as shown at 0.5-, 1-, 2-, 5-, and 10-ppm. 

 
 
We have studied the sensor’s responses at various humidity values. The humidity tests were set up 
with the CNS characterization system. The humidifier was calibrated by the factory. We observed that, 
for the response at low humidity range of 0 % to 30 % RH, the relative sensor response shows that the 
humidity in this range has quite small effects on the nanosensor response. The NO2 response increases 
with the increasing at a humidity level of 50 % and greater. 
 
 
3. Conclusion 
 
In summary, the CNS has significantly high resolution. We have studied the trace concentration of 
NO2 in sub 1-ppm regime. Further studies are in the progress to characterize the life-expectance of 
CNS and the effect of temperature, pressure, etc. 
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