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Abstract: In the article the matching algorithms of region images are analyzed. The work also presents their 
advantages and disadvantages. The comparing images algorithm of regions is developed on the basis of the 
measured chords. The comparison regions algorithms are used to evaluate segmentation algorithms in the 
Gromov–Hausdorff metric. The algorithm of metric evaluation is developed as an example of biomedical images 
segmentation. 
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1. Introduction 

 
Image segmentation is one of the fundamental 

processes in many software applications with image or 
video processing and computer vision systems. It is 
often used to divide the image into separate areas that 
correspond to different real objects. This is an 
important step in the content analysis stage or in the 
process of images "understanding". Modern scientists 
have developed many approaches to solve problems of 
images dividing into separate areas, but most of the 
proposed algorithms can solve the problem of 
segmentation only with a specific type of image [1]. 
Therefore, the automatic selection of effective 
segmentation algorithms is a complex task, since the 
comparison of different algorithms must consider both 
the type of the algorithm, and the parameters of its 
work. The main advantages of using segmentation 
analysis results are: a) objective selection of the best 
partitioning of the image; b) the possibility of quality 
control during the segmentation processes of images 
and correcting the work of the algorithms in real time; 
c) the ability to attract the most efficient algorithms for 

segmentation in the work program of image 
processing [2]. 

As a result of segmentation, the following two 
types of errors occur: the segmented image point is 
marked in such way as it belongs to a homogeneous 
region, and it doesn’t belong to the field in the model 
image; in the segmented image the point is not marked 
as it belongs to homogeneous area, but it is such in the 
model image [3]. Therefore, two criteria are often used 
to quantify the quality of segmentations: the level of 
regions similarity, the level of regions difference [4]. 

Among the segmentation results test we 
distinguish the following algorithms: the algorithm 
based on the Rand index that calculates the plurality of 
pixels pairs that are marked as tags of the same type 
and as both the segmentation algorithm and the model 
splitting [5]. The global consistency error measures 
the degree if the segmentation can be seen as another 
refinement of the segmentation and the error is 0, if 
two segments overlap completely and a certain value 
is nonzero otherwise. The boundary points error is 
determined by the algorithm that measures the average 
deviation of one contour point from the nearest 
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contour point on the reference segmentation. The 
accuracy of segmentation is defined as the percentage 
of correctly segmented points to the number of pixels 
in an image [6]. The average absolute error 
characterizes the average difference between the 
model and actual results obtained for all tests [7].  

In addition to the quantitative estimation there is 
another qualitative (subjective) one. The subjective 
criteria are the criteria of visual perception, valued 
during the examination by some groups of observers 
(experts). One of the approaches to quantify the 
quality of the segmentation approach is based on 
metrics usage [8-9]. 
 
 

2. Problem Statement 
 
Let Im  be an image. Let’s segment this image 

using a particular algorithm or a set of algorithms for 
the segmentation, i.e.  kAAAS ,...,, 21 , where iA  is 

the segmentation algorithm. The result is 

11 )( ImImS  . An expert manually segments the 

original image. Then we get the image eIm . Let’s 

present the image data in the forms of (1) and (2). 
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where eiC , eiO  is the shape and the region marked by 

the expert. 
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where iC1 , iO1  is the shape and the region marked by 

the algorithm. 
We use the Hausdorff metric (3) to evaluate the 

proximity between regions 1O  and 2O . 
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where X
Hd  is the Hausdorff distance in the metric 

space ),( dX . 

We evaluate the shortest distance between the 
regions 1O  and 2O  using the Gromov - Hausdorff 

metrics (4): 
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where XOf 1: , XOg 2:  are the isometric 

embedding of metric space ),( dX . 

Thus, to determine the minimum distance between 
the regions 1O  and 2O  we must perform isometric 

transformation in order to find the maximum matching 
(section), that max21  OOS . 
 
 

3. Solution 
 
After segmenting we obtain two  

homogeneous areas (Fig. 1), which are generally 
nonconvex polygons. 

 
 

 
 
 

 
 

Fig. 1. The homogeneous region obtained after 
segmentation. 

 
 

Thus, the problem of the maximum two-section 
polygons is reduced for the isometric transformation, 
translation and rotation. There are a number of 
heuristic algorithms for isometric transformations, 
such as the use of mass centers, ranges of their 
subsequent imposition, limiting use of a rectangle and 
extreme peaks [10]. 

The isometric transformation calculation requires 
the development of a number of heuristic algorithms. 

The longest chord algorithm is to find two of the 
longest chords on the polygons. After that we define 
maximum chord angles slope to the horizontal axis 
OX. In case of mapping one polygon rotates relative 
to the other with the corners (5) and (6).  
The computational complexity of the algorithm is 
directly proportional to the number of vertices of the 
polygon n . 

 

211   , 212 180   , (5) 
 

where 1  and 2  are chord angles to the horizontal 

axis OX. 
The previous algorithm can be modified by 

calculating the coordinate of the third point. The 
algorithm of the three points [11] on the contour 
polygon determines its two most distant points. For 
this we conduct the segment maximum length 

maxLAB  , which includes the contour. The third 

point is defined as one that belongs to a median 



Sensors & Transducers, Vol. 208, Issue 1, January 2017, pp. 44-49 

 46

perpendicular and most distant OCCO '  from the 
middle of the segment AB  (point O ). The example 
of the three points is shown in Fig. 2(а). The matching 
algorithm performs overlapping centers of polygons 
and bends in such way that the third point lies on one 
and the same half-plane. The computational 
complexity of the algorithm of the three points is also 
linear and proportional to the number of vertices of the 
polygon. 

The example of a combinatorial algorithm of the 
three points on the circuit is the section lines algorithm 
[12]. The algorithm of section lines is the direct 
construction of lines, crossing the path of some of the 
starting point А (the farthest point from the center of 
the polygon mass) through a specified angle   
(Fig. 2(b)). At the intersection of a contour n  with 
lines we get n  points of the intersection. Then we 
choose three points for the polygons mapping from the 
resulting set of points of the intersection. The 
computational complexity of this algorithm is 
proportional to 3n . 

 
 

(a) 

(b) 
 

Fig. 2. (а) Algorithm based on three points;  
(b) secant lines algorithm. 

 
 

4. Algorithm of Matching Polygons Based 
on Measured Chords 

 
For the polygons ),...,,( 211 mpppO   and 

),...,,( 212 nqqqO  , given that vertices conduct 

chord. For the polygon 1O  given by m  vertices, we 

get a set of chords },...,,{ 21 khhh , where 

2

)3( 


mm
k . For the polygon 2O , which is given by 

n  vertices we get a set of chords },...,,{ 21 plll , where 

2

)3( 


nn
p . Thus, in the case of full search, we 

obtain the following computational complexity 

 22 mnO  . 
In order to reduce computational complexity let’s 

sort the chords by both measuring and using the 
following coefficients: 

а) The ratio of the relative chord length is (6)  
 

maxl

li
li  , (6) 

 

where il  is the length of іth chord in the polygon, maxl  

is the maximum chord length in the polygon; 
b) The overlapping polygon chord coefficient (7) 
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where Oil  is the length of і-th chord in the polygon, 

belonging to the inner region of the polygon, il  is the 

length of і-th chord in the polygon. 
Based on the given coefficients 

il  and 
iO , the 

coefficients are obtained according to (8) 
 

ii OliW   , (8) 

 
where   and   are the measure coefficients chosen 

from the set of the values  1..0  and 1  . 

Then the array of the suspended chords for the 
polygon 1O  equals to },...,,{

21 kWWW hhh , and for 

2O  – },...,,{
21 pWWW lll .  

Then the algorithm to find the Gromov - Hausdorff 
distance is: 

1. We obtain the expert regions 1O  and 2O  using 

both the algorithm segmentation and  
the segmentation. 

2.  For the regions 1O  and 2O we conduct 

piecewise linear approximation image edges (9): 
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where ja , jb , jc , Rd j  , 2,1i  and we obtain the 

polygons.  
3. On the basis of the Formulas (6), (7), (8) we 

form the arrays of the measured chords for the polygon 

1O  },...,,{
21 kWWW hhh , and for 2O  – 

},...,,{
21 pWWW lll . 
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4. We give the threshold   and sort arrays of the 
chords for the regions 1O  and 2O  according to the 

conditions iW .  

5. We calculate the centers of the masses 
),(

111 CC yxM  and ),(
222 CC yxM  for the regions 

1O  and 2O . 

6. We perform parallel translation P  of the 
region 2O  to 1O  so that the masses 1M  and 2M  

centers match. 
7. We perform rotation of R with the difference 

of rotations 1  and 2 , found on the base of the sorted 

chords.  
8. Then, we find the Hausdorff distance using the 

following Formula (10): 
 

 
2 11 2

1 2( , ) : max maxmin ( , ),maxmin ( , )X
H y O x Ox O y O

d O O d x y d x y
  

 (10) 

 
 

5. Experimental Results 
 

The database of histological and cytological 
images of precancerous and cancerous conditions of 
the mammary gland was used for the experiments and 
it was also developed by the authors [13]. Generally, 
cytological and histological images are characterized 
by high complexity processing. The main 
disadvantages are the presence of different kinds of 
noise and high definition. The image preprocessing 
module is based on the library OPENCV [14] as well 
as it is designed to be adapted to different types of 
images and to improve their quality. Its work includes 
the following stages: 
1. Image loading; 
2. Determining the level of brightness, the average 

value of red, green and blue channels of RGB 
image input;  

3. Options selection in order to improve the picture 
quality depending on the input parameters 
obtained in step 2. In this case, there are the 
following operations: brightness adjusting, 
contrast, morphological operations (dilate, erode); 

4. Filtering by averaging filter, window size 7×7. 
This allows the image filter part; 

5. Determining the peak signal to noise ratio. We 
have then the input data as the original and filtered 
image; 

6. Image filtering algorithms (median, Gaussian, 
bilateral and other adaptive filters); selecting the 
type of filter and its parameters depends on the 
peak signal to noise ratio; 

7. Image segmentation with k-means algorithm. As a 
result of the experiments for cytological image, k-
means algorithm has shown the  
best results; 

8. Threshold segmentation. Threshold segmentation 
is used to obtain images of the "object - 
background". 

Table 1 compares the results of image segmentation 
algorithms with and without preprocessing. Image 

preprocessing is principle in order to improve the 
segmentation quality, including the adjustment of 
brightness and contrast. Noise reduction improves the 
segmentation quality significantly. To assess the 
quality of segmentation we use the Hausdorff metric, 
the Gromov - Hausdorff metric and the Gromov - 
Freshe metric. 

 
 

Table 1. Results of cytological image segmentation 
with and without preprocessing. 

 
Images 

Type 
of pro- 
cessing  

Thres-
holding 
without 
prepro-
cessing 

  

K-means
without 
prepro-
cessing 

  

Thresholdi
ng with 
prepro-
cessing 

 

K-means 
with 

prepro-
cessing 

 

Expert 

 
 
 

The experiments were conducted on a test sample 
of 100 images. Table 2 presents the mean values of 
distances in the investigated metrics for different 
segmentation algorithms with and without pre-
processing of images. 

For experimental studies of the algorithm we have 
created the arbitrary set of test images of nonconvex 
areas. The images examples are shown in Fig. 3. 
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We have performed a pairwise matching images of 
nonconvex regions with each other and in each case 
the Gromov-Hausdorff distance is calculated. Fig. 4 
shows the difference (deviation) found within each 
experiment, the distance found full-force, which is 
accepted as the reference. Each line of the graph 
represents a different algorithm. The algorithms are 
marked as: the longest chord, the algorithm of three 
points calculation – 3 points, the secant method, the 
developed algorithm – the list of chords. As we see, 
the developed algorithm determines the distance 
between the regions with precision. 
 

 
Table 2. Evaluation of segmentation. 

 
Metrics 

 
 
Type  
of pro-
cessing 

Haus-
dorff 

Gromov-
Hausdorff 

Frechet 
Gromov-
Frechet 

Thres-
holding 
without 
prepro-
cessing 

304.53 304.53 307.56 305.7 

K-means 
without 
prepro-
cessing 

89.4 89.23 89.4 89.23 

Threshold
ing with 
prepro-
cessing 

13.45 12.36 13.45 12.36 

K-means 
with  
prepro-
cessing 

10.21 10.02 10.21 10.02 

 
 

 
 

Fig. 3. Example of test images. 
 

 

 
 

Fig. 4. Deviations of the Gromov-Hausdorff distance  
for some experiments on the outcome of full search. 
 

Fig. 5 shows the evaluation of the execution time 
of each algorithm. If we match the accuracy at the 
level of the exhaustive algorithm search the developed 
algorithm shows the time at other algorithms based on 
contour features. 

 
 

 
 

Fig. 5. Execution time for each algorithm. 
 
 

We have worked out the algorithm to find the 
smallest distance between regions using the 
coefficient of relative chord length and the chord 
coefficient of an overlapping polygon. To assess the 
region in which the coefficients make the least 
difference, we have built the graph of the distance 
from the coefficients (Fig. 6). In the figure the relative 
chord length coefficient is pointed as Chorde distCoef, 
and the coefficient of the polygon chord overlapping 
is pointed as Chorde overlapCoef. 

 
 

 
 

Fig. 6. Dependence of the Gromov-Hausdorff distance  
on the chord length coefficients and the overlap region. 

 
 

5. Conclusions 
 
Thus, the previous image processing significantly 

affects the quality of image segmentation cytology. 
The distances in metrics of previously processed 
images are much smaller than the images without 
preprocessing. Moreover, the k-means segmentation 
algorithm has shown better results in all metrics than 
the threshold segmentation. 

Finally, we have worked out the algorithms, which 
are the most accurate as for time and commensurate 

longest chorde 3 dots

secant method  list of chordes
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expenses. They are compared for nonconvex regions 
in case of the Gromov-Hausdorff distance calculation 
among the following algorithms: the longest chord of 
three points, the secant, the measured chords 
algorithm. 
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