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Nonlinear Effect of Ge Concentration on the Test npn ICs Transistors 
Structures Gain (β) and Percentage of Yield of Suitable Products  

 
S. V. Bytkin and T.V. Krytskaya 

Engineering Educational and Scientific Institute named after U. M. Potebnja of Zaporizhzhya National 
University Zaporizhzhya, Ukraine, pr. Sobornyj, 226 

Tel.: +38 (061) 227-12-41 
E-mail: sergey.bytkin@gmail.com 

 
 
Summary: The purpose of this work was to find Ge concentration for reproducible technological process, without abrupt 
changes of β and percentage of yield. CZ-SiGe single crystals with ρ ≈ 0.2 Ω•cm  were used.  Bipolar IC test npn transistors 
fabricated on isovalent germanium-doped silicon in accordance with V-Groove Isolation technology; emitter area  
SE = 65ꞏ35µm2; base thickness 0.25µm. Measurements of β were carried out in accordance with standard technology. 
Experimental results approximated by a combination of two dependencies (curves), reflecting the simultaneous course of two 
physical processes with increasing Ge concentration in the initial wafers. Showed possibility of the connection of npn structures 
β and percentage of yield of suitable products instability with different Ge concentration in initial wafers, used for the IC and, 
quite possible, discrete transistors manufacturing. From the technological point of view for manufacturing of npn structures 
better to use 0.094 ≤ NGe [at. %] ≤ 0.156. 
 
Keywords: Bipolar npn transistors, Germanium-doped silicon (SiGe), Experimental results, Combination of two curves, 
Reflecting physical processes, npn structures β and percentage of yield, Ge concentration in initial wafers. 
 
 
1. Introduction 
 

Silicon, doped with germanium [1], SiGe (GCZ), 
is used in various areas of civil and military electronics 
[2, 3]. Doping with isovalent impurity concentrations 
in the range between 1016 and 1019 cm−3 has a clear 
beneficial effect on crystal and wafer quality with 
respect to grown-in defect density [4] and mechanical 
strength [5]. Ge doping clearly suppresses thermal 
donor formation which might be relevant for device 
processing. The Flow Pattern Defect (FPD) and Secco 
Etch Pit Defect (SEPD) density in the CZ Si and GCZ 
Si materials were investigated in [6]. Defect densities 
in GCZ Si decrease with the increase of Ge 
concentration.  

Key benefits of the isovalently-doped 
semiconductor are a smaller bandgap, the ability to 
switch at higher frequencies, greater electron mobility, 
and higher intrinsic charge carrier density in 
comparison with silicon. The lower bandgap of SiGe 
lowers the forward voltage of the Si/n-type SiGe 
junction [7]; it shows extremely low leakage current, 
thermal stability up to +175°C junction temperature. 
 
 
2. Formulation of the Problem  
 

In a common emitter circuit, the most sensitive 
characteristic to technology change (use of SiGe, as 
well) is the ratio of the bipolar transistor (BJT) 
collector current IC, to the base current, IB, i.e. the gain 
of the transistor β = IC / IB, also called the DC current 
gain (hFE). SiGe npn microwave transistors for high 
speed, low noise applications are manufactured, for 
example, by NXP Semiconductors [8]. A feature of 

manufactured transistors is a high spread of DC 
current gain (min 155, typical 330, max 505). 
Structures manufactured on SiGe initial wafers and 
having different (wide range) β values after fabrication 
have different radiation resistance [9]. The effect is 
manifested, preliminary, when the width of the base is 
not more than 0.25 μm. Therefore, from the 
technological point of view, it is necessary to analyze 
the effect of the concentration of the isovalent 
impurity, Ge, in SiGe on the stability of the gain of the 
transistor and the efficiency of the technological 
process of manufacturing integrated circuits 
(percentage of yield of suitable products).  
 
 
3. The Purpose of the Work 
 

The purpose of this work was to confirm the 
connection of npn IC test transistors β instability and 
IC percentage of yield of suitable products with 
different Ge concentration in initial wafers, used for 
the manufacturing of IC structures. The second task 
was to illustrate the possibility of using the applied 
approach to select the level of isovalent doping Si for 
production of discrete high voltage power devices, 
thyristors. 
 
 
4. Experiment 
 
4.1. Samples and Measurement Method 
 

CZ-SiGe single crystals doped with phosphorus 
with ρ ≈ 0.2 Ω•cm were used in the research [10]. 
Control of specific resistance, density of dislocations, 
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and presence of drilling defects was carried out. The 
raw material was raw polycrystalline silicon; the 
weight of the load was 4 kg. Crucibles made of 
synthetic quartz (200 mm, cultivation carried out in the 
Ar stream with a gas flow rate of ≅ 7 l / min or 
nitrogen (4 l / min). The growth rate of the cylindrical 
part of single crystals varied according to the program 
from 2.2 to 0.8 mm/min, the rotational speed of the 
crystal ωcrystal =15 rpm and crucible ωC = 5 rpm.  

The content of Oi and Ci measured by the IR 
absorption method at 300 K, (Oi and Ci concentrations 
at the upper/lower ends: (2,8…3,2)•1017/(5..6)•1016 

cm-3 and (3,5…3,8)•1012/(2..3)•1016 cm-3. NGe 
measured in the Institute of Physics of the NAS of 
Ukraine. 

Bipolar IC test npn transistors fabricated on 
isovalently germanium-doped silicon initial wafers in 
accordance with V-Groove Isolation technology [11]. 
On one side of the wafer, an n+type layer was formed, 
the surface of the substrate oxidized. By 
photolithography in the SiO2 film windows for 
anisotropic etching were opened, through which a V-
shaped groove in silicon  etched, the walls of which 
were oxidized. On top of the SiO2 film, an epitaxial 
polycrystalline layer of silicon with a thickness of 300 
... 600 μm. The wafer is then inverted, sanded, and 
polished on the monocrystalline silicon side. The 
result is a substrate with isolated areas ("pockets") of 
monocrystalline silicon. A layer of polycrystalline 
silicon, in which recessed regions of monocrystalline 
Si were formed, is a carrier substrate. In "pockets", 
using conventional diffusion planar technology, npn 
structures, on which measurements carried out, were 
formed. The main technological operation regimes 
were as follows. Oxidation before photolithography at 
t = 1100°C. Diffusion of boron (base): stage I, in an 
atmosphere of nitrogen and oxygen for 15 min. at t = 
940, stage II at t = 1150°C. Diffusion of phosphorus 
(emitter): stage I was carried out at t = 1060°C, stage 
II was carried out t = 1250°C. Typical vertical 
structure of the test transistor depicted in Fig. 1. 
 

 
 

Fig. 1. IC test npn transistor, manufactured on SiGe. 
Emitter area SE = 65ꞏ35 µm2; base thickness 0.25 µm. 

 
 

Measurements of β (typical results are in  
Table 1) were carried out by a meter of static volts - 
ampere characteristics of planar npn structures L2-56 

(Fig. 2), connected to the standard multi-probe 
installation. Used measuring parameters of 
semiconductor devices designed for visual 
observation of the static current-voltage 
characteristics of semiconductor devices of low and 
high power [12]  ̶ current measuring range in the 
collector circuit of a semiconductor device - from  
1 mA to 16 A, measurement range of primary and 
reverse current - from 2 nA to 16 mA. To obtain the 
characteristics of the transistor under study on the 
screen of the device, voltage from the power supply 
of the collector circuit is supplied to the collector 
circuit of the transistor through a limiting resistor. A 
step current is supplied from the step generator to the 
input of the step amplifier. From the output of the 
stage amplifier, a stepwise varying voltage or current 
is applied to the emitter. In this case, a current pulse 
occurs in the collector circuit of the transistor. On the 
screen of the device L2-56 there is an image of the 
family of current-voltage characteristics of the 
transistor. 

 
 
Table 1. The measurement results of test npn transistors β 

manufactured on initial wafers with different NGe . 
 

No. 
Ge concentration in the 

initial wafer, NSiGe, at. %  
npn test 

transistor β 

1. 0 390 

2. 0.024 230 

3. 0.05 460 

4. 0.24 225 

 
 

 
 

Fig. 2. Tester of the measuring parameters of 
semiconductor devices L2-56, used for the β 

measurements in the present paper. 
 

 
4.2. Modelling of the Experimental Results 
 

The gain measurement results approximated by a 
combination of two dependencies (curves), reflecting 
the simultaneous course of two physical processes 
connected with increasing Ge concentration in the 
initial wafers. The first process, to our opinion, related 
to the influence of the Ge composition on the bulk 
minority carrier lifetime, τb, in Czochralski grown 
monocrystalline SiGe. It decreases dramatically with 
increasing of Ge concentration [13].  

The first process may be described by an equation 
of the form (used points 1, 2, 4): 
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𝛽 𝑁 𝛽 𝐴
∙ 𝑒𝑥𝑝 𝑅 ∙ 𝑁 , 

(1) 

 
where  β0 = 224.99762; ASiGe = 65.00238;  
RSiGe = -46.44679. 

The concentration NGe ≅ 0.1 at % is the maximum, 
affecting the change in β for this type of the vertical 
structure and isolation test transistor, Fig. 3. 

 
 

 
 

Fig. 3. Effect of the Ge concentration on npn IC test 
transistor gain, β. 

 
 

In other words, it is logical to assume that the 
decrease in β (Table 1) happens due to the stimulation 
of decreasing of the average bulk lifetime, τb, in 
accordance with the increasing of Ge concentration in 
in the initial SiGe wafers. To explain the results of 
modeling the effect of Ge concentration on the form of 
β dependence (NGe), it is necessary to use experimental 
data published in materials science publications. At 
the same time, statistical processing of the published 
data is required, which makes it possible to compare 
trends in the physical properties of SiGe and npn 
structures or discrete devices made on its basis. For 
example, experimental results obtained in the cited 
work [13] are well described by the Biphasic Dose 
Response Function [14]: 
 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒_𝐿𝑖𝑓𝑒𝑡𝑖𝑚𝑒 𝑁  
𝐴1 𝐴2 𝐴1 ∙ … 

∙

𝑝
1 10 ∙   

…
1 𝑝

1 10 ∙

 , 
(2) 

 
where A=1.504; A2=32.262; p=0.5; 
LOGx01=1.06302; LOGx02=5.62988; h1= -0.71695; 
h2= -0.71695 

Results of modeling in MathCAD are in Fig. 4. 
The decrease of τb may be explained in accordance 

with experimental results, presented in [15]. 
Investigations of crystal perfections of undoped, p-, n-
SiGe bulk single crystals with content of isovalent 
impurity 0...2 at percentage confirmed increasing of 
dislocation density in dilute SiGe alloy because of NGe 

increasing. For convenient comparison of τb (Fig. 2) 

and dislocations concentration experimental data, 
obtained in [15], expressed by the present paper 
authors in Origin PRO and MathCAD in the form of 
slightly changed Hill equation:  
 

𝑁  

  
.   ∙ . . ∙

 .
, where 

Vmax = 98895.07062; n=5.79711; k = 1.40708 

(3) 

 
 

 
 
Fig. 4. Modelling of the effect of Ge concentration in the 
initial wafers on the average bulk lifetime, τb. Experimental 
data: τb measured in [13] by microwave photo conductance 
decay (μ-PCD) method. Model: calculations in OriginPRO, 
MathCAD by the authors of the present work. 
 
 

 
 
Fig. 5. Effect of dislocation concentration in the initial 
SiGe wafers on the average bulk lifetime, τb. Experimental 
data: τb, measured in [13] by microwave photo conductance 
decay (μ-PCD) method. Etch pits per cm2  ̶ Tables 1,2,3 
from [15], Models: calculations in OriginPRO, MathCAD 
by the authors of the present work. 
 
 

For the very low Ge concentrations (10-3… 
10-2 at %), the decrease of β strongly connected with 
τb in dilute SiGe due to Ge concentration, Fig. 6. 

Attention is drawn to the rapid calculated 
degradation of the β in the range 10-3< NGe [at %] 
< 10-2 despite the fact that low concentrations of Ge 
change the physical properties of SiGe very slightly, 
Fig. 7. 
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Fig. 6. Qualitative dependency on Ge concentration of the 

npn IC test structure gain β and average bulk SiGe lifetime, 
τb, for NGe 10-3…10-2 at %. 

 

 
 

Fig. 7. Calculated influence of Ge concentration on average 
bulk SiGe lifetime, τb and quantity of dislocations (etch 

pits) for NGe 10-3…10-2 at %. 
  
 

The influence on β of the changes in the factors, 
shown in the Fig. 7, is clear given in the Fig. 8.  
 
 

 
 

Fig. 8. Rapid calculated degradation of the β in the range 
10-3< NGe [at %]< 10-2. 

 
The second process is compensation of elastic 

stresses in the base of npn structure codoped with Ge 
and boron [16]. At the same time, the compression ratio 
of the SiGe lattice decreases, and an energetically 
advantageous transition of boron atoms from the 
internodes to the substitution position occurs [17]. 
Boron is smaller in size than silicon and when it sits on 
a substitutional lattice site, a local lattice contraction 
occurs because the bond length for Si-B is shorter than 

for Si-Si [18 and references in this work]. Discovered 
that a single B atom exerts a 0.0141Å lattice 
contraction per atomic percentage of boron in silicon 
at 300K. Ge on the other hand is larger than silicon and 
when it sits on a substitutional lattice site, a local lattice 
expansion occurs. At high concentrations, significant 
strain values can result due to a lattice mismatch 
between the silicon substrate and the dopants. It is 
reasonable to assume that the lattice contraction and 
expansion for boron and germanium compensate each 
other at Ge concentration 0.05 at. %. Obviously, the 
high structural properties of SiGe crystals, which were 
reported in the cited work, can manifest themselves in 
the form of a β peak growth at Ge concentration 0.05 
at. % : 
 
𝛽 𝑁  
𝐴 ∙ 𝑒𝑥𝑝 𝑒𝑥𝑝 𝑧 𝑁 … 

… 𝑧 𝑁 1 ,  
(4) 

𝑧 𝑁
√10 ⋅ 𝑁 𝑥𝑐

𝑤
 , 

where   𝐴 = 230, 𝑥𝑐  = 0.05,  

𝑤 = 0.04955 

(5) 

 
Equations (1, 4) are represented by two 

dependencies, Fig. 9. 
 
 

 
 

Fig. 9. Options for using a few experimental data to build a 
nonlinear model β(NGe). 

 
 

In its final form (MathCAD): 
 
 
β(NGe) = 

 

𝛽 𝑁  0 𝑖𝑓
0.028 

(6) 𝛽 𝑁  0.0279 𝑖𝑓
1 

 
The results of the dependence β(NGe) modeling 

using MathCAD are given in Fig. 9. Actually, 
reinforcing properties of npn structure are relatively 
stable at NGe [at %] < 10-3 and at NGe > 0.2 at. %. 

In order to show, that the decrease of β strongly 
connected with τb in dilute SiGe due to Ge 
concentration in the range 0.001…0.1 at %, we used 
simple linear equation  to estimate τb at NGe < 1 at %, 
Fig. 11.  
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Fig. 10. Effect of Ge concentration in the initial wafers 
on the gain of IC test npn transistors. 

 
 

 
 

Fig. 11. Modelling effect of Ge concentration in the wide 
range of SiGe in the initial wafers on the average bulk 

lifetime, τb, measured in [13]. 
 
 

Fig. 12 shows, that at  10  NGe [at. %]  0.03 a 
decrease in β is associated with a decrease in τb, due to 
an increase in the concentration of Ge. At 0,03  NGe 
[at. %]  0.09 gain of the npn transistor β it is 
determined by the combined effect on the crystal 
lattice in the base of boron and germanium. 
 
 

 
 

Fig. 12. Areas of change of IC npn transistor β (NGe), 
related to the change of τb(NGe). 

 
 

In [19] data are given on the percentage of yield of 
suitable products in the production of RAM IC with 

capacity of 1024 bits, manufactured on SiGe. Fig. 13 
was plotted in MathCAD in accordance with formulas 
(7), (8): 
 
𝑌𝑖𝑒𝑙𝑑 𝑁   

 

𝑌𝑖𝑒𝑙𝑑 𝐶𝑜𝑛𝑠𝑡_1 𝑒𝑥𝑝

𝑠𝑖𝑛 0.54 𝜋  
.  _

_
    

𝑖𝑓 0  𝑁  0.062    

 
 

(7) 
 
 

(8) 
 

𝑌𝑖𝑒𝑙𝑑 𝐶𝑜𝑛𝑠𝑡 𝑒𝑥𝑝

𝑠𝑖𝑛 0.3 𝜋 ∙ 𝑁𝐺𝑒 0.868 𝐶𝑜𝑛𝑠𝑡2
𝐶𝑜𝑛𝑠𝑡3

   

𝑖𝑓 0.061  𝑁  0.209 , 
 
where Yield0=3.145; t=3.24539; Const_1=3.1199; 
Const_2=0.011; Const_3=0.03. 
 
 

 
 
Fig. 13. Comparison of the effect of Ge concentration on the 

percentage of yield of suitable products and test npn 
structures β. 

 
 

For the dielectrically insulated IC npn test 
transistor, the optimal process efficiency is, 
approximately, at  0.094  NGe [at. %]  0.156. Max. 

percentage of yield of suitable products it is achieved 
at NGe ≅ 0.13 [at. %].  

Nonlinear dependence of the percentage of yield 
of suitable products on Ge concentration is a very 
special feature of bulk SiGe technology.  

In [20] held modeling of experimental data on 
power thyristors T122 of general purpose high-voltage 
class, manufactured by identical technology using CZ-
Si and GeCZ-Si. The results obtained for an informed 
choice of Ge concentration. It was shown that when 
introducing into the technology of these devices SiGe, 
there is a non-monotonic change in the proportion of 
high voltage (HV) thyristors subjected to tests for the 
output of suitable devices of high (10,11,12) classes 
(repeating impulse voltage in the closed state 1000, 
1100 and 1200V). The repetitive pulse return current 
and the repetitive pulse current in the closed state, 
which should not exceed 1.5 mA, were measured. 

The concentration of Ge, suitable for the 
manufacture of high-voltage thyristors, is in the range 
0.03…0.2 at %, Fig. 14. 

 



5th International Conference on Microelectronic Devices and Technologies (MicDAT '2023)  
20-22 September 2023, Funchal (Madeira Island), Portugal 

10 

 
 

Fig. 14. Effect of Ge concentration on the share 
(percentage) of high voltage thyristors. 

 
 

Explanation of the abrupt nonlinear degradation of 
HV thyristors quality at NGe > 0.2 at % is most likely 
the accumulation of dislocations detected by the 
model, albeit in very small quantities, Fig. 15. 
 
 

 
 
Fig. 15. Effect of Ge concentration on the share (percentage) 
of high voltage thyristors. Experimental data: Tables 1,2,3 
from [15]. Models: calculations in OriginPRO, MathCAD by 
the authors of the present work. 
 
 

Accumulation of dislocations at NGe ≅ 0.25…2 at 
% can be described by two equations of the form: 
 

𝑁
𝒅𝒐𝒑𝒆𝒅𝑺𝒊𝑮𝒆

 𝑉 ∙  , 

where Vmax = 119997.33495; n = 5.1852; k = 
1.46628  

 (9) 

 

𝑁
𝒖𝒏𝒅𝒐𝒑𝒆𝒅𝑺𝒊𝑮𝒆

   
6.1994 10 1.4893 10 ∙  𝑁 5.684

∙  10 ∙  𝑁  

(10) 

 
In the concentration range of Ge 0.25 ≤ NGe  

[at %] ≤ 2.0, there is an active accumulation of 
dislocations for doped SiGe, and at 0.5 ≤ NGe [at %] 
≤ 1.5 for the unalloyed material, Fig. 16. 

 
 
Fig. 16. Effect of Ge concentration on the dislocation 
concentration, N (etch pits per cm2). Experimental data: 
Tables1,2,3 from [15]. Calculations in OriginPRO, 
MathCAD by the authors of the present work. 

 
5. Conclusions 
 

1. With an accuracy, sufficient for the practical 
application of SiGe, it can be considered that the 
concentration of Ge, which is acceptable for the 
manufacturing of planar diffusion npn structures is 
approximately equal to 0.1 at. %, or, in other units 
for reference: NGe ≅ 0.2 mass %; 5ꞏ1019 cm-3. 

2. From the technological point of view area NGe 

< 0.1 at. % is unstable, with abrupt changes in yield 
of suitable products. Moreover, as shown in [9], there 
is a sharp deterioration in the radiation resistance of 
npn structures, fabricated on SiGe with NGe = 0.05 
at. % (2.5ꞏ1019 cm-3)  ̶ peak of β (Fig.10) 

3. Use SiGe with a concentration of NGe > 0.2 at. 
% for the manufacture of HV npnp structures is not 
effective, because at this concentration of Ge there is 
a multiple decrease in the proportion (share) of high-
voltage thyristors in the sample. 
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Summary: In this study, we fabricated Al/PVA/P3HT/Ni and Al/PVA/P3HT/Al capacitors. Regio-regular Poly 3-
hexylthiophene (P3HT) was dissolved in chlorobenzene and deposited using spin coating onto Ni/glass and Al/glass substrates. 
After annealing the polyvinyl alcohol (PVA) water solution was spin coated on top of the P3HT layer. Aluminum circular 
contacts were evaporated through a mechanical mask. Current - voltage and capacitance - voltage measurements were 
conducted. The disparity in electric field distribution from accumulation to depletion states in the Al/PVA/P3HT/Ni structure 
was employed to interpret the data. The capacitance vs. voltage curves for the structure Al/PVA/P3HT/Al exhibit flat lines for 
negative or positive polarization of the gate electrode due to the bottom Al electrode’s inability to inject p-type carriers into 
P3HT. As a result, the structure is in depletion for both polarizations. It is crucial for the metal composing the injection 
electrode to have a work function aligned with the Higher Occupied Molecular Orbital energy level of the P3HT for effective 
hole injection. 
 
Keywords: Hole injection, Polyvinyl alcohol, Poly 3-hexylthiophene, Current – voltage measuremnents, Capacitance – 
voltage measuremnents. 
 

 
1. Introduction 

 
Organic field effect transistors (OFETs) offer a 

promising platform for developing materials that will 
be applied in tomorrow's electronics, owing to their 
potential to produce low-cost, large-area, and flexible 
electronics [1-3]. 

In recent years, conjugated polymers such as Poly 
(3-hexylthiophene) (P3HT) have emerged as a viable 
option for realizing cost-effective, expansive, and 
flexible electronic devices [4, 5]. The OFET structure, 
apart from offering a stable platform for characterizing 
and developing these materials [6], is considered the 
main switching element in future organic electronic 
devices, including display backplanes, radio 
frequency identification tags, and other 
complementary circuits [1, 4].  

Charge transport has been considerably improved 
through structure manipulation, resulting in charge 
carrier mobility comparable to amorphous silicon in 
the range of 0.1–1.0 cm2 V−1 s−1 [7]. In addition, 
significant advances have been achieved in improving 
the environmental stability of organic semiconductor 
devices. Extensive analyses have been conducted to 
investigate the influences of external factors, such as 
ambient exposure to oxygen, humidity, and light [8]. 
Diverse techniques to minimize environmental effects 
have been demonstrated, such as using passivation 
layers on top of the semiconductor or employing top 
gate/bottom contact geometries. In top-gate OFETs, 
the dielectric layer typically buries the organic 
semiconductor layer and protects it from H2O and O2 
present in the air [9-11]. 

P3HT is a p-type polymeric organic semiconductor 
commonly used as the active layer in OFETs [4]. It is 
a soluble polymer, making it suitable for deposition 

techniques such as spin-coating, dip-coating, and 
drop-casting [7].  

Organic semiconductors generally exhibit majority 
carriers rather than minority carriers. The operating 
principle of OFETs relies on field effect doping, which 
involves the accumulation of majority carriers at the 
semiconductor-dielectric interface [12, 13]. In P3HT 
transistors, it is crucial for the work function of the 
source and drain metal to align with the energy level 
of the Higher Occupied Molecular Orbital (HOMO) of 
P3HT to enable efficient hole injection and extraction. 
Consequently, there is a tendency to attract the holes 
injected from the source towards the negative voltage 
applied on the gate [14]. 

In this work, we fabricated capacitors 
Al/PVA/P3HT/Al and Al/PVA/P3HT/Ni and 
performed electrical characterizations using current-
voltage (I-V) and capacitance-voltage (C-V) 
measurements. The study focuses on comparing the 
injection characteristics of p-type carriers in the P3HT 
layer using different metals (nickel and aluminum). 
Our analysis is based on the data obtained from these 
electrical characterizations.  
 
2. Experimental 
 

Glass substrates with an area of 5 cm x 5 cm were 
thoroughly cleaned in isopropanol for 5 minutes and 
then rinsed with flowing deionized (DI) water for 2 
minutes. The substrates were dried using an N2 jet and 
subsequently annealed for 1 h at 105 °C to ensure 
complete evaporation of alcohol and DI-water 
residues. A nickel film approximately 150 nm thick 
was deposited on the prepared glass substrates using 
sputtering (AJA Orion-8 UHV). The deposition was 
carried out using a 2-inch Ni target at room 
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temperature (21 °C), with an Ar beam flux of  
20 SCCM at a pressure of 2x10-3 Torr. The power 
utilized for the deposition was set at 300 W, with a DC 
bias of 450 V. During the deposition process, the 
substrate was rotated at an angular velocity of 80 rpm, 
resulting in a Ni deposition rate of 2.9 Å/s. A second 
set of glass substrates was used for the deposition of 
aluminum, which was achieved through resistive 
thermal evaporation, yielding a film with the same 
thickness of 150 nm. 

Regio-regular P3HT with a regioregularity greater 
than 90% (Sigma Aldrich) was dissolved in 
chlorobenzene (0.5% w/w) and applied onto the Ni or 
Al layers by spin coating at 1000 rpm. This film was 
then annealed at 100 °C for 5 min to volatilize the 
solvent and  accommodate the polymeric chains.  

As the gate dielectric, we used PVA with 
molecular weight (MW) in the range of 146,000–
186,000 and 87–89 % hydrolyzation degree (Sigma 
Aldrich), cross-linked with Ammonium Dichromate 
(ADC) supplied by B. Herzog, Sao Paulo. A deionized 
aqueous solution of PVA (2.5% w/w) with ADC 
(0.4% w/w) was prepared and filtered to eliminate any 
particulates. This PVA solution was then deposited on 
the organic semiconductor by spin coating at 4000 rpm 
and annealed at 100 °C for 5 minutes. These 
procedures resulted in films with thicknesses of 
approximately 50 nm for both polymers. The thickness 
of similar films deposited on silicon wafers was 
measured using ellipsometry and optical reflectance 
techniques.  

Aluminum (Al) was evaporated at a base pressure 
of 1×10−6 Torr to form the top-gate electrode. The 
deposition of the Al top contacts was performed using 
a mechanical shadow mask, resulting in circular 
electrodes with a diameter of 200 μm and a thickness 
of 600 nm. The fabricated capacitors are presented 
schematically in Fig. 1. Importantly, throughout all 
processes, the temperature utilized did not exceed 105 
°C, making it feasible to use flexible polymers as 
substrates.  

For characterization, an HP4155A Semiconductor 
Parameter Analyzer was used to measure I-V 
characteristics, and an HP4284A LCR Meter was used 
for C-V measurements with variable frequency. 
 

 
 

Fig. 1. Schematic diagram of the capacitor structures. 
 
 

3. Results and Discussion 
 

Fig. 2 displays the I-V curves for 
Al/PVA/P3HT/Ni capacitors under positive (right 
slot) and negative (left slot) polarizations of the top Al 
contact. Multiple curves are shown for each slot to 
demonstrate the variability. It is essential to note that 

the work function of the metals Al and Ni differs 
(W(Al) = 4.15 eV and W(Ni) = 5.20 eV), consequently 
affecting their interaction with the HOMO orbital of 
P3HT. 

For the Al/PVA/P3HT/Al capacitors, there is no 
significant difference between the currents for both 
polarizations. However, a noticeable distinction is 
observed in the capacitors Al/PVA/P3HT/Ni, as 
depicted in Fig. 2. Under the negative polarization of 
the Al electrode, the p-type semiconductor P3HT is in 
accumulation, meaning the electric field is distributed 
entirely over the dielectric PVA film. Conversely, 
when a positive potential is applied to the Al gate 
terminal, the P3HT is in depletion, and the electric 
field is distributed between PVA and P3HT, causing a 
decrease in intensity. As a result, the current is 
approximately an order of magnitude lower in  
this case. 
 
 

 
 
Fig. 2. I-V characteristics of the fabricated 
Al/PVA/P3HT/Ni capacitors with the voltage applied to the 
upper Al contact. 

 
 

The capacitance vs. voltage curves for the 
Al/PVA/P3HT/Ni structure at four different 
frequencies (1 kHz, 10 kHz, 100 kHz, and 1 MHz) are 
presented in Fig. 3. The C-V curves exhibit similarities 
to a silicon MOS structure curve, but with noticeable 
differences. Three distinct zones are evident: the 
accumulation zone, ranging from -6 V to -3 V; the 
depletion transition zone, spanning from -3 V to 0 V; 
and the depletion saturation zone, from 0 V to 2 V. It 
is worth noting that the accumulation and depletion 
zones do not exhibit the same level of saturation 
observed in Si MOS structures, primarily due to the 
unique characteristics of hole transport in P3HT. In the 
accumulation region, the positive charge in P3HT is 
attracted to the interface between PVA and P3HT, 
leading to an increase in capacitance. Conversely, in 
the depletion region, the positive charge moves away 
from the interface, resulting in a depleted P3HT 
capacitance connected in series with the PVA 
capacitance. Consequently, the total capacitance 
decreases (see Fig. 5). 

The variation of the maximum capacitance with 
frequency is a well-known phenomenon observed in 
various high-k dielectrics. As the frequency increases, 
the maximum capacitance decreases due to a delay in 
the polarization response. 

For the capacitors Al/PVA/P3HT/Al, no distinct 
regions of capacitance values can be observed (Fig.4). 
The capacitance vs. voltage curves for these structures 

-6 -4 -2 0

-1.5n

-1.0n

-500.0p

0.0

  Voltage [V]

C
ur

re
nt

 [A
]

0 2 4 6
0.0

500.0p

1.0n

1.5n

  Voltage [V]

C
u

rr
e

nt
 [

A
]



5th International Conference on Microelectronic Devices and Technologies (MicDAT '2023)  
20-22 September 2023, Funchal (Madeira Island), Portugal 

14 

remain flat for both negative and positive polarization 
of the gate Al electrode, which is located at the top of 
the dielectric PVA, because the semiconductor P3HT 
is in depletion for both polarizations. A comparison 
between Figs. 3 and 4 reveals that the capacitance 
values observed in Fig. 4 are approximately the same 
as those corresponding to the region of maximum 
depletion in Fig. 3. This can be explained by the fact 
that the bottom Al in this structure cannot inject p-type 
carriers, primarily due to the higher barrier between 
P3HT HOMO (5.12 eV) and Al work function (4.15 
eV) (see Fig. 7). 

 
 

 
 

Fig. 3. Capacitance-voltage characteristics of the 
Al/PVA/P3HT/Ni capacitors at different frequencies. 

 
 

 
 

Fig.4. Capacitance-voltage characteristics of the 
Al/PVA/P3HT/Al capacitors at different frequencies. The 

arrow indicates the direction of the voltage sweep. 
 
 

Fig. 5 schematically illustrates the charge distribution 
for both structures when polarized with -4V and +4V, 
respectively. In all cases except for the 
Al/PVA/P3HT/Ni capacitors in accumulation, the 
P3HT is completely depleted. In this state, the 
capacitance of the Al/PVA/P3HT/Ni structure 
increases because positive charges accumulate at the 
interface between PVA and P3HT, and the applied 
voltage drops entirely across the PVA dielectric film 
(see upper left graph in Fig. 5). 

 
 

Fig. 5. Schematic diagram of charge distribution for 
Al/PVA/P3HT/Ni and Al/PVA/P3HT/Al capacitors under 

negative and positive bias. 
 

When holes cannot be injected, the P3HT 
semiconductor becomes depleted, resulting in a 
decrease in capacitance. In such cases, the system can 
be described as two capacitors in series, as shown in 
Fig. 5. The Al/PVA/P3HT/Al capacitor, regardless of 
the applied voltage polarity, can be represented as a 
system of two capacitors in series. 

The Fermi level of the source-drain metal (in our 
case, the bottom metal) where the injection will occur 
must be aligned with the HOMO position of the P3HT 
to ensure proper injection of holes in the P3HT. 
Therefore, the Fermi energy of the metal must be 
approximately ~5.1 eV [4, 13]. As depicted in Fig. 6 
and Fig. 7, the Work function of the Ni metal is around 
5.2 eV, and it is well aligned with the organic 
semiconductor P3HT HOMO energy level (5.12 eV), 
enabling the injection of p-type carriers in the 
Al/PVA/P3HT/Ni structure (Fig. 6). 
 
 

 
 

Fig. 6. Energy band diagram alignment  
for Al/PVA/P3HT/Ni structure. 

 
 

The Fermi level of the metal Al is not aligned with 
the position of the HOMO orbital, indicating that there 
will be no injection of p-type carriers in the P3HT for 
the Al/PVA/P3HT/Al capacitors (Fig. 7). 
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Fig. 7. Energy band diagram alignment  
for Al/PVA/P3HT/Al structure. 

 
4. Conclusions 
 
In summary, this work involved the fabrication of 
Al/PVA/P3HT/Ni and Al/PVA/P3HT/Al capacitors. 
Both structures were subjected to I-V and C-V 
measurements, and the results were compared to 
analyze their electrical characteristics. 

The Al/PVA/P3HT/Ni structure exhibits a 
significant difference in the electric field distribution 
from the accumulation to the depletion state. This 
distinction elucidates the extracted data obtained at 
negative and positive polarizations on the Al gate 
electrode (located at the top of the dielectric PVA). 
When the P3HT is in depletion, the electric field is 
distributed between PVA and P3HT, resulting in a 
current that is an order of magnitude lower than in 
accumulation. In the depletion state, positive charges 
move away from the PVA/P3HT interface, creating 
the depleted P3HT capacitance, which is connected in 
series with the accumulation capacitance. Therefore, 
the total capacitance decreases.  

The Al/PVA/P3HT/Al capacitors show no 
significant difference between the forward and reverse 
currents. Additionally, there are no distinct regions of 
capacitance values observed in these structures. The 
capacitance vs. voltage curves for the 
Al/PVA/P3HT/Al capacitors exhibit flat lines for both 
negative and positive polarizations of the gate Al 
electrode. This behavior is a result of the 
semiconductor P3HT being in depletion for both 
polarizations. The C-V measurements of these 
capacitors further confirm that the concentration of 
free carriers in P3HT is very low, indicating a lack of 
injection for both polarizations. 

This observation supports the notion that there are 
no free carriers present in the bulk P3HT, and instead, 
all the free holes responsible for the OFET current are 
injected from the source. 
The work function of the metal that composes the 
injection electrode must be aligned with the HOMO 
orbital energy level of the P3HT for the holes injection 
to be effective. However, in the structure 
Al/PVA/P3HT/Al, the work function of the metal Al 

is not aligned with the HOMO orbital energy level of 
the P3HT, which is why the holes injection does not 
occur in this configuration. 
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Summary: There are already technologies for detecting signals, but there are no small-signal detecting sensors that are small 
size enough to be implanted in a living body yet. If such a sensor could be developed, it could serve as an interface between 
humans and devices and contribute to the development of various fields. We propose a new signal detection method that 
focuses on detection rather than measurement. Unlike conventional methods that amplify signals, the proposed method 
achieves detection by converting the input signal into changes of oscillator frequency.  Its main advantage is the possibility of 
greatly reducing the circuit size and power consumption compared to conventional methods. To verify the proposed method, 
we performed a simple implementation experiment. Consequently, pulse signals were successfully detected using the proposed 
method. We believe that the circuit can detect many types of signals with appropriate implementation. 
 
Keywords: Sensor, Non-linear circuit, Oscillator, Small signal, Differential signal. 
 

 
1. Introduction 
 

There are a lot of technologies for signal detection. 
However, large equipment is required for detecting 
small signals such as action potentials of neurons [1, 
2]. This is because such equipment was developed for 
high spatio-temporal resolution and accuracy, which 
are required in the study of neuronal function. In this 
study, we propose a method that differs from 
conventional signal measurement sensors and have the 
potential for further miniaturization; a sensor targeting 
signals with small amplitude and small pulse width 
can be achieved by focusing on the function of 
detection instead of signal measurement. Studies that 
have used entropy-based complexity evaluation 
methods include the analysis of small signal time-
series data to perform machine fault diagnosis and the 
classification of EEG signals [3-5].  By using the 
proposed method, there is the potential to collect data 
more easily than before and contribute to development 
of different fields. Therefore, we evaluate the 
effectiveness of the proposed method for signal 
detection with a simplified implementation. 
 
2. Proposed Method 
 

Instead of amplifying the differential input signals, 
we propose a method that involves converting them 
into oscillator frequency changes for detecting them. 

The proposed method is achieved using the 
following linear dynamics: 
 

 
, 

(1) 

 

where  is a real constant. 𝑉  and 𝑉  are potentials. 
Equation (1) can be expressed in terms of a second-
order linear differential equation as follows: 
 

 
. 

(2) 

 
If we define the initial state of 𝑉1 and 𝑉2 as 

 
 

, 
(3) 

 
with differential inputs (𝑉 , 𝑉 ) and noise (𝑉 ), 
the solution to equation (1) is as follows: 
 

 

. 
(4) 

 
This equation shows that the behavior of 𝑉  and  𝑉  

in this system follows noise without divergences when 
there is no differential input, and they diverges in 
either the positive or negative direction when there is 
a differential input. Here, under the condition that both 
𝑉  and 𝑉  are set to zero when one of them exceeds a 
certain threshold value, the system oscillates as long 
as the differential input exists. Furthermore, the time 
required the value to exceed the threshold depends 
on  |𝑉   𝑉 | , as indicated by equation (4). 
Consequently, the oscillation frequency of the system 
depends on the input amplitude.  

The above suggests that we can detect the presence 
or absence of differential inputs implementing the 
linear dynamics shown in equation (1) in a circuit. 
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3. Experimental Results 
 

We performed experiments to determine whether 
the signals can be detected using the proposed method. 
Equation (1) can be implemented directly on a circuit, 
as shown in Fig. 1 [6]. To verify whether the proposed 
method can detect the input signal, it is sufficient to 
confirm that the oscillation frequency changes 
depending on the input; as can be seen from equation 
(4), the input does not necessarily have to be a 
differential input for the verification of the principle, 
since divergence can also occur if it is not a differential 
input. Thus, in the circuit shown in Fig. 1, we 
investigated the input amplitude dependence of the 
output oscillation frequency by giving a single-ended 
input. 
 

 
 

Fig. 1. Signal detection circuit. 
 
 

Pulse signals (frequency: 200 Hz, amplitude: 0 to  
1 V) were provided via the input terminal 𝑉in2 and we 
investigated the oscillation frequency for each of 
them. The input terminal 𝑉  is connected to 0 
V(GND).  Fig. 2 shows 𝑉rst , 𝑉1 , 𝑉2 , and 𝑉in2 when 
the amplitude of the input signal is set to 0 V. 
Similarly, each potential changes as shown in Fig. 3 
when the amplitude of the input signal is 1 V.  
Focusing on 𝑉rst, 𝑉1 and 𝑉2 in Fig. 2, we can confirm 
the following behavior that; iv) reset operation for a 
certain period of time; i) reset ends; ii) 𝑉1 and 𝑉2 
diverge; iii) reset is triggered because 𝑉1 exceeds the 
threshold value, and the behavior becomes iv) again. 
Similarly in Fig. 3, i)’ to iv)’ are shown. The time it 
takes for 𝑉1 to exceed the threshold value when the 
amplitude of 𝑉in2 is 1 V is shorter than when the 
amplitude of 𝑉in2 is zero. Similarly, we performed ten 
measurements and calculated the average output 
frequency from the average of those time. At each 
input amplitude, we also performed ten measurements 
and calculated the average frequency in the same way. 
The results are illustrated in Fig. 4. Fig. 4 shows that 
the frequency changes in dependence on the input 

amplitude and we demonstrated that the pulse signal 
input can be converted into a change in oscillation 
frequency. We believe that implementing the 
proposed method in an appropriate circuit can enable 
the realization of an effective circuit for detecting 
small signals, such as neural signals. 
 

 
 

Fig. 2. Result when the amplitude of 𝑉in2 is zero. 
 
 

 
 

Fig. 3. Result when the amplitude of 𝑉in2 is 1 V. 
 
 

 
 

Fig. 4. Input amplitude dependence of frequency. 
 

 

4. Conclusions 
 
In this paper, we proposed a signal detection method 
that has the potential to be implemented in a compact 
and low-power-consumption package. Verification 
results revealed that the potential change provided by 
the input signal can be converted into a frequency 
change of the oscillator, and we confirmed that signal 
detection can be realized using this method. The 
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accuracy and resolution of the proposed method 
depend on the implementation approach, and we 
believe that the proposed method can be applied to 
many fields by implementing it as a circuit suitable for 
the signal to be detected. 
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Summary: This study presents AlGaAs/InGaAs/GaAs high electron mobility transistor (HEMT) heterostructure prepared by 
epitaxial lift-off technique transferred on various foreign substrates. 3D thermal simulations of the device are utilized to analyze 
and optimize HEMT thermal properties. Influence of GaAs, Al2O3, Si, SiC, and diamond substrates with various thicknesses 
and various thicknesses of GaAs buffer layer on HEMT thermal properties is investigated. Significant reduction of the device 
thermal resistance is observed when Si, SiC, and diamond substrates are used, and when thickness of GaAs buffer was 
decreased to 50 nm. The achieved results predict that our design using transferred AlGaAs/InGaAs/GaAs nanomembrane on 
foreign substrates can significantly improve the thermal performance of the GaAs-based HEMTs. 
 
Keywords: High electron mobility transistor, GaAs nanomembranes, Epitaxial lift-off technique, 3D thermal simulation, 
GaAs, Al2O3, Si, SiC, and diamond substrates. 
 
 
1. Introduction 
 

High electron mobility transistors (HEMTs) are 
irreplaceable devices in current high-frequency and 
high-power applications. GaN-based heterostructures 
became preferable in high-frequency power 
electronics due to their excellent thermal and 
switching properties [1]. The thermal impedance and 
power load of GaN HEMTs can be enhanced by the 
fabrication of GaN heterostructure on the top of 
foreign highly thermally conductive substrates, e.g. 
SiC or diamond [2-4]. GaAsbased HEMTs can 
overcome GaN devices in the switching speed and 
radio-frequency applications [5-10]. Unfortunately, 
GaAs devices are limited to low power applications 
mainly due to the significantly lower thermal 
conductivity and critical field compared to GaN. 
Moreover, the growth of high-quality GaAs-based 
heterostructures on foreign high thermal conductivity 
substrates is a demanding and expensive process. 
A possible effective solution to prepare GaAs HEMT 
on the foreign substrate is the epitaxial lift-off 
technique [11-15]. This technology can transfer GaAs 
based nanomembrane on the top of a desirable 
substrate. The advantage of this method is the low cost 
and facile process of preparation of GaAs HEMTs on 
chosen substrates. 

Since the thermal and electrical properties of GaAs 
HEMTs prepared on the foreign substrates are affected 
by complex layer stacks and interfaces, there is a need 
to optimize the device design in order to utilize the 
best performance of GaAs devices. 2D/3D finite 
element method (FEM) thermal or electrothermal 
simulation can be an effective tool to analyze and 
improve the device design. The advantage of the 

simulations is their low cost and quick delivery of 
results compared to the actual devices fabrication  
[16-20]. 

In this work, we present a simulation study of 
GaAs based HEMTs prepared by epitaxial lift-off 
technique, transferred onto foreign substrates with the 
goal of improvement of their thermal performance. 
We analyze the influence of different substrates 
(GaAs, Al2O3, Si, SiC, and diamond) and the thickness 
of substrate and GaAs buffer layer on the thermal 
resistance of the transferred GaAs HEMTs.  
 
 
2. Device Description 
 

The device under investigation was 
an AlGaAs/InGaAs/GaAs heterostructure HEMT. 
The description of the epitaxial layers is summarized 
in Table 1.  
 

Table 1. Epitaxial layers of the simulated GaAs HEMT 
heterostructure. 

 
Layer (top to bottom) Thickness 
GaAs cap 5 nm 
Al0.3Ga0.7As barrier 30 nm 
Delta doping Si - 
Al0.3Ga0.7As 4 nm 
In0.23Ga0.77As channel 10 nm 
GaAs buffer 50 nm 
Foreign substrate 500 m 

 
The layout of the HEMT consisted of two gate 

fingers with drain to gate distance, gate length, and 
gate to source distance of 5.5 m, 3 m, and 5.5 m, 
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respectively. The width of one gate finger was 60 m. 
Further information about the structure can be found 
in [14]. The layout of the metallization is proposed for 
ground-signal-ground measurement. The 3D FEM 
model of GaAs HEMT for thermal simulation is 
shown in Fig. 1. The model based on the physical 
properties and dimensions of all semiconductors and 
metallization layers was created in Sentaurus Device 
Editor [21]. The dissipated electrical power and the 
Joule heating are modeled by heat sources placed 
under the gate electrode edge at the drain side, where 
the heat generation occurs during the on-state 
operation [22, 23]. The constant temperature of 300 K 
on the backside of the substrate represents the ideal 
cooling of the device. No thermal barrier between the 
GaAs buffer and foreign substrates was assumed. The 
material thermal coefficients for the structure model 
were taken from the default Synopsys parameter file 
and literature.  
 

 
 

Fig. 1. 3D FEM model of GaAs HEMT for thermal 
simulation. 

 
 

3. Thermal Simulation 
 

3D thermal simulations are performed in Sentaurus 
Device tool [21]. The total power of 0.3 W is applied 
to the thermal heat source. Fig. 2 shows the 
distribution of the temperature in HEMT device with 
GaAs substrate. The highest temperature located in the 
HEMT heterostructure is gradually dissipated mainly 
through the GaAs buffer and the upper part of the 
substrate. Therefore, thermal properties of these layers 
will have the most significant impact on the thermal 

properties of the HEMT device. For this reason, the 
simulation analysis investigates the influence of used 
substrate materials, the thickness of the substrate, and 
the thickness of GaAs buffer layers on the thermal 
properties of AlGaAs/InGaAs/GaAs HEMT. The 
investigated substrates were GaAs, Al2O3, Si, SiC, and 
diamond. Thermal conductivities of these materials 
assumed in the thermal simulation are listed in 
Table 2.  

 

 
 

Fig. 2. Simulated temperature distribution in the modeled 
GaAs-based HEMT device. 

 
Table 2. Thermal conductivities of substrate materials  

used in the simulation. 
 

Substrate 
Thermal conductivity 

(W/cmK) 
GaAs 0.46 
Al2O3 0.13 

Si 1.7 
SiC 4.3 

Diamond 20 
 
 

The investigated thicknesses of the substrate and 
GaAs buffer layer were 50 m to 500 m and 50 nm 
to 500 nm, respectively. Compared to the 
homoepitaxial device, the reduction of HEMT 
temperature is seen in Fig. 3 for high thermal 
conductive materials (Si, SiC, and diamond) where the 
thermal gradient in the substrate is significantly lower 
than the thermal gradient in lower thermally 
conductive GaAs and Al2O3 substrates. Better heat 
dissipation through the substrate enables the lower 
temperature of the HEMT heterostructure. 
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The simulated thermal resistance Rth of the GaAs 
HEMT fir various investigated variables is shown in 
Fig. 4 and Fig. 5. The simulations showed a significant 
reduction of the thermal resistance for Si, SiC, and 
diamond substrates compared to the native GaAs 
substrate due to their higher thermal conductivity. The 
lowest device thermal resistance is for the diamond 
substrate with the highest thermal conductivity. The 
low thermal conductivity of Al2O3 substrate showed a 
remarkable negative impact on the device Rth.  
 
 

 
 

Fig. 3. Distribution of the temperature in InGaAs, GaAs 
buffer, and substrate at different substrate materials. 

 
 

 
 

Fig. 4. Simulated thermal resistance of GaAs HEMT at 
various substrate materials and GaAs buffer thicknesses. 

 
 

As the GaAs buffer layer thickness increases, the 
device thermal resistance slightly rises when Si, SiC, 
and diamond substrates are used (Fig. 4). This is 
caused by the increased thermal resistance related to 
the lower thermal conductivity of GaAs layer. Fig. 6 
shows distribution of the temperature in the device 
with Si substrate. Increased maximal device 
temperature is clearly seen when thicker GaAs buffer 
layer is assumed. Similar behavior was also observed 
for SiC and diamond substrates. 

Conversely, when Al2O3 substrate is assumed, the 
device thermal resistance decreases for thicker GaAs 
buffer (Fig. 4). The higher thickness of GaAs buffer 
allows better lateral heat flow and enlarges the 
effective area of the heat dissipation to the lower 
thermally conductive Al2O3 substrate. In case of GaAs 
substrate, the influence of the buffer thickness results 
in negligible difference in simulated device thermal 
resistance as it represented a minor thickness change 
compared to the thick GaAs substrate (500 m). 

The thickness of Si, SiC, and diamond substrates 
has almost negligible impact on HEMT thermal 
resistance Rth (Fig. 5). This can be explained by a very 
low temperature gradient in the substrate for depths 
ranging from 50 m up to 500 m (Fig. 3). The 
thermal resistance Rth is obviously lower for GaAs and 
Al2O3 substrates thinner than 200 m (Fig. 5). Lower 
thickness of low thermally conductive layer allows for 
better heat dissipation to the backside cooler. 

 
 

 
 

Fig. 5. Simulated thermal resistance of GaAs HEMT  
with various substrates materials and for various 

thicknesses of the substrate. 
 
 

 
 

Fig. 6. Distribution of the temperature in InGaAs channel, 
GaAs buffer, and Si substrate for various thicknesses  

of GaAs buffer. 
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4. Conclusions 
 

The technology and thermal performance  
of the AlGaAs/InGaAs/GaAs heterostructure 
nanomembrane high electron mobility transistors 
transferred onto the foreign substrates by epitaxial lift-
off technique was presented. Influences of the various 
substrate materials and their thicknesses as well as the 
thickness of GaAs buffer layers on the device thermal 
performance were evaluated with the aid of 3D 
thermal FEM simulations. The simulations showed 
significant reduction of HEMT device thermal 
resistance for Si, SiC, and diamond substrates and for 
the thinner GaAs buffer layer. We have also observed 
that thicker GaAs buffer layer and thinner substrate 
reduced the thermal resistance of devices with GaAs 
and Al2O3 substrates. 
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Summary: Recently we have witnessed that digital transformation (DX) has been deeply penetrated into everyday life by 
unprecedented revolution of AIs such as GPT-4.0, which providing unexplored significant growth opportunities to our 
semiconductor industry [1]. In order to satisfy such a demanding market’s requirement with considering extremely smaller 
physical dimensions of Si devices than 10 nm, however, there is an exciting and fruitful concern about how to achieve technical 
advancements in a profitable way. Thus, the key is cost-effectively improving PPA (power-performance-area) by relentless 
drive of technical innovations thru ecosystem-wide and shared efforts. 

To this aim, this paper will discuss what are the primary drivers and challenges of DRAM, Flash and Logic technologies, 
and the promising technical innovations including structures, materials, equipment and processes for next decades. 
 
Keywords: Digital transformation (DX), DRAM, NAND Flash, Logic, Innovative technology. 
 

 
1. Future Semiconductor Industry 
 

The advent of semiconductors, or transistors has 
had a great impact on our society, and now it has 
become an indispensable and essential part of 
everyday life. Over 50 years, 2-dimensional scaling 
have drastically improved performance, while 
simultaneously reducing its cost (Fig. 1). As a result, 
we eye-witness that finally semiconductor industry 
begot omnipotent AIs like GPT-4.0. This represents 
unexplored, significant growth opportunities to our 
semiconductor industry. 
 

 
 

Fig. 1. Trends for number of transistors per 
microprocessor, performance and cost [2]. 

 
 
2. Continued Technology Innovations 
 

Despite of all bright future markets, however, there 
is an exciting and fruitful concern about how to satisfy 
these requirements, given that technical advancements 
with conventional scaling becomes extremely 
complex and expensive as physical dimensions 
approach below 10 nm. Thus, the key is cost-
effectively improving PPA by relentless drive of 
technical innovations including data processing, 
storage thru ecosystem-wide, shared efforts. 

 
 
2.1. Logic Technology (Data Processing) 
 

The primary drivers for logic technology are 
performance, power consumption, chip area and cost. 
In these days, over tens of billions of transistors can be 
integrated in a single chip. Critical challenges to scale 
down CPP (contacted poly pitch) are short channel 
effects and contract resistance, while scaling down 
standard cell height are high metal/via resistance and 
inter-metal capacitance. 

Followings are some examples of satisfying the 
foundry market’ requirements with technical 
innovations by Samsung Electronics (Fig. 2). 
 

 
 

Fig. 2. Logic technology evolution. 
 

For 45~20 nm nodes, novel materials such as  
high-K/metal gates and strain engineering with  
silicon-based hetero-structures have been introduced. 
In addition, FinFET was adopted in 14 nm node as the 
first in foundry by Samsung foundry, then 
continuously improved down to 4 nm node [3]. 
Furthermore, in 3 nm node, the world first GAA  
(gate-all-around) transistor, a.k.a. MBFETTM  
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(multi-bridge-channel) has been in mass  
production [4]. 

To further scale down CPP and standard cell height 
below 2 nm node, adopting innovative device 
structures such as fork sheet, VT-FET (vertical 
transport FET), 3DS-FET (3D stack FET) and BSI 
(back side interconnect), or new channel material such 
as TMD (transition metal di-chalcogenide) are 
indispensable [5]. 
 
 
2.2. DRAM Technology (Data Storage) 
 

The key drivers for DRAM technology are bit 
density, power consumption, and band width. 
Recently, Samsung announced highly manufacturable 
12nm DRAM with the smallest bit-cell area [1, 6]. 
Critical challenges to scale down DRAM cell are 
leakage current such as GiDL, S/A (sense amplifier) 
circuitry, on-current and cell storage capacitance. 

Followings are some examples of satisfying the 
DRAM market’ requirements with technical 
innovations by Samsung Electronics (Fig. 3). 

In order to scale down the cell area further below 
10 nm, structural innovations in cell transistor & 
capacitor and process integration are essential. These 
may necessitate novel materials and/or advanced 
processes. For example, VCAT (vertical cell array 
transistor) structure provide unique benefits such as 
the most compact 1T1C unit cell size, 4F2. However, 
suppressing floating body effects is essential, 
requiring gate-all-around structure, oxide 
semiconductor materials with larger bandgap, or 
advanced processes to eliminate grain boundaries. A 
vertically stacked capacitors can provide sufficient 
storage capacitance at the cost of high aspect-ratio 

processes. To further scaling down, innovative cell 
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cell structure. However, side-effects like VCAT such 
as floating body effects should be fully suppressed. 
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DRAM cell using ferroelectric material may be 
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DRAM cell using ferroelectric material may be 
adopted, providing the highest bit density [5]. 
However, challenges such as endurance and 
variability should be addressed. 
 
 

2.3. Flash Technology (Data Storage) 
 

The main drivers for Flash technology are bit 
density and cost-per-bit, increasing bit density 
approximately 10 Gb/mm2 and 4-bit QLC. Since early 
2010s, V-NAND (vertical NAND), introduced by 

Samsung as the first in NAND, has replaced 2D planar 
NAND thru satisfying higher bit density growth and 
reducing its cost at the same time. Recently, Samsung 
announced 8th generation V-NAND with >230 layers 
and COP (cell-over-periphery) structure [6]. Critical 
challenges to increase V-NAND stacks are HARC 
(high aspect ratio contact) etch, cell current, 
mechanical stress and interference. Followings are 
some examples of satisfying the Flash market’ 
requirements with technical innovations by Samsung 
Electronics (Fig. 3). 

 

 
 

Fig. 4. Flash technology evolution. 
 
 

Lack of process capability for HARC etching and 
challenge in scaling vertical-pitch of each CTF-based 
cell stack inevitably induce the increase in total stack 
height. It necessitates structural innovation such as 
multi-stacking. In addition, higher cell current can be 
achieved by utilizing advanced processes to 
recrystallize a poly-Si channel, or adopting novel 
channel materials. To further increase bit density, 
vertical-pitch scalable cell stacks with <10 V 
operation voltage or >5 bit MLC solutions are 
indispensable. Promising candidates are ferroelectric 
material based cell stack. However, more efforts 
should be addressed to understand and overcome cell-
to-cell disturbance between the nearest cells and cell 
variability. 

 
 

3. Summary 
 

Semiconductors including DRAM, Flash and 
Logic have greatly contributed to the well-being of 
society, and will continue to play a greater and more 
impactful key role in our everyday lives in a future. 
They will cost-effectively satisfy the market’s demand 
with relentless drive of technical innovations in 
structures, materials, equipment and processes thru 
ecosystem-wide, shared efforts. And, this will sustain 
the economic growth of semiconductor industry. 
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Summary: We model an advanced ultra-scaled Magnetoresistive Random Access Memory (MRAM) cell using an integrated 
simulation approach which evaluates both charge and spin currents. Our approach incorporates all relevant physical 
phenomena for MRAM operation, offering a comprehensive understanding of MRAM dynamics. We demonstrate the potential 
for multi-level operation, showing that cyclic switching through four distinct states of a composite free layer can be achieved 
for the same current polarity. This breakthrough implies a shift from the traditional binary MRAM operation, opening up 
possibilities for enhanced data storage capacity. By harnessing what is typically considered a detrimental effect – the back-
hopping effect – we have demonstrated multi-level operation, marking a significant advancement in the development of 
MRAM technology. 
 
Keywords: Magnetoresistive random access memory, Composite free layer, Multi-level memory operation, Back-hopping 
effect, Ultra-scaled MRAM. 
 
 
1. Introduction 
 

Magnetoresistive Random Access Memory 
utilizing Spin-transfer Torque (STT-MRAM) is a 
nonvolatile, fast, and highly scalable memory 
solution, superior in endurance and retention to 
conventional flash memory [1] [2]. It comprises a key 
component, a Magnetic Tunnel Junction (MTJ), where 
a composite Free Layer (FL) and a Reference Layer 
(RL) are separated by an MgO Tunnel Barrier (TB). 
The application of additional MgO layers and 
elongation of the FL boosts the perpendicular 
magnetic anisotropy, thereby reducing the cell's 
footprint. To model this advanced MRAM cell, one 
must accurately evaluate spin currents, spin 
accumulations, and spin-transfer torques. Our research 
employs a recently developed spin-charge drift-
diffusion transport approach coupled with 
magnetization dynamics to investigate ultra-scaled 
MRAM multi-level operation. We demonstrate the 
full multi-level switching cycle using a fixed polarity 
bias voltage, signifying a remarkable advancement in 
MRAM technology. 
 
2. Simulation Methodology 
 

To appropriately model these devices, we 
accurately evaluate the spin-transfer torques which are 
crucial for the operation of the memory. We use an 
integrated modeling approach which incorporates 
essential physical phenomena described with the 
equations (1)-(7). In this approach, we numerically 
solve the Landau-Lifshitz-Gilbert (LLG) equation (1) 
to describe the normalized magnetization dynamics. 
The solution is accomplished using the finite element 
method (FEM).  

 
∂𝐦
∂𝑡

γ𝐦 𝐇 α𝐦
∂𝐦
∂𝑡

1
𝑀

𝐓𝐒 (1) 

 
The effective magnetic field 𝐇  consists of the 

magnetic anisotropy field, exchange field, and 
demagnetization field. 𝛾 is the gyromagnetic ratio, 𝜇  
is the vacuum permeability, 𝛼 is the Gilbert damping 
factor, 𝐌  is the time and position dependent 
magnetization, 𝐦 𝐌/M , and M  is the saturation 
magnetization. The first term on the right-hand side of 
the LLG represents a precessional term, i.e., the 
magnetization precesses around the effective magnetic 
field 𝐇 , the second term describes a damping which 
acts to align the magnetization with the effective field, 
and the third term corresponds to the spin torques. The 
demagnetizing field is evaluated on disconnected 
magnetic domains using a hybrid approach combining 
the boundary element method (BEM) and FEM [3]. 
Moreover, this approach can be utilized in complex 
disconnected magnetic geometries including synthetic 
antiferromagnets. 

To simulate the switching of ultra-scaled MRAM 
cells, we derive the spin-transfer torque 𝐓𝐒 from the 
given equation: 
 

 𝐓𝐒
𝐷
λ
𝐦 𝐒

𝐷
λ
𝐦 𝐦 𝐒 , (2) 

 
where λ  is the exchange length, λ  is the spin 
dephasing length, 𝐷  is the electron diffusion 
constant, and 𝐒 is the spin accumulation. 𝐒 is created, 
when an electric current passes through the structure 
and gets polarized by the magnetic layers.  

To obtain 𝐒 , the spin and charge drift-diffusion 
methodology, given by equations (3)-(5) must be 
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solved, which provides a precise description of charge 
and spin transport processes within a nanoscale 
magnetic valve. 
 

𝐷
𝐒
λ

𝐒 𝐦
λ

𝐦 𝐒 𝐦
λ

∇ ⋅ 𝐉𝐒 
(3) 

𝐉𝐒
𝜇
𝑒
𝛽  𝐉𝐂 ⊗𝐦  

𝛽 𝐷
𝑒
𝜇

𝛁𝐒 𝐦 ⊗𝐦 𝐷 𝛁𝑺 
(4) 

𝐉𝐂 σ𝐸 𝛽 𝐷 𝛁𝑺 𝐦 , (5) 

 
where 𝐉𝐂  is the charge current, λ  is the spin-flip 
length, σ is the electric conductivity, 𝐸 is the electric 
field, 𝛽  and 𝛽  are polarization factors, 𝑒  is the 
electron charge, 𝜇  is the Bohr magneton, and 𝐉𝐒 is the 
spin current tensor.  

A key electrical property of a MTJ is the Tunneling 
Magnetoresistance (TMR) effect. This effect 
characterizes a notable disparity in electrical 
resistance between the anti-parallel (AP) and parallel 
(P) alignments of an MTJ. The TMR ratio is defined 
as: 
 

 TMR
𝑅   R

R
 (6) 

 
We have broadened the application of this method 

to MTJs by conceptualizing the TB as a sub-optimal 
conductor (7), where its local resistance is contingent 
on the relative alignment of the FL magnetization [4]. 
 

σ θ
σ σ

2
1

TMR
2 TMR

cosθ  (7) 

 
Our model accurately describes the spin 

accumulation and the corresponding torques acting on 
the magnetization. The tunneling magnetoresistance 
ratio correctly describes the modulation of 
conductivity and charge current density. Furthermore, 
we propose a relationship for the spin current density 
at the TB interfaces through interface polarization 
parameters and out-of-plane spin polarization factors. 
The method was applied to an MTJ structure with a 
free layer composed of two elongated ferromagnetic 
parts. 
 
 
3. Multi-Level Memory Operation 
 

We report the results of switching simulations 
performed in the structure depicted in Fig. 1. Fig. 2(a) 
illustrates the magnetization switching of an ultra-
scaled MRAM cell composite free layer from AP to P 
alignment with the RL. Applying a 1.5 V bias 
generates an electric current, with spin-polarized 
electrons impinging on FL1 and creating a torque 
which aligns its magnetization with the reference 
layer.  

Positively charged "holes" with reverse spin-
polarization impinge on FL1 from FL2, creating an 
additive torque which rapidly inverts FL1's 
magnetization, rendering it AP to FL2. Then inverting 
FL2 completes the switching. Thus, the switching 
process is sequential.  

 
 

 
 

Fig. 1. The simulated ultra-scaled MRAM cell featuring a 
composite structure of CoFeB and MgO connected to 
normal metal contacts, color-coded to denote RL (blue), FL 
(orange), TB (green), and non-magnetic contacts (brown), 
with the FL segments framed in orange. 
 
 

As FL2's magnetization switching takes time, an 
intermediary plateau forms at zero total FL 
magnetization (for equal FL1 and FL2). This plateau's 
width can be reduced by shortening FL2, with or 
without FL1. Fig. 2(a) shows that, while the switching 
speed increases with reduced FL length, the 
intermediate state duration also decreases. However, a 
0.5ns plateau at equal lengths is sufficient to resolve 
the intermediate magnetization state.  

Let us now increase the voltage to 2.5 V while still 
preserving its polarity. The magnetization trajectories 
are shown in Fig. 2(b). Initially the torques from FL2 
and RL act on FL1 in opposite senses. A stronger 
torque from FL2, however, causes FL1 to flip. This 
state is observed in Fig. 2(b) as a plateau, for 
FL1=FL2=5 nm. The flipping of FL2 resembles the 
reference layer back-hopping predicted in traditional 
MTJs [5]: While RL's torque favors the same FL 
orientation, FL's torque on RL encourages the opposite 
RL orientation, resulting in a potential writing failure 
at high currents due to unintended RL back-hopping. 

After FL1 inverts, its torque on FL2 prompts an 
inversion of FL2. This completes P to AP switching. 
We stress that the switching from P to AP is achieved 
with the same voltage polarity typically used for AP to 
P switching. 

A distinct plateau around 𝑚 0 results from the 
anti-parallel magnetization of two analogous sections 
in the FL. Shortening the FL proportionally reduces 
the plateau, as demonstrated in Fig. 2(a). 

At the same time, the AP to P switching starts, with 
FL1 flipping first followed by FL2 switching. 

In the case of a composite FL, we demonstrated a 
cyclic switching through four distinct states of the FL, 
for the same current polarity. This unprecedented 
finding signifies a shift in the understanding of 
MRAM operation, traditionally regarded as binary. 
We utilize what is generally considered a parasitic 
effect, known as the back-hopping effect, to our 
advantage in demonstrating a multi-level operation in 
ultra-scaled MRAM cells. 
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Fig. 2. Switching from AP to P and P to AP state, for biases of 1.5V and 2.5V, respectively,  
and several lengths FL1= FL2. 

 
 
4. Conclusion 
 

Our comprehensive modeling approach for 
advanced ultra-scaled MRAM cells has been 
presented. In a novel showcase, we demonstrated a 
cyclic switching through four distinct states of the 
composite free layer, all under the same current 
polarity. Interestingly, we exploited the typically 
parasitic back-hopping effect to exhibit a multi-level 
operation in an ultra-scaled memory cell with a 
composite free layer. 

This potentially enables an increased data storage 
capacity. Our findings mark a substantial leap forward 
in the continuous endeavors to enhance and optimize 
MRAM for widespread adoption and assimilation into 
future electronic devices. 
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Summary: In this article, a novel material based on biopolymers (agar, glycerol in 1:1 weight ratio in water) were prepared 
in the process of tape casting and analysed at the angle of its potential for printed electronics applications. Dielectric properties 
(dielectric permittivity, loss tangent) were measured in various frequencies (100 Hz – 30MHz) with the use of vector network 
analyser. Experimental screen-printing of conductive paths was carried out with the use of carbon and silver based pastes 
showing low temperature treatment regime. The biopolymer-composite material displayed exceptional thermal stability, 
withstanding relatively high temperatures. SEM and EDS analysis was carried out to provide insight into the microstructure 
and composition of the prepared composite material. The interaction of two component materials was analysed at the angle of 
solubility, plasticization, thermal stability and homogeneity. The developed agar-glycerol based composite holds promise for 
applications in sustainable electronics as a substrate for printed electronics and passive components. 
 
Keywords: Agar, Glycerol, Transient electronics, Printed electronics, Sustainability. 
 

 
1. Introduction 
 

Recognising the nature of today’s ICT, 
transformative change done by developing transient or 
time-variant electronic hardware becomes more 
common. The most desired are devices, which do their 
job (e.g. sensing systems) well during the lifetime and 
continue to provide value or are neutral for the 
environment even after its life is over. Organic 
materials can offer a low-cost alternative for printed 
electronics and flexible displays. [1] The research plan 
to attain above objectives involves development of 
new materials destined for substrates in these 
applications. Biodegradable electronics have 
numerous promising applications within the body and 
the environment [2]. Agar and glycerol are widely 
used (food industry, microbiology, biotechnology) 
organic materials, due to their unique physicochemical 
properties. Agar gelation is a process in which a water-
soluble molecule of agarose, forms a three-
dimensional network due to the association  
of the molecules when the temperature of the solution 
is reduced. Glycerol, due to its humectant is 
moisturizing agent.  

It is worth noting that both agar and glycerol 
undergo degradation by microorganisms. In the 
context of agar degradation, notable strains involve 
gram negative bacteria and glycerol undergoes 
degradation by the influence of bacterial strains such 
as Bacillus spp. or Pseudomonas spp. Bearing in mind 
the above, it was decided to implement a flexible 
substrate of natural origin and test it in terms of 
electrical properties and temperature resistance with 

the assumption of future use in transient printed 
electronics. 
 
 
2. Methodology 
 

For the purpose of evaluating the potential of the 
glycerol-agar composite, a substrate tape was 
fabricated and subsequently examined. 

 
2.1. Sample Preparation 

 
The tape was performed by modified tape casting 

method. Ten grams of agar was dissolved in a 90°C 
aqueous solution until a homogeneous consistency 
was achieved. Subsequently, glycerol (10 ml) was 
added to the solution, and the volume was adjusted to 
500 ml with water. The resulting mixture was poured 
onto a silicone mold with a surface area of 0.24 m2 
and dried at room temperature with intensive air 
circulation for 24 hours. A transparent, flexible 
material with a thickness of 168-172 micrometers, 
smooth surface, and high tensile strength was 
obtained. 

 
2.2. Tape Examination 

 
In the next step, the tape was subjected to various 

measurements. Water absorption tests were performed 
using the weight method. Foil fragments of known 
weight were immersed completely in water for a given 
time. After the set time, the fragments were taken out 
of the water and patted dry with a paper towel and 
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weighed. Temperature resistance was examined by 
observation and measurement of tape samples after 
exposition to temperature range from 60-130 °C. 
Dielectric properties (dielectric constant and loss 
tangent) were examined with the use of specialized 
device vector network analyzer (E5061B ENA Vector 
Network Analyzer) in the range from 100 Hz –  
30 MHz.  

Additionally, test prints were made using a silver-
based paste (DP5000, DuPont) via screen printing to 
assess the tape's potential as a substrate for electronics. 

 
 

3. Results and Discussion 
 

Glycerol consists of a propane-1,2,3-triol 
backbone, with three hydroxyl groups (-OH) attached 
to each of the carbon atoms. Agar is composed of 
complex polysaccharides, primarily agarose and 
agaropectin. 

When glycerol and agar are mixed, the glycerol 
can act as a solvent for agar, potentially increasing its 
solubility and dispersibility in the mixture. Glycerol 
may act as a plasticizer for agar, resulting in a more 
elastic gel network. This is the reason why the 
obtained tape has a smooth surface and strength and at 
the same time is flexible. 

Thermal stability: Both glycerol and agar have 
high boiling points (glycerol: 182° /27hPa, 290 °C, 
agar 100 °C) [3] and good thermal stability. When 
melted together, the mixture is expected to maintain 
stability at elevated temperatures. As confirmed by the 
measurements (Table 1), the composite can withstand 
the heating up to 130 °C without significant 
degradation (shrinkage of the material was regular and 
in future can be taken into account while designing 
device dimensions). 
 
Table 1. Tape shrinkage after temperature treatment. 
 

Temperature 
[°C] 

Shrinkage 
[%] 

Temperature 
[°C] 

Shrinkage 
[%] 

60 0 % 70 13 % 
80 13 % 90 13 % 

100 13 % 110 13 % 
120 25 % 130 25 % 

 
 

 
 

Fig. 1. Water resistance – amount of absorbed water  
in g/g due to time of exposition. 

As the result of water resistance measurement, 
material's stable behavior at 100 % humidity for a 
duration of 30 minutes is noticable. The sample 
becomes saturated with water at a level of 4g/g and 
then reaches a stable point. When exposed to lower 
humidity levels, the substrate can be expected to 
exhibit long-lasting humidity resistance. 

The measurements of showed the decrease of 
dielectric constant and loss tangent with the increase 
of frequency. The dielectric constant stabilizes at the 
level of 20 approximately (at 233 MHz) and the loss 
tangent equals 0.1 in this frequency. This result 
provides grounds to believe that at higher frequencies, 
the material will exhibit favorable properties for 
applications in transient electronic systems. Dielectric 
response is strongly affected by the moisture content 
in the environment. Glycerol, with its hygroscopic 
nature, promotes the formation of multilayer and free 
water domains, resulting in a higher dielectric 
constant. [4] As a result, A test pattern screen printed 
on the surface of developed material is presented in 
Fig. 3. The substrate showed good integration with the 
printed layer and resolution of 100 micrometers was 
obtained. The heating of the sample for hardening of 
the conductive layer didn’t cause its degradation.  
 
 

 
 

Fig. 2. Dielectric constant and loss tangent of agar- 
glycerol tape in the range of 100 Hz – 30 MHz. 

 
 

 
 

Fig. 3. Test pattern of conductive paths on the surface  
of agar-glycerol substrate. 

 
 

4. Conclusions 
 

The developed material maintains relatively high 
stability at elevated temperatures (as for organic 
materials), advantageous for applications that involve 
temperature-dependent processes (such as 
metallization, lamination). The observed effect of a 
rapid decrease in loss tangent with increasing 
frequency is promising for high-frequency 
applications. Due to its high dielectric permittivity 
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(shown at lower frequencies), the film also can serve 
as a suitable substrate for direct current (DC) voltage 
capacitors. 

Given the fact that both agar and glycerol are 
biodegradable (degradation time of a mixture of agar 
and glycerol can be estimated as ranging from months 
to several years depending on the presence of specific 
microorganisms, temperature, humidity, pH, so the 
material may find applications as a substrate or 
functional dielectric layer for environmentally 
friendly electronic devices. 
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Summary: This paper presents the design and the operation of a temperature-compensated current source based on a 350 nm 
SiGe BiCMOS ASIC technology for low 1/f noise reasons. It has been developed in the context of an ongoing space X-ray 
telescope, as a part of a current-bias circuit for cryogenic detectors and cryogenic amplifiers. The current source combines a 
proportional to absolute temperature source and a complementary to absolute temperature source. Thanks to the compensation, 
it can provide a very stable current tested over a large temperature range of 0-80 °C. The source has been specifically optimized 
within its operating temperature range of about 30-40 °C where it has the lowest drift, yet this optimal region can be easily 
adjusted according to the user's need. The influence of process imperfection has also been evaluated with Monte-Carlo 
simulations. Moreover, the design concept is also applicable to other BiCMOS technologies proposing large bandwidth and 
low 1/f noise performances.  
  
Keywords: Current source, Band-gap, Temperature-compensation, Low drift, PTAT, CTAT, ASIC, BiCMOS.  
 

 
1. Introduction 
 

Bandgap reference is a classical topic in analogue 
design to provide voltage or current bias for other 
circuits. Basic topologies typically include 
complementary to absolute temperature (CTAT) 
references and proportional to absolute temperature 
(PTAT) references. Based on these topologies and with 
some improvements, voltage or current sources with 
certain characteristics can be achieved, such as 
temperature independence, power supply 
independence and constant transconductance [1]. 
Among the relevant literature, voltage sources are the 
one most talked about. Yet, current sources with output 
independent of temperature have been less discussed. 

The current source presented in this paper is 
developed for the detection chain of a specific type of 
cryogenic detectors, called transition edge sensors 
(TES). The TES and its following cryogenic 
amplifiers, the superconducting quantum interference 
devices (SQUIDs) need to be current-biased with 
stable and configurable bias currents. The circuit to 
provide the bias currents are, on the other hand, 
integrated into warm front-end electronics (WFEE), 
operating at room temperature around 300 K. The 
discussed current source is a part of the bias circuit, 
providing about 1 mA current to digital-to-analog 
converters (DACs) which then bias the cryogenic 
components [2]. Applied in a future scientific 
instrument of an on-going space mission of ESA, the 
ATHENA (Advanced Telescope for HighENergy 
Astrophysics) observatory [3], with an extreme 
operating temperature environment, any drift thus 
must be minimized. 

The main components of the WFEE, including the 
developed current source, are integrated into 
application specific integrated circuits (ASICs) using a 
350 nm SiGe BiCMOS technology. The technology 
offers both SiGe heterojunction bipolar transistors 

(HBT) and MOS transistors sustaining two levels of 
voltage, 3.3 V and 5 V, allowing high dynamic range 
to manage output voltages up to 2 Vpp. The bipolar 
transistors are also incomparable [4] in term of low 1/f 
noise, required for the current sources in the  
WFEE [2]. 
 
 
2. Circuit Design 
 
2.1. Combination of PTAT and CTAT Source 
 

To mitigate the current drift due to temperature 
variation, the design combines two sources with 
opposite temperature coefficient: a CTAT source with 
a negative temperature coefficient and a PTAT source 
with a positive temperature coefficient. If the two 
coefficients are equal in absolute value and both linear, 
the output current will be completely independent from 
temperature. Otherwise, the drift can only be zero 
when the two sources meet at a balance point of 
temperature and becomes higher when the temperature 
deviates from the balance point. 

As shown in Fig. 1, the design adopts a CTAT 
source taking VBE of Q3 as the voltage reference on the 
left of the schematic and a PTAT source taking VT as 
the voltage reference on the right. Each source then 
converts the voltage to current with a resistor, RCTAT 
and RPTAT. At last, the circuit sums the currents from 
both sides with PMOS current mirrors and provides 
compensated output current Iout in the middle. 

The voltage reference VT of PTAT comes from the 
voltage difference ∆VBE between the VBE of the two 
bipolar transistors Q5 and Q6 by sizing Q6’s area “n” 
times larger than Q5. As shown in Eq. (1), ∆VBE is 

referred to 𝑉T ,Bk T

q
 where kB the Boltzmann 

constant, T temperature, q the absolute charge of 
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electron, thus linearly proportional to T with a positive 
temperature coefficient. In our case, the ratio n = 8. 
 

 ∆𝑉BE  𝑉T ln 𝑛  Bk T

q
 ln 𝑛 (1) 

 
 

 
 

Fig. 1. Schematic of the current source, mixing a CTAT 
source (left) and a PTAT source (right). 

 
On the other hand, the voltage reference of CTAT 

VBE is not exactly linear as a function of temperature. 
It could not be easily seen only from the expression of 
VBE (Eq. (2)), because indeed IS the saturation current 
is also temperature-dependent. The tendency of VBE 
versus temperature can be better understood by 
calculating the derivative of Eq. (2), leading to Eq. (3) 
[5]. In this equation, Eg is the bandgap energy. For 
SiGe alloy, it is between 1.12 eV and 0.66 eV 
depending on the Germanium fraction and generally 
larger than 1 eV at 300 K [6-8]. This makes negative 
the first term of the equation. Parameter 𝑎 is a constant 
depending on material and process [9], generally larger 
than 2 but smaller than 4, leaving positive the second 

term 
(4 )

.Bk a

q


 Consequently, 0,BEV

T





 suggesting 

that a VBE reference has a non-linear negative 
temperature coefficient. 
 

 ln ,CB
BE

S

IK T
V

q I
  (2) 
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V k aEg
V

T q T q
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2.2. Total Output Current 
 

Using cascoded PMOS current mirrors to combine 
the two currents in the middle, the total output current 
Iout is the sum of the current from the two sources  
(Eq. (4)). The proportion of the two currents 

determines where is the balance point or the optimal 
zone with low drift. In Fig. 1, M9, M10, M11 and M12 
have the same size, and all M1-M8 MOSFETs have the 
same size, so that the current flowing in M9/M11 and in 
M10/M12 have the same ratio as the currents in the two 
sources. The width ratio between the PMOS transistors 
in the middle and the PMOS transistors at left/right is 
one of the factors determining the sum current’s level, 
which equals 3.5 for 1 mA output in this circuit. 

 

 

 

(4) 

 
Another factor determining the current level and 

the current ratio is the value of RCTAT and RPTAT  
(Fig. 1). The design deliberately puts both resistors 
outside the ASIC, mounted on PCB, so that they can 
be easily adjusted. This configuration makes it 
possible to vary the current level according to needs. It 
is also possible to obtain a very stable output current 
around a desired operating temperature. 
 
 
2.3. Other Considerations 
 

Both CTAT and PTAT sources in the design adopt 
the “bootstrap” feedback topology that has a  
“self-bias” structure, avoiding taking VDD as a voltage 
reference, thus improving the power supply rejection. 
Besides, PMOS current mirrors are cascoded, 
intending to minimize the channel-length modulation 
effect which is also important for the power supply and 
the common mode rejection [1]. Moreover, the 
mismatch between the PMOS transistors of a “pair” 
(e.g., M1 and M2, M3 and M4 would not only make the 
copy of the currents less precise, but could also 
degrade the power supply rejection. To attenuate this 
mismatch, the PMOS transistors are enlarged, with  
L = 10 μm and W = 700 μm [10]. 

At last, the self-bias mechanism might introduce a 
start-up difficulty to the circuit, that no current would 
be generated by the sources when the power supply is 
switched on. To avoid this situation, a polysilicon 
capacitor (C1 and C2) is connected to the base of each 
HBT pair inside ASIC. When the power supply is 
turned on, the capacitor draws current from the bases, 
then launches the system [11]. 
 
 
3. Experimental Results 
 
3.1. Test Vehicle 
 

The on-chip source has been integrated into an 
ASIC dedicated to the WFEE, as shown on the top of 
Fig. 2. The circuit is powered with VDD = 3.5 V and  
VSS = -1.5 V, complying with the other components of 
the WFEE, and with its common-mode fixed at 0 V in 
between the power rails. 
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The two resistors RCTAT and RPTAT take the same 
type SMD: “COMP-CARD SMR-01” of Nova 
Elektronik, GmbH (size 1206, tolerance ±1 %). With 
the same temperature coefficient, it can achieve a 
better current compensation. Moreover, to have a 
certain desired resistance out of the catalogue, we 
soldered two resistors in parallel on the test board. 

The PCB was entirely immersed in a thermal liquid 
of “SOLVAY SOLEXIS Galden HT110”, as shown in 
Fig. 2 on the bottom left. The temperature has been 
varied over a vast range from 0 °C to 80 °C. The test 
bench (bottom right picture of Fig. 2) has been 
automatized waiting for stabilization of the 
temperature (a few minutes per temperature point). 
 

 
 

Fig. 2. (Top) A microscopic photo showing the current 
source in an ASIC; (bottom left) Preparation of the thermal 
test bench: the test vehicle ASIC along with the PCB are 
entirely immersed in the thermal liquid. Then, the testing 
cavity will be sealed to isolate the thermal environment  
from outside; (bottom right) Automatized test bench  
with multimeters recording data on the table, connecting  
to the sealed thermal test bench under the table on the right. 
 
 
3.2. Optimization of the Current Source 
 

The WFEE’s operating temperature is about 300 K. 
Yet inside its ASIC, the local temperature is 10-20 K 
higher in normal operation (self-heating). Hence, the 
optimizing zone of the source with the lowest drift 
aims at about 313 K (40 °C), meaning that the optimal 
combination of RPTAT and RCTAT should be first 
determined around this temperature. 

Fig. 3 shows six measurements of the total output 
current as a function of temperature, applying different 
resistor combinations. The optimal output current 
should have a plateau where it has the weakest drift 
around 40 °C. Two of the curves, for example the one 
with RCTAT = 5.6 kΩ and RPTAT = 430 Ω has the plateau 

 
 
1 Both values are obtained by putting two resistors in parallel: 
for RPTAT: 2.4 kW // 620 W; for RCTAT: 5.1 kW // 39 kW. 

over 70 °C, meaning that RPTAT is too small that IPTAT 
is dominant in the sum current. Oppositely, the curve 
with RCTAT = 4.3 kΩ and RPTAT = 510 Ω has the plateau 
around 10 °C, meaning that ICTAT dominates in the sum 
of the two thermal dependencies, thus must increase 
RCTAT or/and reduce RPTAT to move the plateau  
to the right. 

According to the measurements in Fig.3, we have 
determined an optimal resistance combination with 
RPTAT ≈ 493 Ω and RCTAT ≈ 4510 Ω1. The measurement 
with the resistance combination is shown in Fig. 4 as 
well as the drift by calculating the derivative of the fit 
model of the measurements. The figure has been 
highly zoomed to better observe the current variation. 
The output current has its plateau centered between  
30 °C and 40 °C where the drift is close to 0, and 
between 20 °C and 50 °C the absolute drift is smaller 
than 10 ppm/K2. Moreover, even between 0 °C and  
80 °C, the drift keeps always smaller than 30 ppm/K. 
 

 
 

Fig. 3. Measured total output current using six different 
resistor combinations, as a function of temperature between 
0 °C and 80 °C. Rc represents RCTAT; Rp represents RPTAT. 

 
 
4. Discussions 
 
4.1. Adjustable Optimal Zone 
 

The measurements in Fig. 3 suggest that for a 
certain operating temperature, an optimal combination 
of RCTAT and RPTAT needs to be found before 
utilization. Yet, it also suggests the high adaptability of 
the design to various operating temperature 
requirements of different applications only by  
re-tuning the value of the resistors placed on PCB. 
 
 
4.2. Influence of Process Imperfection 
 

Process imperfection causes parameter variations. 
The impact on the output current as a function of 
temperature was evaluated with Monte-Carlo 
simulations. The simulations of the left image in Fig. 5 
consider only “mismatch” from the fabrication and 

2 1 ppm/K=1 nA/mA/K 
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these on the right consider both “mismatch” and 
“process”. The left simulations suggest that the circuits 
from one wafer can keep the same optimal region, 
although with a small variation of the output current of 
the order of only 1 μA, negligible comparing to the 
output level. For our application (a current source for 
DACs), a precision of the absolute value better than 
several percent is far enough. On the other hand, the 
simulations on the right suggest that the circuit from 
different fabrication runs may lead to more significant 
shifts of the optimal region. The combination of RPTAT 
and RCTAT would be redetermined for a new patch of 
the circuit. 
 

 
 

Fig. 4. Output current measurement, data fit curve  
and the drift, with RCTAT = 4510 W and RPTAT = 493 W  

on a highly zoomed scale. 
 

 
 

Fig. 5. Monte-Carlo simulations (20 points) of output current 
as a function of temperature between 0 °C and 80 °C: (left) 
Only considering “mismatch”; (right) Considering both 
“mismatch” and “process”. 
 
 
4.3. Transferable to Other Technologies 
 

Besides the presented circuit developed with the 
350 nm SiGe BiCMOS technology, we have also 

 
 
3 Measurements of this version of current source will be done 
late this year.   

realized another similar source applying the same 
design idea with another 130 nm SiGe BiCMOS 
technology. As shown in Fig.6, this circuit only uses 
bipolar transistors, with the npn heterojunction bipolar 
transistors and the pnp lateral bipolar transistors 
instead of PMOS transistors. This modification is 
possible because the pnp lateral bipolar transistor of 
this 130 nm technology has current gain β that can 
reach about 100 and also shows very low 1/f noise.  
Fig. 7 is a simulation3 of the output current of about  
2 mA instead of 1 mA and its drift as a function of 
temperature. The optimal region is around 30 °C using 
another resistance combination: RPTAT = 460 Ω and 
RCTAT = 2700 Ω. Besides the improvements of the 
performance such as higher output current and lower 
1/f noise, this new version also shows the possible use 
of the design on other similar technologies. 

 
 

 
 

Fig. 6. Schematic of the current source with another 130 nm 
SiGe BiCMOS technology, using only bipolar transistors. 

 
 

 
 

Fig. 7. Simulation of the current source with another 130 nm 
SiGe BiCMOS technology: Output current (top) and its drift 
(bottom) as a function of temperature between 0 °C  
and 80 °C. 
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5. Conclusion 
 

This paper has discussed an integrated current 
source using a 350 nm SiGe BiCMOS ASIC 
technology, developed as a part of a bias circuit for 
cryogenic components TES and SQUIDs. Thanks to 
the compensation of a CTAT source and a PTAT 
source, the design achieves ultra-weak dependence of 
temperature over a large temperature range of 0-80 °C. 
Besides, the optimal region of the source can be easily 
adjusted according to different requirements by 
replacing the two reference resistors RCTAT and RPTAT 
outside ASIC with other resistance combinations. This 
characteristic greatly raises its adaptability to other 
applications of different operating temperatures. 
Furthermore, the design can be easily applied with 
other BiCMOS technologies4 but not limited to 350 nm 
SiGe without much tuning. Finally, although the 
development is in the context of the ATHENA 
telescope, its application has already been considered 
in several other scientific observation instruments 
adopting similar TES-SQUIDs detection chains, of 
missions such as CMB-S4 and the Light Element 
Mapper proposal of NASA. 
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Summary: Developments in water quality monitoring systems require miniaturized sensors with sensitivity comparable to the 
traditional glass electrodes which are bulky and hard to integrate into microelectronic systems. This study reports on the pH 
sensing properties of electrodes fabricated using the two oxides of copper namely, cupric oxide (CuO) and cuprous oxide 
(Cu2O). Screen-printed CuO and Cu2O electrodes were compared for their potentiometric performance. It was shown in the 
X-ray diffraction analysis that the sensing layer of the Cu2O based electrode is composed of CuO after the sintering process. 
However, electrodes based on copper oxide in oxidation state 2+ show better pH sensing properties than those based on Cu2O 
as the starting material. Scanning electron microscopy images reveal that the difference in microstructure may be the reason 
behind the difference in the pH sensing properties of the two oxides of copper. 
 
Keywords: Copper oxide, pH sensor, Oxidation state, Water quality monitoring, Screen-printing technology,  
Electronic materials. 
 

 
1. Introduction 
 

The measurement of pH is an essential tool in water 
quality monitoring because it imparts significant 
information about whether it is fit for consumption or 
not. Similarly, it helps to verify if the pH value of 
municipal, environmental or industrial water is within 
the range recommended by responsible authorities. 
However, traditionally pH is measured using the 
electrolyte-filled glass electrode which is bulky, fragile 
and requires wet storage. Simple and cheap technology 
of screen-printing [1] produces electrodes that 
overcome these disadvantages as they present much 
larger possibilities of miniaturization and neither 
contain inside them nor require for storage, an 
electrolyte solution. 

Screen-printed RuO2 pH electrodes have 
previously shown good potentiometric characteristics 
[2, 3] but they are also expensive and quite rarely 
available in the earth’s crust. Therefore, it is vital to 
explore materials which are abundant, cheap and at the 
same time exhibit good pH sensing properties. One 
such material is copper oxide. Copper oxide exists in 
two oxidation states which are 1+ in cuprous oxide 
(Cu2O) and 2+ in cupric oxide (CuO). Previous studies 
employing CuO nanowires [4] and CuO nanoflowers 
[5] have shown that CuO has a sub-linear response to 
pH and it is a good alternative for RuO2 since it is 
comparatively cheaper and more abundant. However, 
there is not enough information about the pH sensing 
properties of scree-printed thick film paste made from 
CuO powder which is the most basic and cheapest form 
of CuO that can be produced and purchased 
commercially. 

The pH sensitivity of the electrodes in the 
potentiometric cell is based on the Nernst equation [6] 

 

 𝐸  𝐸
.

.
. 𝑙𝑛 ,  

where E0 is standard potential, V; R is the universal gas 
constant, 8.314 J/K.mol; T is the temperature, K; n is 
the number of electrons participating in the redox 
reaction; F is the Faraday constant, 96,485 C/mol; and 
[Red] and [Ox] are the activities of reduced and 
oxidized forms of the electrode material,  
respectively, mol/L. 

This study discusses the fabrication and 
potentiometric characterization of electrodes based on 
the two oxides of copper. The exploration of 
alternative pH sensing materials to the platinum  
group-based materials and a consequent reduction in 
the environmental impact during the fabrication 
process of screen-printed pH sensors is the primary 
objective of the investigation. 
 
2. Materials and Methods 
 
2.1. Paste Preparation and Electrode Fabrication 
 

The copper oxides were obtained in powder form 
from Chempur, Poland. Each oxide was grinded in 
agate mortar for 20 min with ethyl cellulose and 
terpineol. The conducting layer of Ag/Pd paste was 
screen-printed on alumina substrate (96 % Al2O3), 
dried and fired at 860 °C. The copper oxide film was 
screen printed partially covering the conducting layer, 
dried and fired at 900 °C. A copper wire was soldered 
at the other end of the conducting Ag/Pd layer. This 
electrical contact between the wire and the layer was 
insulated using a silicone rubber (DOWSILTM 3140 
RTV coating, USA) coating while the sensitive area of 
the electrode was left uncovered. 
 
2.2. Potentiometric Characterization 
 

The potentiometric performances of the sensitive 
electrodes were investigated in standard pH buffer 
solutions (Chempur, Poland) in the range of pH  
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1 to 14. The electromotive force (emf) between the 
fabricated sensitive electrodes and the reference 
electrode (Ag/AgCl/KCl glass electrode, 
HYDROMET, Poland) was measured as a function of 
pH in each buffer solution and the sensitivity was 
measured from the slope of this relationship. The emf 
was measured using a multimeter (6.5-digit Series 
2002, Keithley Instruments, USA) which was 
connected to a computer and data were analyzed using 
a LabVIEW program (National Instruments, USA). A 
commercial pH meter (ELMETRON, Zabrze, Poland) 
was also used for monitoring the pH and verifying the 
conditions of the experiment. 
 
 
2.3. Morphological and Microstructural  
       Characterization 
 
The phase composition was examined by the X-ray 
diffraction method (XRD), using Cu Kα radiation 
(Empyrean, PANalytical, Netherlands). The 
microstructure analysis was performed using scanning 
electron microscopy (FEI Nova Nano SEM 200 with 
EDAX Genesis system, USA). 
 
 
3. Results and Discussion 
 

Potentiometric measurements revealed that the 
electrodes made from the CuO-based paste had a 
higher sensitivity (57 mV/pH) which was closer to the 
theoretical Nernst sensitivity (59 mV/pH at 25 °C) as 
compared to the Cu2O-based electrodes (42 mV/pH) in 
the pH range of 2 to 12. This comparison between the 
two electrodes is shown in Fig. 1. However, the 
electrodes exhibit a decline in the pH sensitivity with 
time that is consistent in case of the CuO-based 
electrodes but the reduction in sensitivity over time is 
not uniform for the electrodes based on Cu2O as the 
starting material. 
 

 
 

Fig. 1. Relationship between the emf and the pH  
for electrodes made using CuO (blue triangles) and Cu2O 

(red circles) as the starting material. 
 

As shown in Fig. 2 the X-ray diffraction analysis 
revealed that after sintering the oxidation state of 
copper in the Cu2O sensing layer changes from 1+ to 
2+, thereby showing that even though the starting 

materials were different, the resultant phase 
composition of the sintered thick film was the same. 
However, the increase in oxidation state also means 
that the oxidation of the sensitive thick film layer made 
the microstructure denser and more caused a possible 
increase in the grain size. 
 

 
 

Fig. 2. X-ray diffractogram of Cu2O-based pH electrode. 
 

The electrodes made from the Cu2O-based paste 
had poorer sensing properties perhaps due to the more 
crystalline microstructure with bigger grain size and 
denser agglomeration in comparison to the more 
porous structure of the CuO-based pH electrodes as 
shown in Fig. 3. Even though the final sensing layer is 
composed of the same oxide of copper, the difference 
in microstructure leads to a difference in the sensing 
properties. This shows that CuO is the better choice of 
starting material when being used for screen-printed 
pH sensing layers. 

 

 
 

Fig. 3. Scanning electron microscopy images of (a) Cu2O-
based and (b) CuO-based sensing layers. 

 
On the other hand, the mechanical stability of the 

amorphous CuO-based film is lower and the sensing 
layer peels off after several measurements which is not 
the case with Cu2O-based films. In order to improve 
the mechanical stability of the CuO-based sensing 
layer, glass may be added during the paste preparation 
step before screen-printing the layer. Additionally, to 
overcome the issue regarding the drop in sensing 
properties over time, CuO may be combined with 
another metal oxide such as RuO2 which has 
previously shown good sensing properties and has 
been used in various applications such as 
environmental water quality monitoring [3], food 
quality monitoring [7] and precision agriculture [8]. 
Screen-printed electrodes based on the combination of 
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CuO and RuO2 were fabricated and it was 
experimentally shown that they are responsive to pH 
changes in samples of environmental water as well as 
food [9]. Such an approach of combining metal oxides 
helps to reduce the amount of platinum group  
metals-based materials in the sensing layer which 
eventually reduces the overall environmental impact 
and cost of the sensor. Meanwhile, it also helps to 
improve or preserve the good potentiometric 
properties, stability and mechanical strength of the 
screen-printed thick film. Since the microstructure of 
the sensing layers is seen as a possible reason for the 
differences in the sensing properties of copper oxides, 
the influence of temperature on the microstructure of 
the films is worth considering and investigating to 
further elaborate the discussion. 
 
 
4. Conclusions 
 

Miniaturized screen-printed electrodes are a 
worthy alternative to the traditionally used bulky and 
electrolyte filled glass electrode which is more prone 
to breakage and challenging to embed in electronics. 
Oxides of copper were investigated in this study for 
their pH sensing properties and it was found that CuO 
is the better starting material during the fabrication of 
pH sensors based on copper oxide due to its more 
porous microstructure even though Cu2O transforms to 
CuO during the firing process. Copper oxide is more 
abundant and cheaper than platinum group-based 
materials and therefore it is an environmentally 
friendlier alternative with respect to pH sensing 
applications for water quality monitoring. 
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Summary: There is constant need for novel approaches to bandgap engineering of semiconductor materials, that are aimed at 
obtaining lasers with improved characteristics. Those devices are typically fabricated using GaAs and InP based material 
systems and are  described within 8-band models. However, parameter space of existing devices is very large and therefore, 
in the process of selecting optimal parameters numerical simulations play an important role. One of the possible design 
parameter is the crystal orientation of the substrate.  It has been known for a long time that the growth of quantum wells (QWs) 
at the rotated substrates (as opposed to the natural (001) direction) results in the improved properties of semiconductor lasers 
based on various material systems. 

In order to better understand quantitative effects of various crystal orientations on optical properties, we have developed a 
detailed theory of the effects of crystal orientation on the properties of bulk and quantum well semiconductors. Our formalism 
allows us to study arbitrary crystallographic orientations of various compound semiconductors within any band model and 
crystal symmetry.  

In order to illustrate its applicability, we present here the results (band structure and material gain) for only a few higher 
symmetry substrate orientations and concentrate on quantum wells fabricated from InGaAsN/GaAs. Modifications of band 
structure due to rotations significantly affect material gain. 
 
Keywords: Semiconductor lasers, Band structure, Crystallographic orientation, Material gain. 
 
 

1. Introduction 
 

Semiconductor lasers (and, in general 
optoelectronic devices) play an important role in 
current communication systems. There are many 
books that illustrate their operation, design and 
production [1], [2]. There are still many efforts 
towards the improvement of their operating 
characteristics and the application of new materials. 
Various compounds and their functionalities have 
been analyzed in recent years. For example, 
applications in ultraviolet emitters were recently 
reviewed by Kudrawiec and Hommel [3]. 

An important parameter which improves 
properties of optoelectronic devices is to grow samples 
on rotated substrates. It has been known for a long time 
that the growth of quantum wells (QWs) at the rotated 
substrates (as opposed to the natural (001) direction) 
results in the improved properties of semiconductor 
lasers based on various material systems. Over the 
years, several material systems have been analyzed, 
both theoretically and experimentally. For a recent 
summaries of various growth methods, see [4]. 

Only a few authors reported investigations of non 
(001)-oriented substrates with most of the reports 
restricted to (11N)-orientations. For (11N) oriented 
substrates, a theory involving strain and optical gain 
orientation effects was developed by Fan [5]. 
However, theoretical studies of orientation effects on 

the properties of InGaAsN/GaAs QWs still deserve 
more research on the method, that promises further 
improvement of laser characteristics. 

 

 
 

Fig. 1. General transformation for arbitrary rotation from old 
to new rectangular coordinate system using spherical 
coordinate system: Axes x, y, z transform to axes 1, 2, 3 
respectively, which are perpendicular to each other; x-z and 
1-3 planes are indicated. 
 
2. Description of Rotations 
 

We use the following notation for coordinate 
systems, see Fig. 1: the ( )x y z   is associated with the 

(001)  oriented QW and (1 2 3)   coordinate system 

with arbitrary rotated QW. The growth direction for 
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(001) -oriented substrate is along z  axis and along 3  

axis for rotated substrate. To obtain rotated 
Hamiltonian from (001) -oriented Hamiltonian the 

following rotation matrix is used  
 

cos cos cos sin sin

sin cos 0

sin cos sin sin cos

U

    
 

    

 
   
  

 

 

The matrix has the following properties: 
1TU U  , TU U I  and ik jk ijU U  . The 

components of vectors and tensors transform as 
 

' ,     ' ,     

'

i i ij i j

ijkl i j k l

k U k U U

C U U U U C

    

    

  


 

 
where superscripts “-1” means matrix inverse and “T” 
means matrix transposition. Here   is the angle 

between x-z and 1-3 planes and   is the angle 
between axis z  and axis 3. 

Here k  and k   are wave vectors and  and 'ij    

are strain tensors for (001) and arbitrary orientation, 
respectively.  

In other words, the angles   and   are Euler 

rotation angles about axes 2 and z  respectively. The 
angles with respect to (001)  direction for ( )hkl  

Miller planes can be obtained by the following 
relations  
 

2 2
1 1tan tan

h k k

l h
  
   

 

Transformation matrix leads to the following 
relation  
 

X X

Y U Y

Z Z

     
           
          

 

 

The spins in the original coordinate system are 
assumed to be along the growth direction z . For 
rotated system, spins will be rotated by the rotation 
matrix for spins  
 

2 2

2 2

cos sin
2 2

sin cos
2 2

i i

s
i i

e e
M

e e

 

 

 

 





 
 

  
   

 

 

which leads to the following relation  
 

2 2

2 2

cos sin
2 2

sin cos
2 2

i i

i i

e e

e e

 

 

 

 





 
     

            

 

By combining matrices U and sM we can relate 

basis functions in rotated coordinate system 
T

X Y Z   
  

   with spins 
T  

  
   and basis functions 

in original coordinate system  TX Y Z   with spins 
T

   . Combining matrices U  and sM , we can 

obtain matrix that relates 
T

X Y Z X Y Z            
  

            and 
T

X Y Z X Y Z        , where superscript T  

means transposition. The combined matrix is obtained 
as a Kronecker product   (outer product for 
matrices) of matrices sM  and U   
 

c sM M U   
 

The matrix cM  leads to the following relation 

between basis functions 
 

c

X X

Y Y

Z Z
M

X X

Y Y

Z Z

 
 
 
 
 
 
 
 
 
 
 
 
  

     
        
     

   
     

        
        

 

 

where empty space in square brackets corresponds to 
matrix cM , shown in an Appendix. 

 
3. 8-band Hamiltonian for Arbitrary  

Grown Direction 
 

The formalism described in a previous section was 
applied to 8-band Hamiltonian. In this section we 
discuss matrix elements for interaction between 
conduction and valence bands. The order of basis 
functions in class A are: for heavy-hole 10 40( )u u , 

light-hole 20 30( )u u  and spin split-off 50 60( )u u  

bands. They are summarized below  
 

 

 

 

 

 

 

10

20

30

40

50

60

3 3 1
( )

2 2 2

3 1 1 2
( )

2 2 36

3 1 1 2
( )

2 2 36

3 3 1
( )

2 2 2

1 1 1 1
( )

2 2 3 3

1 1 1 1
( )

2 2 3 3

u r X iY

u r X iY Z

u r X iY Z

u r X iY

u r X iY Z

u r X iY Z


    


      


      


    

      


      













 

 

In this basis the rotated Hamiltonian is 
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Standard definitions of terms of unrotated system are

 

 
2 2

2 2 2 2
1 1

0 0

2
2 2 2

2

0

2
2 2

2 3
0

2

3

0

( )
2 2

( 2 )
2

3 ( ) 2 3
2

3( )

x y z

x y z

x y x y

x y z

P k k k k
m m

Q k k k
m

R k k i k k
m

S k ik k
m

 



 



 
 
 

   

  

   

 

 







 

Matrix elements related to conduction band 
interactions are 

 
2'cS H S E A k A    

 

Matrix elements for some particular orientations 
(001), (110), (111) are 

 
(001) (110) (111) (112)A A A A A     

 

The values of matrix elements Q, R and S depend 
on orientation. For selected orientations they are 
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The strain effects are modeled using Bir and Pikus 
Hamiltonian. The strain tensor takes different explicit 

forms for various strain situations.  The strain tensor 
components are represented by 
 

GaAsBi GaAs
xx yy

GaAs

a a

a
 


   

 
The form of εzz varies with orientation, due to the 

fact that the elastic stiffness tensor is transformed. The 
relevant expressions are 

 

(001) 12

11

2zz xx

C

C
    

(110) 12 11 44

11 12 44

3 2

2 4zz xx

C C C

C C C
 

 
 

 
 

(111) 11 12 44

11 12 44

2 2
2

2 4zz xx

C C C

C C C
 

 
 

 
 

 
Other terms of the strain tensor are equal to zero.  
The components of Bir and Pikus strain 

Hamiltonian involve the following contributions (the 
zero terms are not listed below) 
 

 0 0
1 2 3,      

6 3
xx yy zz

P P
T k i k U k       
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 (110) 3

4 xx zz

b d
R  

 
   
 

 

 
The strain contributions, which are independent of 

orientation are the following: for valence band 
 

 vP a Tr    

 
and for conduction band 
 

 CB
cE a Tr   

 
4. Material Gain 
 

Material gain was determined using a conventional 
method based on the relaxation time approximation 
convoluted with a Lorentzian function with 
broadening time (0.1 ps). In this approximation, the 
transverse electric (TE) gain is given by 
 

     

 

1
0 ,

2

  

, ,

c vc v

TE
n nn n

nc nv c vi

g C dk f k f k

p L n n k





 

  

     

 




 

 

where  2 2
0 0 0/C q m c  , q is elementary charge, 

m0 is bare mass of an electron, ω is angular frequency, 
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τ is a time constant, c speed of light, ε0 dielectric 
constant and β propagation constant of the TE mode. 
Index i labels the heavy and light hole subbands, fnc 
and fnv are Fermi-Dirac distributions for n-th electron 
and hole subbands in the QW, respectively. They are 
given below 
 

 

 

1

1

( )
( ), 1 exp

( )
( ), 1 exp

F
F c c

c c c
B

F
F v v

v v v
B

E k E
f E k E

k T

E k E
f E k E

k T





  
      

  
      

 

 

where kB is the Boltzmann's constant and T is the 
absolute temperature. 

The squared optical transition matrix elements of 
TE mode which measure the transition between the 
hole subbands and the electron subbands are 
 

 
22 2

,( ) ,     , ,c

v

nTE
nc nv ci n ip M I k x y z       

 

The overlap integral is defined as 
 

     ,
c

v

n
n i nc nvI k k k dz    

 

The element  TE
ciM is evaluated for TE modes within 

dipole approximation. The broadening function is 
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Carrier densities in conduction (N) and valence 
(P) band are obtained as 
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Material gain was evaluated for several carrier 
densities.  For each density we have determined the 
quasi-Fermi levels F

CBE and F
VBE  for the CB and VB, 

respectively. The carrier density in a given band of the 
QW is defined by integration of the product of density 
of states, ρ (k), and occupation probability of carriers 
(i.e. the Fermi-Dirac distribution) over the entire band. 
For non-parabolic bands, the integration is carried out 
in k space with the density of states determined from 
kp calculations. maxk  is the integration limit 

determined by the convergence of integrals used to 
determine N and P. 

 

 

5. Results 
 

Calculations were performed for 7nm quantum 
wells made of In0.36Ga0.64As0.973 N0.027 /GaAs. We 

expanded all terms in the Hamiltonian in plane waves. 
The resulting matrix was then diagonalized. We did 
not included modifications of the potential due to 
piezoelectric effect as it is small. All parameters which 
depend on compositions were obtained using linear 
interpolation. 

Some of the results are summarized in Figs. 2  
and 3. All results are compared with a standard 
direction (001). In Fig. 2 we show band dispersion, i.e. 
dependence of energy vs k-vector. 

 
 

 
 
Fig. 2. Band structure calculated for In0.36Ga0.64As0.973 N0.027 
/GaAs QW grown on directions: (a) (001) gray line, (110) 
red line, (b) (001) gray line, (111) red line, (c) (001) gray 
line, (112) red line.  
 
 

 
 

Fig. 3. Material gain calculated for In0.36Ga0.64As0.973 
N0.027 /GaAs QW grown on directions: (a) (001) dash line, 
(110) solid line, (b) (001) dash line, (111) solid line, (c) (001) 
dash line, (112) solid line. Calculations were performed for 
carrier concentrations from 1x1018 cm-3 to 6x1018 cm-3. 

 
Calculations of band structures show significant 

differences for substrates oriented along (110), (111) 
and (112) with respect to (001) direction. Differences 
in the band structure are particularly significant for the 
valence band. One can notice that for each direction 
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effective masses of holes differ from the (001) 
direction. The changes in the conduction band for 
different directions are relatively small.  

Based on the above results of band structure we 
determined material gain. We, concentrated again on 
the (110) (111) and (112) directions and used standard 
direction (001) as a reference.  

Calculation of the material gain were carried out 
taking into account the sphere around the gamma point 
so that the contribution from each direction was taken 
into account. The described effects are reflected in the 
calculated material gain. One observes that the gain 
takes larger values for higher concentrations for each 
of the directions (110) and (111) compared to the 
standard (001).  
 
6. Conclusions 
 

In this paper we described method of determining 
band structure and material gain for In0.36Ga0.64As0.973 
N0.027 /GaAs material system on arbitrary oriented 
substrates. We used the 8-band kp method. We 
presented general expressions for arbitrary 
orientations of the substrate. Detailed results of band 
structure are shown for quantum wells grown on 
(001)-, (110)-, (111)- and (112)-oriented substrates. 
Band structure depends on the direction of growth as 
well as resulting strain changes.  

Our results indicate that for In0.36Ga0.64As0.973 N0.027 
/GaAs quantum wells and carrier concentrations 

18 31 6 10 cm   (typical for semiconductor lasers) 
gain spectra are affected by orientation of the 
substrate.  

One observes an increase of gain peak (compared 
to (001) orientation) for (110) and (111) directions. 

As shown by our simulation results, the growth 
direction significantly affects band structure and also 
material gain. Therefore, it can be considered as an 
additional parameter used in the design and 
optimization of optoelectronic devices. 
 
References 
 
[1]. J. Ohtsubo. Semiconductor Lasers, Stability, 

Instability and Chaos, Springer, 2017. 
[2]. T. Numai, Fundamentals of Semiconductor Lasers, 

Springer, 2015. 
[3]. R. Kudrawiec and D. Hommel, Bandgap engineering 

in III-nitrides with boron and group V elements: 
Toward applications in ultraviolet emitters, Applied 
Physics Review, Vol. 7, 2020, p. 041314. 

[4]. Jichen Dong, Leining Zhang, Xinyue Dai, Feng Ding, 
The epitaxy of 2D materials growth, Nature 
Communications, Vol. 11, 2020, p. 5862. 

[5]. W. J. Fan, Orientational dependence of electronic 
structure and optical gain of (11N)-oriented III-V-N 
quantum wells, Journal of Applied Physics, Vol. 113, 
2013, p. 83102. 

[6]. M. Gladysiewicz and M. S. Wartak, Effect of substrate 
orientation on band structure of bulk III-V 
semiconductors, AIP Advances, Vol. 12, 2022,  
p. 115208. 

 
 
Appendix 
 
Form of matrix cM   is shown below. 
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where the following notation was used c cos   and s sin    
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Summary: Measuring the temperature of an electronic chip/die is a usual way to survey and counteract thermal drifts in an 
ultimately stable integrated circuit. More accurate than using a thermometer glued on a chip, an on-chip Thermometer could 
be designed to measure directly the internal temperature right close to other functions of an Application Specific Integrated 
Circuit (ASIC). This paper discusses on-chip thermometry and proposes a high-sensitivity on-chip thermometer using the 
temperature dependence property of semiconductors in a BiCMOS technology. Moreover, the signals provided by this circuit 
can be turned to differential and set to zero around a given temperature. This allows direct amplification leading to a significant 
increase in the thermal sensitivity. Differential signals prevent common-mode noise contaminations from the thermometer off-
chip readout. 
 
Keywords: On-chip thermometer, BiCMOS, ASIC, CTAT, PTAT. 
 

 
1. Introduction 
 

Measuring the temperature using electronic 
devices is commonly based on the readout of the 
temperature coefficient of resistance (RTD, 
thermistor, …) or based on the threshold voltage of the 
diode or transistor. The temperature sensitivity is 
usually limited by this direct change in resistances or 
threshold with the temperature. The present paper 
discusses how to use two opposite semiconductor 
temperature-sensitive thresholds to null signal around 
the goal temperature range. This allows a DC 
amplification 5  resulting in a significant increase in 
temperature sensitivity.  

The two opposite temperature dependent 
parameters existing in a semiconductor junction are 
thermal voltage 𝑉 𝑇  increasing with T, and the ratio 
bias over saturation current 𝐼 / 𝐼 𝑇  decreasing  
with T. 

As illustration, the junction voltage 𝑉 𝑇  can be 
expressed as:  

 

 𝑉 𝑇 𝑉 𝑙𝑛  1 , (1) 

 
where 𝑉 𝑇 =𝑘 T/q with 𝑘  the Boltzmann constant, 
𝑇 the temperature in Kelvin, and 𝑞 the electric charge 
of electrons in absolute value. Then, even 𝑉 𝑇  
increases linearly with T, saturation current 𝐼  
dominates the thermal dependencies. Indeed, 𝐼  
exponentially increase with T leading then to a 
decreasing of 𝑉 𝑇  as illustrated by the Fig. 1. 

 

 
 
5 A simple current mirror is used for this DC amplification 

 
 
Fig. 1. Even having 𝑉 𝑇  in the equation (1), the junction 
voltage (in blue) decreases with temperature because  
of the exponential increase of the saturation current (in red). 

 
 

The natural logarithm 𝑙𝑛 in the equation (1) turn 
the 𝑉 𝑇  as a parameter linearly decreasing with T (in 
first approximation). 

Further to the direct use of these thermal 
dependencies, this paper discusses subtracting 
DC/offset and sum (in absolute value) two thermal 
dependencies. The thermal dependencies can be 
efficiently amplified because the offset is canceled 
around a chosen operating temperature. The ASIC will 
be designed using IHP130nm BiCMOS SiGe 
technology. We discuss the topology of the sizing of 
this new thermometer and simulate a linear sensitivity 
of about 10 μA/∘C  in a 300 ° C  temperature range 
around room temperature (higher sensitivity can be 
obtained in a smaller temperature range or with a 
higher voltage supply). The output signal is 
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propagated as a differential current which can be 
readout in current or voltage in a load without common 
mode coupling. This differential signal propagation 
off-chip preserved the rest of the ASIC functions (not 
discussed here) from common-mode noise 
contaminations. 
 
 
2. Thermometer Circuit 
 

The discussed thermometer is based on the 
subtraction of a complementary to absolute 
temperature (CTAT) current6  and a proportional to 
absolute temperature (PTAT) current7. In an ASIC 
where most devices used are transistors, we consider 
the collector current 𝐼  instead of the junction current 
𝐼 , and the emitter voltage 𝑉  instead of the junction 
voltage 𝑉   using an NPN bipolar transistor instead  
of a diode.  
 
2.1. CTAT Current Source 
 

The CTAT current source uses the junction voltage 
temperature sensitivity. Two transistors mounted as a 
Darlington transistor double this temperature 
dependence. Indeed, the base-emitter voltage of the 
Darlington transistor can be written and simplify as8:  
 

 𝑉 2𝑉 𝑙𝑛
/

 𝑙𝑛  2𝑉 𝑙𝑛 , (2) 

 
 

 
 

Fig. 2. CTAT current source circuit showing the Darlington 
transistor 𝐵 +𝐵 , the 𝑅  resistor to convert the 𝑉   
into current through the 𝐵 :𝐵  current mirror, and 𝑃 , 𝐵   
to amplify by 10 the current. 

 
 
6 𝐼 𝑇  is a current source proportional to 𝑉 𝑇  
7 𝐼 𝑇  is a current source proportional to 𝑉 𝑇  

The voltage drop across 𝑅  is equal to the base-
emitter Darlington voltage referred to equation (2). 
The general equation for current through 𝑅  can be 
calculated as in equation (3): 

 

 𝐼
 

𝑙𝑛 , (3) 

 
while the saturation current 𝐼  can be calculated as 
equation (4) [1]: 
 

 𝐼
 

, (4) 

 
where 𝐴  is the junction area, 𝐷  is the diffusion 
coefficient of electrons, 𝑛  the intrinsic number of 
carriers, 𝑊  the junction thickness 9 , and 𝑁  the  
doping density. 

To estimate the thermal sensitivity of 𝐼 , 
temperature dependencies of parameters are 
investigated in 𝐷  and 𝑛 . 𝐷  can be calculated as [2]:  
 

 𝐷 𝑉 𝜇  𝜇   𝐶𝑇 , (5) 

 
with 𝜇 𝐶 𝑇  the electron mobility when the lattice 
scattering dominates. This consideration is reasonable 
for non cryogenic temperature operation. The 
parameters 𝐶 and 𝑎 are constants due to material and 
process [2]. 𝑛  carrier concentration [3] can be 
calculate following the equation: 
 

 𝑛 𝑁 𝑁 𝑇 / 𝑒  (6) 

 
Substitute the equations (5), (6) to equation (4), we 

have the equation for saturation current: 
 

 𝐼 𝐴𝑇 𝑒 , (7) 

 

where 𝐴  as an independent parameter to 

the temperature.  
Substitute equation (7) to (3), we finally obtain the 

equation for CTAT current:  
 

𝐼  
2 𝑘 𝑇
𝑞𝑅

𝑙𝑛
𝐼
𝐼

 

 
 

𝑙𝑛   

 
 𝐸 𝑘 𝑇 𝑙𝑛 4 𝑎 𝑘 𝑇 𝑙𝑛 𝑇 , 

(8) 

 
for parameter 𝑎 in a range from 2 to 4 [5]. Also 

investigate the case of Silicon, point out that ≪ 1, 

so that 𝑙𝑛 0. We can deduce that the derivative 

8 +1 are not shown in the junction equation for the rest of the 
paper. Indeed 𝐼 /𝐼   1. 
9 Base width in the case of the use of a bipolar transistor 
instead of a simple diode 



5th International Conference on Microelectronic Devices and Technologies (MicDAT '2023)  
20-22 September 2023, Funchal (Madeira Island), Portugal 

49 

 0 . This relation demonstrated the 

complementarity of CTAT current to the absolute 
temperature. 
 
 

2.2. PTAT Current Source 
 

The PTAT current source is based on the 
temperature dependence of a junction thermal voltage 
𝑉 . In Fig. 3, a resistor 𝑅  is placed below the 
emitter of transistor 𝐵 , the resistor voltage can be 
calculated as the base-emitter voltage difference of 
transistors 𝐵  and 𝐵  4  by the equation (9): 

 

 𝑉 𝑉 𝑉  𝑉  𝑙𝑛 , (9) 

 
with 𝑁 / 𝑁  the size ratio10 between two transistors 

𝐵  and 𝐵 . The factor 𝑙𝑛  defines the thermal 

sensitivity of PTAT.  
 
 

 
 

Fig. 3. PTAT current source showing the two transistors: 𝐵  
eight times larger than 𝐵 . The 𝑅  resistor converts  
the 𝑉  into current through the 𝐵 :𝐵  current mirror,  
and 𝑃 , 𝐵  to amplify by 10 the current. 

 
 

The current through 𝑅  can be deduced from 
equation (9): 
 

 𝐼    

 
𝑙𝑛 , (10) 

 
Equation (9) clearly highlight the proportionality 

of 𝐼  with the temperature. Because of logarithmic 
low, it is not useful to increase to much the ratio 
𝑁 / 𝑁 . A ratio of 8 is used to benefit from a factor of 
𝑙𝑛 8  2. 

 

 
 
10 In practice, different sizes of transistors are obtained by 
putting elementary transistors in parallel. Thus, 𝑁  and 𝑁  
are the number of transistors connected in parallel. 

2.3. CTAT and PTAT Current Subtraction 
 

The current provided by the CTAT and PTAT 
current sources have slopes of opposite signs (Fig. 4). 
Values of the resistances 𝑅  and 𝑅  can be 
adjusted in order to maximize the temperature 
sensitivity while canceling the current offset at a given 
temperature. Which can be expressed by the equation: 
 

 𝛥𝐼  𝑀  𝐼  𝐼 , (11) 
 

The complete circuit is illustrated in Fig. 6. 𝑅  
and 𝑅  represent the readout load. 𝑃  and 𝑃  
multiply by M = 10 the two currents before 
subtraction. 

This multiplication can be done because the 
readout is done after offset subtraction. Otherwise, the 
dynamic range would be significantly reduced by the 
offset. The M multiplying factor directly improves 
temperature sensitivity, as shown in Fig. 4. and Fig. 5. 
 
3. Results 
 

The circuit in Fig. 6. has been simulated using IC 
CAD tools (Cadence virtuoso), showing the expected 
linear evolution of 𝐼  and 𝐼  with temperature 
in a wide temperature range from -150 °C to 150 °C. 

 

 
 

Fig. 4. 𝐼  and 𝐼  vs. temperature from 200  ∘C  
to 200  ∘C . Residuals between analytical results  
and simulations show non-linearity at temperature below  
-150 °C and above 150 °C. 
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Fig. 5. Top: Differential output current of the thermometer 
flowing the 𝑅  and 𝑅  loads (black) showing the 10 
µA/°C temperature sensitivity of this on-chip thermometer; 
Subtraction of the 𝐼  and 𝐼  multiply by 10  
for comparison with the output signal: analytical (red)  
and simulations (blue). Bottom: The residual between  
the output and the analytical expression times 10 (red),  
and between the output and the simulation times 10 (blue). 

 
 
Fig. 4 shows the difference between the analytical 

and the simulated temperature dependencies of 𝐼  

and 𝐼  using the IHP130 BiCMOS ASIC 
technology. Using a 𝑅   280 Ω  and an  
𝑅   6.25 kΩ, these currents intersect at about 
50 ∘C and exhibit similar slopes (in absolute value) of 
about 0.5 µA/°C. 

Finally, the circuit in Fig. 6 shows in the middle 
the way to subtract (equation (11)) the two currents, 
multiplied by 10, resulting in a differential current 
flowing out from the ASIC in two resistor loads 𝑅  
and 𝑅 . A central-tape connected to 𝑉   𝑉 /2 
allows the receiver to set the common mode voltage of 
the differential signal. This technique decouples the 
common mode of the thermometer readout from the 
ASIC common mode. By this way, we avoid noise 
contamination through the transmission process. 

Small deviations from simulated output signal 
(black in Fig. 5) to analytical or simulated signals 
multiplied by 10 exhibit non-idealities of the output 
current mirror. These non-idealities are both due  
to higher common-mode operation and  
extreme-temperature environments. 

 
 

3. Conclusion 
 

The proposed on-chip thermometer shows a linear 
response in a wide range of temperatures from -150 °C 
to 150 °C. The sensitivity of such a thermometer can 
be adjusted by changing the M factor as well as the 
𝑅  and 𝑅  values. The 0 offset temperature can 
be also adjusted by changing the ratio 𝑅 /𝑅 . 
This allows optimization of the temperature range 
around a given temperature. This paper presents a set 
of parameters allowing to cover up to 300 °C range 
around 0 °C. 

 
 

 
 

Fig. 6. Thermometer schematic including the PTAT (right), CTAT (left) and crossing bridge subtracting  
the currents (middle). 
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Summary: General-purpose graphics processing units (GPGPUs) are specialized hardware devices designed for parallel 
computing tasks in various domains. Their integration into critical systems such as autonomous vehicles, security systems, and 
medical devices has increased demand for enhanced reliability and resilience to satisfy industry and regulatory standards. 
However, GPGPUs face reliability concerns due to transistor aging, which is caused by bias temperature instability (BTI). This 
progressive degradation of transistor performance can degrade performance and cause critical circuit failures, producing timing 
violations. The present work investigates how transistor aging affects GPGPU execution units, highlighting their vulnerability 
to BTI. Experimental analysis reveals that BTI significantly influences computational elements within GPGPUs. To address 
this issue, we propose a mitigation technique that specifically targets the challenges of asymmetric aging in GPGPU execution 
units, thereby mitigating timing violations. 
 
Keywords: GPGPU, BTI, Asymmetric transistor aging. 
 

 
1. Introduction 
 

General-purpose graphics processing units 
(GPGPUs) are specialized hardware devices designed 
to perform highly parallel computations [1, 2] to 
accelerate various computational tasks, including 
machine learning, high-performance computing, 
scientific simulations, data analytics, and more. 
Furthermore, GPGPUs have recently seen heavy use 
in critical systems such as autonomous vehicles, 
security systems, and medical devices [3, 4]. These 
emerging applications impose stringent requirements 
on the resiliency and reliability of GPGPUs, as 
mandated by industry and regulatory standards. 

In recent decades, VLSI technologies have profited 
from remarkable advancements following several 
significant trends. First, the continuous development 
of new process nodes has ensured the consistent 
miniaturization of transistors to nanometric 
dimensions, in line with Moore’s law. Second, 
revolutionary devices and materials have been pivotal 
in driving advancements, resulting in improved 
performance and reduced energy consumption. 
However, these advancements have also highlighted 
the vulnerability of integrated circuits (ICs) to 
reliability issues, particularly those caused by 
transistor aging [5, 6]. Transistor aging refers to the 
decline in a transistor’s performance over time, 
primarily due to the bias temperature instability (BTI), 
as further described in Section 2. The BTI significantly 
affects IC reliability, causing performance degradation 
and critical circuit failures due to timing violations. 
Moreover, asymmetric aging exacerbates timing 
violations and amplifies reliability concerns because it 
results from unevenly distributed degradation. 

The present work investigates how transistor aging 
affects GPGPU execution units. Our experimental 

analysis includes functional and physical design 
simulations, indicating that computational elements 
within GPGPUs can be highly susceptible to BTI. 
Additionally, our analysis indicates that the various 
execution units within GPGPU processing elements 
(PEs) may experience asymmetric aging, resulting in 
even more serious timing violations. Thus, we present 
herein a mitigation technique that relieves asymmetric 
aging in GPGPU execution units and mitigates the 
associated timing violations. The proposed solution 
uses a pseudorandom bit sequence (PRBS) generator 
that is activated on idle slots of GPGPU execution 
units. The PRBS circuitry generates dynamic random 
data patterns that are injected into the GPGPU PEs, 
thereby avoiding a constant idle state that contributes 
to asymmetric aging. 

The remainder of this paper is structured as 
follows: Section 2 provides background and discusses 
prior works. Section 3 investigates the vulnerability of 
GPGPUs to transistor aging and presents our 
mitigation approaches and experimental results. 
Finally, Section 4 concludes our work. 
 
2. Background and Prior Works 
 

Transistor aging refers to the deterioration of 
transistors in digital circuits [5,6], which is caused by 
charge-carrier trapping in the transistor inversion 
channel at the dielectric insulator of the transistor gate. 
The BTI is recognized as the primary mechanism 
governing transistor aging; it is activated when a 
constant voltage is applied to the transistor gate, 
elevating the transistor’s threshold voltage. This 
increase in threshold voltage increases transistor 
switching delay and reduces transistor speed. Logical 
gates that remain in a constant idle state of logical 0 
are particularly susceptible to aging because p-type 
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transistors are more prone to BTI than n-type 
transistors. The BTI aging model utilized to depict the 
rise in threshold voltage relies on the reaction-
diffusion model, which stands as the primary 
framework employed by the semiconductor industry 
[5]. The equation below furnishes the increment in 
threshold voltage, denoted as ∆Vth, resulting from BTI 
stress: 
 

∆𝑉 ∝ 𝐾 ∙ 𝑒 ∙ 𝑡 𝑡 , (1) 
 
where Ks represents a constant that varies with the 
technology employed, while Ea signifies the activation 
energy of silicon. T denotes the operating temperature, 
K stands for the Boltzmann constant, t0 marks the 
initiation time of NBTI stress, and t represents the total 
time duration. Asymmetric aging refers to an uneven 
distribution of performance degradation among 
transistors in an IC, which can lead to severe timing 
issues, including setup and hold timing violations.  

Fig. 1 illustrates an example of asymmetric aging 
in a digital circuit. In this illustrated example, a clock 
gate cell controls the clock of the capture clock branch, 
while the launch clock branch is free-running. If the 
clock gate is enabled for a short duration, it will result 
in asymmetric aging, causing the capture path to 
experience a greater delay shift compared to the 
launch path. As a result, the circuit may incur hold 
timing violations. 

 
 

 
 

Fig. 1. An example of a potential hold timing violation  
due to asymmetric aging.  

 
 

Common approaches to combat transistor aging 
involve incorporating additional timing margins to 
mitigate the effects of asymmetric aging. However, 
such approaches often require complex simulation 
analyses and can lead to overdesign [7]. Other studies 
[8–10] have proposed models for predicting aging 
degradation and have explored various solutions, 
including reducing clock cycle time, resizing 
transistors, tuning VDD, and power gating. Agrawal et 
al. [11] proposed predicting circuit failure by using 
sensors placed at various locations in the silicon die. 

Additional research [12] explored techniques to 
analyze digital circuits and detect the most vulnerable 
gates affected by negative BTI (NBTI) stress. This 
involves using an aging model with BTI-aware 
libraries and applying aging-aware timing analysis. 
Abbas et al. [13] proposed executing anti-aging 
programs instead of idle tasks during periods of low 
processor use. Gabbay et al. [6] proposed an aging-
aware microarchitecture to minimize the effects of 
asymmetric aging on execution units, register files, 
and memory hierarchy in microprocessors while 
minimizing overhead. 
 
 
3. Asymmetric Transistor Aging Impact on 
GPGPU Execution Units  
 

This section elucidates how transistor aging affects 
GPGPU execution units. We experimentally extracted 
the aging profile of GPGPUs using functional 
simulations and then used aging models derived from 
the aging profile to comprehensively analyze the 
timing of logical paths within the execution units. 
Based on the results, we propose a circuitry to avoid 
asymmetric aging and thereby mitigate timing 
violations. Finally, we analyze the overhead 
effectiveness of this scheme. 

The experiments were conducted using the gpgpu-
sim GPGPU simulator [14]. The simulation 
environment incorporated cycle-level modeling of the 
RTX 2060 [15] GPGPU, enabling the execution of 
computing workloads written in CUDA or OpenCL. 
To cater to the specific experimental requirements, we 
modified the simulation platform and implemented the 
necessary mechanisms for accurate measurements. 
For benchmarking, we used simulation benchmarks 
employed in the gpgpu-sim ispass 2009 paper [16]. 
These benchmarks encompass a diverse range of 
applications, including neural networks, graph 
algorithms, and complex mathematical calculations.  

The signal probability [6] is a widely used 
technique to assess the BTI stress profile of logical 
elements. It quantifies the probability of a signal 
having a logical value of 1. Specifically, it is 
determined by the ratio of the time during which a 
signal remains in the logical 1 state to the total elapsed 
time. A smaller signal probability corresponds to a 
more pronounced BTI, resulting in performance 
degradation and potential failure of ICs over time.  
Fig. 2 shows the activity levels observed in RTX2060 
Streaming Multi-Processors for two specific 
benchmarks: the breadth-first search (BFS) algorithm 
and a neural network (inference). Activity is measured 
as the percentage of time the execution unit remains 
active relative to the total elapsed time. The 
experimental results indicate that, for the BFS 
benchmark, the integer execution units within all 
RTX2060 Streaming Multi-Processors were idle 
approximately 70% of the time. Additionaly, for the 
NN benchmark, the single-precision floating-point 
units remained idle more than 85% of the time. These 
results suggest that the GPGPU PEs may be vulnerable 
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to transistor aging because of their prolonged idle 
periods. Maintaining an idle state for an extended 
duration increases exposure to aging effects, 
potentially impacting the reliability and performance 
of the PEs.  

For this case study, we used an integer arithmetic 
logic unit (ALU) and a single-precision floating-point 
unit (FPU) taken from OpenCore.1 We performed full 
synthesis, place and route, and timing analysis on 
these modules in a 28 nm process node. The clock 
frequency for timing signoff for the FPU and ALU was 
164 and 240 MHz, respectively. Our timing analysis 
used aging-aware library models, as described in Ref. 
[6]. These models account for the impact of BTI by 

derating cell delays using NBTI degradation factors 
derived from the signal probability extracted from the 
functional simulations illustrated in Fig. 2.  

The results of our timing analysis, presented in 
Table 1, reveal that BTI can generate significant 
timing violations in both GPGPU ALUs and FPUs. 
When aging is not considered (e.g., for a fresh design) 
no timing violations occur. However, when aging 
effects are considered, both the FPU and ALU 
experience setup and hold timing violations. Although 
setup violations can be alleviated by reducing the 
clock frequency, hold violations cannot be mitigated 
at present. 
 

 
 

 
 

(a) 
 

 
(b) 

 
Fig. 2. Activity measured in RTX2060: (a) integer execution unit, and (b) floating point unit for BFS algorithm  

and neural network benchmarks, respectively. 
 
 

To address how BTI affects GPGPU execution 
units, we propose adopting a pseudorandom bit 
sequence (PRBS) generator activated by a low-
frequency clock, as illustrated in Fig. 3. This approach 
is inspired by the technique suggested in Ref. [6] for 
general-purpose microprocessors. As illustrated in 
Fig. 3, the PRBS data patterns are multiplexed with the 
functional data path inputs through a designated 

 
 

1 www.opencores.org 

multiplexer. The use of a PRBS generator creates 
pseudorandom patterns, which are fed into the 
GPGPU FPU and ALU, thereby mitigating extended 
periods of constant stress. The PRBS circuitry is timed 
using a slow-frequency clock during idle time slots of 
the FPU and ALU. When the PRBS circuitry is 
enabled, the input multiplexer selects the PRBS data, 
which is then injected into the data path of the 
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execution units. The clock frequency for this PRBS 
generator can be set to a few megahertz or less to 
minimize any potential dynamic power overhead. This 
technique provides a practical way to reduce the 
vulnerability of GPGPU PEs to the BTI, enhancing 
their resilience and prolonging their operational 
lifetime. Our timing analysis for the FPU and ALU 
employing the PRBS asymmetric aging avoidance 
circuitry, demonstrates the successful elimination of 
all timing violations, as shown in Table 1.  

 
 

Table 1. Worst negative slack (WNS) and the number of 
violated timing paths (NVPs) for FPUs and ALUs for fresh 
design, aged design, and a design with asymmetric aging 

avoidance. 
 

Setup WNS [ps] /NVP 

 
Fresh Aged  Asymmetric aging 

avoidance  

FPU 0/0 −115/469 0/0 

ALU 0/0 −23/1 0/0 

Hold WNS [ps] /NVP 

 
Fresh Aged Asymmetric aging 

avoidance 
FPU +4.5/0 −2/7 0/0 
ALU +13/0 −1/10 0/0 

 
 

 
 

Fig. 3. Asymmetric aging avoidance circuitry  
based on PRBS generator. 

 
 

"As part of our experimental analysis, we provide 
a summary of the total area and power overhead of the 
asymmetric aging avoidance circuitry in Table 2, 
which indicates a minor area and power overhead. 
 
 

Table 2. Asymmteric Aging Avoidance  
Circuitry Overhead. 

 
Area Overhead Total Power Overhead 

68 um2 31 uW 

 
 
4. Conclusions 
 

The emerging deployment of GPGPUs in mission-
critical systems establishes stringent requirements for 
the resilience and reliability of GPGPUs. However, the 

advent of advanced process nodes has also revealed 
the susceptibility of ICs to reliability issues, 
specifically those stemming from transistor aging. 

This paper examines how asymmetric transistor 
aging affects GPGPU execution units. Our 
experimental analysis shows that GPGPU execution 
units can be highly susceptible to the BTI due to 
prolonged periods of idle stress. As a case study, we 
investigate in this work the NVIDIA RTX 2060 
GPGPU using BFS and NN benchmarks, and the 
results indicate that execution units such as the integer 
execution unit and the FPU can remain idle for around 
70 % and 85 % of the total time, respectively. These 
results suggest that such execution units are highly 
susceptible to asymmetric transistor aging. 

These concerns were supported by a detailed 
timing analysis that combines an aging library model 
with the aging profile derived from functional 
simulations. The observed timing violations suggest 
that GPGPU computational elements can 
asymmetrically age, resulting in setup and hold timing 
violations. In addition, we introduced an asymmetric 
aging avoidance circuitry based on a PRBS generator 
to mitigate asymmetric transistor aging in GPGPU 
execution units. A detailed timing analysis indicates 
that the asymmetric aging avoidance circuitry 
eliminates the timing violations caused by asymmetric 
transistor aging. 

Further research is warranted in the domain of 
asymmetric transistor aging in GPGPUs and other 
computational elements. First, exploring adaptive 
techniques to dynamically adjust clock frequencies, 
clock latencies, or resource allocation could be 
promising avenues for mitigating aging-induced 
timing violations. Second, investigating novel design 
methods that integrate fine-grained aging-aware 
optimizations into the microarchitecture could provide 
more comprehensive solutions. Finally, extending this 
study to encompass a wider array of benchmarks and 
real-world workloads is crucial to establishing the 
robustness and generalizability of the proposed 
solution. 
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Summary: When forming stretchable interconnections, due to the non-plastic nature of metals, a special curved shape of 
conductors is required. This reduces the emerging stresses in the metal, which can lead to defects in the topology. The effect 
of mechanical deformations in the structure of a stretchable PDMS-based substrate with copper and gold horseshoe-shaped 
conductors was investigated.  Based on the simulation results, zones with maximum stresses where defects are most likely to 
occur under uniaxial tension were determined. The dependence of the maximum emerging stresses in the conductor on the 
clearance between the edge of the stretchable substrate and the conductor has been determined. The effect of the thickness of 
stretchable substrates at different applied loads on the mechanical stresses in the conductor has been determined.  Adding a 
buffer layer of polyimide to improve adhesion leads to a decrease in stresses in the conductor under longitudinal stretching. 
Increasing the width of the polyimide buffer also reduces stresses in the metal. 
 
Keywords: Stretchable substrate, Horseshoe conductors, Mechanical deformation, Polyimide buffer layer, PDMS, Maximum 
emerging stresses, Theoretical modeling. 
 

 
1. Introduction 

 
Stretchable electronics are currently being actively 

developed around the world. Wearable and 
implantable devices often require flexible substrates 
that repeat the irregular shapes of what  
they are attached to. For example, in the field of 
biomedicine, they must follow the shape of the 
patient's body, minimizing physical limitations. At the 
same time, such devices must not only be flexible, but 
also have the ability to stretch/compress during 
movement. 

The possibility of adapting the shape of electronic 
devices during use remains an urgent task that requires 
the development of new technological solutions and 
research into the structural and technological 
principles of their formation. Products of this type 
should be able to compensate for large deformations, 
while remaining reliable and maintaining their 
functionality. 

When forming stretchable interconnections, a 
special structure of conductors is required due to the 
non-plastic nature of metals [1-2]. In the case when the 
connections are made of solid metals, the geometry of 
the conductors must be curved. 

Various designs of stretchable interconnections 
have been considered in scientific works on this topic 
[3-8]. Particular attention was focused on the shape of 
metal conductors, because they are subjected to the 
greatest mechanical stresses. Mechanical defects can 
occur in the metal during stretching up to complete 
rupture of the structure and loss of electrical 
connection. 

To achieve maximum tensile strength, rounded 
meander interconnection technology is used. In such 
horseshoe-shaped conductors (Fig. 1), the smallest 
stresses occur under the influence of linear 
deformations [9]. 

Considering the above, in this work, a stretchable 
base with a conductor of exactly this shape is chosen 
as the model under research. In addition to the shape 
of the metal conductor, the stretchable structure itself, 
its geometrical parameters, and the properties of the 
used silicone material affect the strength and reliability 
of the stretchable interconnection design. 
 

 
 

Fig. 1. Horseshoe metal conductors. 
 
Silicones have very low surface adhesion and low 

Young's modulus compared to metals, which leads to 
difficulties with traditional metallization techniques. 
As a result, the metal surface can crack and the circuits 
can be broken [10]. To avoid such defects, 
technologies were developed to form elastic 
interconnections [11], which exclude the process of 
metallization of silicone materials, such as the 
technology of forming interconnections on a 
stretchable base by magnetron sputtering with a buffer 
layer of polyimide [12]. Therefore, in addition to the 
silicone/metal/silicone structure, the structure with the 
addition of a polyimide buffer layer was also 
investigated for the effects of mechanical strain [13]. 
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2. Methods 
 

2.1. Stretchable Structure Design 
 

Fig. 2 shows the basic parameters of the conductor 
for rounded meander tracing and the graph of 
theoretical stretching before straightening at different 
angles of tracing [14]. The main mechanical 
parameters of the design are – angle θ, radius R and 
conductor width W. 

The theoretical stretch of a conductor made by a 
rounded meander in the fully stretched state is 
determined by expression (1): 

 

𝜀 𝜃,
𝐿
𝑅

 
2θ  

L
R

2sinθ  
L
R cosθ

 1 , (1) 

 

where L is the length of the straight section of the 
conductor. 

The results shown in Fig. 2 show that the allowable 
stretch increases when the W/R ratio decreases, but 
that increasing the angle θ does not always increase the 
allowable stretch. The L/R ratio is critical due to the 
fact that it can improve or degrade the results 
achieved. 

COMSOL Multiphysics software was used to 
construct a sketch of the conductor with the geometric 
parameters shown in Table 1. 

The first variant of the stretchable structure 
consists of three elements: a bottom silicone layer, a 
horseshoe metal conductor and a top silicone layer 
(Fig. 3). Then, in the second variant of the structure 
(Fig. 4), a polyimide buffer layer is added between the 
bottom layer of the silicone material and the metal 
conductor, repeating the shape of the conductor, but 
differing in width. 

 
 

 
 

 
 

(a) (b) 

 
Fig. 2. Basic parameters of the conductor (a) and the dependence of theoretical stretching before straightening  

at different angles of wiring (b) [14]. 
 

Table 1. Design parameters. 
 

Parameter Unit Value 

Thickness of metal conductor μm 15 

Meander amplitude mm 1.3 

Internal meander radius mm 0.3 

Outer meander radius mm 0.4 

Conductor width mm 0.1 

Minimum clearance between segments mm 0.19 

Meander period mm 1 

Conductor length mm 1.5 

Polyimide layer thickness μm 7 

Thickness of the bottom layer of silicone mm 0.4 

Thickness of the top layer of silicone mm 0.1; 0.2; 0.4 

Clearance from the edge of the stretchable substrate to the conductor mm 
0.1; 0.2; 0.3; 0.4; 0.5; 0.6; 0.7; 

0.8; 0.9; 1 
The width of the polyimide under the conductor mm 0.12; 0.13; 0.14; 0.16; 0.18; 0.2 
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Fig. 3. Stretchable structure without buffer layer. 
 
 

 
 

Fig. 4. Stretchable structure with polyimide buffer layer. 
 
 
2.2. Model Materials 
 

SYLGARD 184 (Dow) polydimethylsiloxane 
(PDMS) was chosen as the substrate material. 
Polydimethylsiloxane is a non-toxic, biocompatible 
and, most importantly, highly plastic material. It is 
also resistant to most solvents and acids, and is 
optically clear (up to the far UV region). This makes it 
compatible with many standard manufacturing 
processes. However, it has very low surface adhesion 
and a low Young's modulus, making traditional plating 
methods difficult. The properties of Sylgard 184 are 
shown in Table 2. 
 
 

Table 2. Properties Sylgard 184. 
 

Parameter Unit Value 

Density kg/m3 1030 

Tensile strength MPa 6.7 

Relative elongation at break % 85 

Young's modulus MPa 1.5 

Poisson's ratio  0.495 

Thermal conductivity coefficient W/(m‧K) 0.27 

 
 
Polyimide was chosen as a buffer layer; its 

properties are shown in Table 3. Copper and gold were 
chosen as conductor materials. Their properties are 
given in Table 4. 

Table 3. Polyimide properties. 
 

Parameter Unit Value 

Density kg/m3 1300 

Young's modulus GPa 3.1 

Poisson's ratio  0.34 

Thermal conductivity coefficient W/(m‧K) 0.15 
 
 

Table 4. Properties of conductor materials. 
 

Parameter Unit 
Value 

Copper Gold 
Density kg/m3 8940 19300 
Young's modulus GPa 128 75.8 
Poisson's ratio  0.35 0.44 
Thermal 
conductivity 
coefficient 

W/(m‧K) 394 316 

 
 

2.3. Modeling Methods 
 

The effect of mechanical deformations in the 
stretchable structure with horseshoe metal conductors 
was investigated using theoretical modeling in 
COMSOL Multiphysics software. 

To simulate uniaxial tension, one face of the 
prepared structure was fixed, and a tensile load was 
applied to the other face (Fig. 5). 

 
 

 
 

Fig. 5. Fixed face of the structure and the face to which the 
load is applied in uniaxial tension. 

 
 

To design stretchable interconnections, it is necessary 
to understand what width of the substrate should be 
put into the design to meet the required indicators of 
structural stability against various deformations. The 
effect of the minimum clearance from the edge of the 
stretchable substrate to the conductor on the value of 
mechanical stresses in the conductor arising from 
uniaxial tension of the structure was determined for 
copper and gold. 

In order to select the most suitable thickness of 
stretchable substrates, uniaxial stretching simulations 
of substrates of different thickness under different 
applied loads were performed for a copper and a gold 
conductor. 
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PDMS has very low surface adhesion, so 
additional buffer layers, such as polyimide, can be 
used in stretchable interconnections technologies to 
avoid defects in the conductor. The effect of the width 
of the polyimide under the conductor on the 
mechanical stability of the structure was investigated. 

 
 

3. Results and Discussion 
 
3.1. Effect of Minimum Clearance between the 

Conductor and the Edge of the Substrate 
 

Based on the simulation results, the zones with 
maximum stresses where defects in uniaxial tension 
are most likely to occur have been determined. The 
maximum stresses occur along the inner radius of the 
horseshoe conductor. 

As can be seen from the graphs shown in Fig. 6 (a) 
for the copper conductor and Fig. 6 (b) for the gold 
conductor, respectively, the maximum stresses in them 
occur at the value of the clearance to the edge of the 
substrate 0.4 mm. It is worth separately considering 
the sections of the graphs with a clearance of 0.1 - 0.4 
mm and 0.4 - 1 mm.  

When the conductor clearance to the edge of the 
substrate is smaller than 0.4 mm, the resulting stresses 
are influenced by the transverse tensile contraction of 
the elastic substrate. Because of this, the conductor is 
subjected to less stress and less lateral distortion. 
Therefore, smaller clearances result in lower stresses 
in the conductor. Special attention should be paid to 
the too small initial clearance (0.1 mm) of the 
conductor from the edge of the substrate. Fig. 7 shows 
that the conductor is close to the edge of the substrate 
or can even protrude from it.  

 
   

  
(a) (b) 

 
Fig. 6. Dependence of maximum emerging stresses in copper (a) and gold (b) conductor on the size of the clearance between 

the edge of the stretchable substrate and the conductor. 
 

 

 
 
Fig. 7. Uniaxial tension of the structure with gold 

conductor at 0.1 mm clearance. 
 

In practice, this can affect the reliability of 
stretchable devices because the conductor can be 
damaged and the electrical connection can be broken. 

Increasing the clearance to 0.2 mm causes a sharp 
increase in stresses in the metal, because in this case 
the conductor is no longer close and does not come out 
of the stretchable substrate. 

When the gap of the conductor to the edge of the 
substrate is larger than 0.4 mm, the transverse 
contraction of the elastic substrate in tension ceases to 
have a significant effect on the arising stresses in the 
conductor. Increasing the clearance leads to a decrease 
in the emerging stresses and acquires a close to linear 
dependence. 
 
 
3.2. Uniaxial Tension with different Substrate 

Thicknesses 
 

In order to be able to select the most suitable 
thickness of stretchable substrates, a simulation of 
uniaxial stretching of substrates of different 
thicknesses was performed. The total thickness is 
determined by two components - the lower and the 
upper substrate.  
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As can be seen from the graphs shown in Fig. 8 (a) 
for the copper conductor and Fig. 8 (b) for the gold 
conductor, respectively, the emerging stresses in the 
metal increase as the thickness of one of the substrates 
increases in the range of applied load 0.1 – 0.5 MPa. 
Also, the greater the applied load to the stretchable 
structure, the greater the scatter between the emerging 
stresses in the conductor at different substrate 
thicknesses becomes.  During the simulation process, 

it was also observed that the distribution of mechanical 
stresses across the conductor becomes more regular 
with a layer thickness of 0.1 mm. Also, the face to 
which the load was applied (Fig. 5) is more curved 
toward the conductor, which results in slightly less 
stretching, which affects the maximum stress. For the 
copper and gold conductor, the situations are identical, 
differing only in the ranges of maximum stresses. 

 

  
(a) (b) 

 
Fig. 8. Dependence of maximum emerging stresses in copper (a) and gold (b) conductor on applied loads at different 

thicknesses of stretchable substrates. 

 
3.3. Effect of the Buffer Layer Width 
 

To improve the adhesion of the metal conductor 
with the substrate, additional buffer layers are used, in 
our case polyimide was chosen. It completely follows 
the shape of the conductor, but differs in width. 

In order to be able to select the most suitable width 
of the buffer layer, the dependence of the maximum 
emerging stresses on the width of the polyimide under 
the conductor was determined for the copper (Fig. 9 
(a)) and gold (Fig. 9 (b)) conductor, respectively. A 
uniaxial tensile load of 0.5 MPa was applied to the 
stretchable structure. 

As can be seen from the graphs when the buffer 
layer is added, the resulting stresses in the conductor 
decrease (compared to the tensile results at 0.5 MPa 
without the buffer layer in Fig. 8).  This is due to the 
difference in properties of PDMS and polyimide 
(strong difference in Young's modulus and Poisson's 
ratio).  Due to this, there is slightly less stretching of 
the stretchable structure, which leads to less resulting 
stress in the conductor. Increasing the width of the 
buffer layer also leads to a further decrease in the 
emerging stresses.  

 

  
(a) (b) 

 
Fig. 9. Dependence of maximum emerging stresses on the width of polyimide under the conductor  

for copper (a), and gold (b) conductor. 
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4. Conclusion 
 

The research considered the effect of mechanical 
strains in the design of a stretchable substrate with 
horseshoe conductors made of copper and gold. The 
dependence of the maximum emerging stresses in the 
copper and gold conductor on the size of the clearance 
between the edge of the stretchable substrate and the 
conductor was determined. With small conductor to 
edge clearances (less than 0.4 mm), the magnitude of 
the resulting stresses is influenced by the tensile 
transverse contraction of the stretchable substrate. If 
the clearance is too small (less than 0.1 mm), 
transverse contraction of the substrate can cause the 
metal conductor to be close to the edge or can even 
come out of the substrate, which can affect the 
reliability of stretchable devices. 

The dependence of the maximum emerging 
stresses in the conductor on the applied loads at 
different thicknesses of substrates has been 
determined. Stresses in the metal increase as the 
thickness of one of the substrates grows, and an 
increase in the applied tensile load to the stretchable 
structure increases the scatter of stresses at different 
thicknesses of the substrates. 

Since the technologies of forming stretchable 
structures based on PDMS use additional buffer 
layers, the effect of the buffer layer width under the 
conductor on the mechanical stresses in the metal was 
determined. Adding a buffer layer of polyimide and 
increasing its width leads to a decrease in stresses in 
the conductor. 
This research did not take into account the adhesion of 
the materials to each other, the high elasticity of 
PDMS, the plasticity of metals, and their anisotropic 
and isotropic properties. Further research of the effect 
of mechanical strains in the structure of the stretchable 
substrate with metal horseshoe conductors are planned 
to be carried out taking into account the influence of 
these parameters and material properties. 
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Summary: This paper presents an active phase shifter with a fine phase step of 4 degrees at 28GHz Ka-band, implemented at 
22nm FDSOI. The topology is based on the vector modulation approach to phase shifting and practically utilizes hybrid 
couplers to generate the I and Q vectors, while the Variable Gain Amplifiers (VGA) adjust their magnitude. At the output, the 
resulting vector is synthesized by current summation and provides the targeted phase shift. Current DACs are used to control 
the VGA attenuation and hence form an easy and flexible way to compensate for any distortion and non-linearity of the signal 
path. The performance bottleneck is proven to be the limited minimum attenuation of the VGA, which is translated to an 
increasing phase shift error at extreme points of the summing vectors, i.e. at 90, 180 and 270 degrees. Results demonstrate a 
worst-case deviation of 1.7 degrees from the nominal phase step and an amplitude distortion of less than 0.4 dB from the 
nominal magnitude, consuming 9.4 mW at 1.2 V. 
 
Keywords: FDSOI, 5G, Phase shifter, Mobile communications, Wireless, Phase arrays, beamforming. 
 

 
 

1. Introduction 
 

Millimeter-wave systems steadily become the 
ideal technology for multi-gigabit wireless 5G and 6G 
networks. In such systems, a significant concern in 
developing an idea to a viable product is the increasing 
cost besides the existing technical challenges. Thus, 
low cost, highly integrated Ka-band phased array 
transceivers [1] for mobile communications have been 
developed in various technologies (GaAs, BiCMOS, 
CMOS), however the ones in CMOS seem to be 
attracting the attention for lower power consumption 
[3, 4, 5]. Beamforming techniques (IF-, RF-, LO-path) 
are used to adjust the directional antenna gain, each 
one having different advantages, and hence in the 
context of an analog beamforming system, the phase 
shifter becomes a crucial component for the efficient 
operation of the mm-wave system [2].  

The basic types of RF phase shifters can be 
categorized into switched line [9, 10], reflection [11, 
12], loaded line [13], and vector modulation [7, 8]. 
Switched line, reflection, and loaded line suffer from 
insertion loss, phase error, and large area, while vector 
modulation is an active approach and consumes more 
power. Vector modulation implementations are widely 
preferred in literature, achieving extremely high 
frequency bands of operation, such as the E-band 
BiCMOS [7] and the W-band SiGe [8]. The former 
phase shifter demonstrates the novelty of the 
feedback-variable attenuator with the CMOS control 
circuit which however still consumes 12mW [7]. The 
latter W-band phase shifter utilizes a differential 
Lange coupler to complement the Gilbert cell 
attenuator, but it also consumes more than 49 mW. 

This paper presents a CMOS active phase shifter 
implementation at 22 nm FDSOI technology, 
demonstrating a Ka-band operation at 28 GHz with a 

phase shift step of 4 degrees and reasonable phase and 
amplitude distortion. In particular, Section 2 presents 
the main building blocks, the Hybrid coupler and the 
VGA, while Section 3 outlines the performance of the 
aforementioned phase shifter with its main metrics of 
interest. 
 
2. Proposed Active Phase Shifter Topology 
 
2.1. Operation 
 

The phase synthesis is based on the vector sum 
method [1], which relies on the summation of two 
vectors I and Q of different amplitudes and 90 degrees 
difference. The resulting vector produces phase 
variants of the input vectors while keeping a constant 
amplitude, as shown in Fig. 1.  
 

 

 
 

Fig. 1. (top) Vector modulation method for phase 
adjustment and (bottom) proposed active phase shifter. 
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The active phase shifter comprises two hybrid 
couplers that convert the differential input signal to 
two vectors I and Q. These signals are consequently 
attenuated accordingly by the variable-gain-amplifiers 
(VGA) to achieve the desired phase shift at the output, 
for the same amplitude. 
 
 
2.2. Hybrid Coupler 
 

In brief, the Hybrid coupler of Fig. 2 has four ports, 
and it can be practically used as a power splitter and 
power combiner. In the context of the phase shifter, it 
is used as a power splitter, thus the ISO port is 
terminated to 50 Ohms and Ports 2 and 3 generate 
attenuated (by 3.2 dB) versions of the signal of Port 1, 
with a phase difference of 90 degrees.  

The equivalent model of the Hybrid coupler is also 
given in Fig. 2, along with the component expressions 
[6], scaled to achieve operation at 28 GHz. The values 
of the passive components are given in equation 1:  
 

𝐿
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                          (1a) 

 

𝐶
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                        (1b) 

 

𝐶
.

∙
                        (1c) 

 
 

 
 

 
 

Fig. 2. (Top) Layout and (bottom) equivalent model  
of hybrid coupler. 

 
 

The standalone Hybrid coupler implementation 
performs adequately, with magnitudes of S21 and S31 
approximately -3.5 dB, while their phase difference is  
87 degrees at 28 GHz. The reflection coefficients of 
interest are shown in Fig. 3. 

 
 

Fig. 3. Reflection coefficients S21/S31 magnitudes  
and phases of Hybrid coupler. 

 
 
2.3. Variable Gain Amplifier 
 

The implemented Variable Gain Amplifier (VGA) 
consists of the VGA core and a bias block as shown in 
Fig. 4. The VGA core is a typical Gilbert cell with an 
R-L tank as a load, with additional always-ON nMOS 
transistors used for isolating the mixing input pairs 
from the tanks and the output nodes.  

As far as the VGA bias block is concerned, a 
differential current steering cell is used to generate the 
UP and DOWN signals for the VGA core. Based on 
the instantaneous values of gate voltages UP and 
DOWN, and the RF inputs, different currents are 
mixed to generate respective voltages across the loads, 
and hence the attenuation of the VGA is achieved 
using current DACs steering current over diodes that 
bias the LO inputs of the VGA. 
 

 
 

Fig. 4. Diagram of proposed VGA. 
 

The current VGA is practically a mixer; hence the 
maximum conversion gain is limited to negative 
values. Thus, a minimum attenuation of around  
-6.2 dB has been reached, which poses the VGA as the 
main source of error and non-linearity of the phase 
shifter, as can be understood by looking at the vector 
sum method of Fig. 1. The VGA however 
demonstrates a good linearity across the IDAC control 
currents as shown in Fig. 5. On the other hand, the 
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Hybrid coupler is purely passive block and its 
accuracy at silicon, relies on considering the parasitics. 
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Fig. 5. VGA attenuation characteristic.  
 
 
3. Performance Summary 
  

The main metrics of interest are the phase step 
linearity (DNL) and the amplitude distortion of the 
synthesized output vector. Fig. 6 shows the post-
layout simulation of the phase shifter for a full-360-
degree shift with a 4-degree step. The output vector is 
given in polar coordinates, targeting a constant 
amplitude of -17.5 dB and the ideal characteristic is 
also overlaid to illustrate the performance of the phase 
shifter.  

 

 
 

Fig. 6. Layout of final active phase shifter at 28 GHz. 

 
Setting a closer eye on the characteristic circle of 

the phase shifter, the amplitude distortion is given in 
Fig. 7, demonstrating a worst-case deviation of less 
than 0.4 dB from the nominal -17.5 dB. Regarding its 
linearity, in terms of a DNL, it has a maximum 
deviation of 1.7 degrees around the nominal 4-degree 
step. The latter along with the shifter’s characteristic 
are given in Fig. 8. 

The non-linearity of the system was particularly 
observed at extreme positions of the quadrature circle, 
that is at 90, 180 and 270 degrees of phase shifting. 
That was mostly anticipated because of the VGA’s 
performance limitation. Being in fact a mixer, 
achieving a high conversion gain is always a 
challenge, and thus the specific implementation’s 
limitation to a minimum attenuation of -6.2 dB 
becomes a bottleneck for achieving smaller phase 
steps and smaller DNL errors.  
 

 
 

Fig. 7. Amplitude distortion of output vector at 28 GHz. 
 
 

 
 

 
 

Fig. 8. Linearity of phase shifter at 28 GHz, (top) phase 
shifter characteristic, and (bottom) the DNL. 
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Moreover, the area of the phase shifter was aimed 
to be minimal, and therefore increasing parasitics 
degraded its performance. The performance was 
partially improved by calibrating the control signals to 
the VGAs, achieving a more uniform characteristic of 
the output vector’s phase. 

The complete layout of the phase shifter is shown 
in Fig. 9. The IDACs used to control the attenuation 
levels of the VGAs have not been included in the 
layout. The total area is 260×360 µm2. 
 

 
 

Fig. 9. Layout of complete active phase shifter at 28 GHz. 
 
4. Conclusions 
 

The active phase shifter demonstrated a four-
quadrant phase shift in Ka-band operation with a 
nominal phase step of 4 degrees and maximum phase 
step variation of 1.7 degrees across the full range. 
Moreover, the output vector magnitude remains 
adequately undistorted with a worst-case variation of 
less than 0.4 dB across the phase range, consuming  
9.4 mW at 1.2 V. 
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Summary: We demonstrate semiconductor process simulation on a GPU-based framework for highly efficient flux calculation 
in three-dimensional (3D) geometries. A top-down Monte Carlo ray tracing approach is described and implemented to simulate 
particle fluxes inside a plasma processing chamber. An accurate prediction of particle fluxes, influenced by geometry shading 
and reflection phenomena, is required to enable physical process models. We compare the CPU and GPU ray tracing results 
and show a significant performance increase when utilizing GPUs for this purpose. In this regard, we present our in-house 
developed process simulation framework, ViennaPS, involving high-performance surface descriptions combined with physical 
surface reaction models. Since flux calculations are frequently the performance bottleneck in physical process simulations, 
using GPUs enables a real-time process simulation framework for many relevant physical simulations. 
 
Keywords: Process simulation, Plasma etching, High-aspect-ratio, Ray tracing. 
 
 
1. Introduction 
 

The modern three-dimensional (3D) NAND flash 
memory architecture serves as an example of how 
challenging it can be to simulate the intricate processes 
which are required for the fabrication of modern 
semiconductor devices [1]. This is especially the case 
when working with vertical high-aspect-ratio (HAR) 
geometries involving a sequence of many complex 
processing steps.  

When simulating such complex processes, a 
pivotal aspect involves the calculation of particle 
fluxes directed onto the substrate surface within a 
processing chamber. This calculation stands as a 
foundational step for enabling physically accurate 
process models. Notably, in cases featuring HAR 
structures, the conventional analytical models and 
bottom-up flux calculations fail to adequately capture 
the precise particle movement and, in particular, 
particle reflections from the sidewalls [2]. 
Consequently, the use of a top-down flux calculation 
method becomes imperative, with Monte Carlo (MC) 
ray tracing emerging as the technique of choice [3]. 
MC ray tracing involves launching a large number of 
pseudo-particles from a source plane and tracing their 
path toward the substrate surface. Each pseudo-particle 
usually represents several hundred atoms, molecules, 
or ions of a particular species, e.g., etchant, polymer, 
or energetic ion. 

In this work, we present the combination of the top-
down flux calculation approach with the cutting-edge 
graphics processing unit (GPU) ray tracing engine 
NVIDIA® OptiX™ [4]. The presented tool is 
implemented in the in-house developed and open-
source process simulation framework ViennaPS [5]. 
This enables fast testing of process parameters without 
requiring expensive computational clusters or a 
significant amount of time when working on a single 
computing workstation. 

2. Top-Down Flux Calculation 
 

To compute particle fluxes, the accurate simulation 
of particle transport towards the sample surface within 
the etching reactor becomes essential. In typical 
simulations, the reactor is divided into reactor-scale 
and feature-scale regions, separated by the so-called 
source plane, because the particles’ traversal inside the 
reactor depend on the specific geometry of the reactor 
and the processing conditions present there [2]. The 
feature-scale region encapsulates the space 
immediately above the wafer and includes dimensions 
on the same length scale as the geometric features of 
the wafer on which the processing (etching or 
deposition) is performed. The extent of this region is 
considerably smaller than the mean free path of the 
particles (measuring from a few hundred nm to several 
µm). Consequently, interactions with the surface are 
much more frequent than particle-to-particle collisions 
in the gas phase. This dynamic allows for the 
assumption of ballistic transport to describe particle 
propagation across the feature-scale region [6]. 

Formally, the flux of particles stemming from a 
source plane P onto a surface S (cf. Fig. 1) can be 
expressed in the following integral equation: 
 

 

(1) 

 

where Γin(⃗x) is the incoming flux at a surface point ⃗x, 
Γsource is the distribution of particles on the source 
plane, Γrefl is the distribution of reflected particles from 
the surface and β(⃗x) is the surface sticking probability. 

In the field of computer graphics, there exists an 
analogous equation, namely the rendering equation [7], 
which describes the process of how light interacts with 
surfaces in a scene. Since the rendering equation is 
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pivotal in bridging the gap between the mathematical 
description of light and the creation of visually 
compelling computer-generated imagery, it has 
spurred decades of research and innovation in 
computer graphics. Solving the rendering equation 
analytically for an arbitrary scene is often impractical 
due to its complexity. Instead, techniques like MC ray 
tracing and other global illumination algorithms 
approximate the solution by simulating the behavior of 
light through random sampling of rays and surfaces [8]. 
 

 
 
Fig. 1. Schematic depiction of rays being traced from a point 
on the source plane to the surface using reflective or periodic 
boundary conditions. 
 

In this work, we utilize the MC ray tracing 
approach to find an approximate flux distribution on 
the wafer surface, determined by the solution of 
equation (3). In this approach, the product of Γsource and 
the source plane area Asource is split among Npart pseudo-
particles to achieve an initial per particle flux payload, 
also referred to as ray weight [9], of 
 

 
(2) 

 
The arriving flux at a surface point ⃗x is then 

calculated as a sum of all incoming pseudo-particles 
and their current weight multiplied by the surface 
sticking probability β(⃗x): 
 

 
(3) 

 
If the pseudo-particle is re-emitted (or reflected) 

from the surface, its weight is reduced using the surface 
sticking probability β(⃗x): 
 

 (4) 
 

This method results in a large number of pseudo-
particle trajectories, starting from a source plane above 
the struc-ture and possibly reflecting from the surface 
(cf. Fig. 1). Since we only consider a simulation space 
close to the sample surface, such that ballistic transport 
can be assumed, the pseudo-particles can be considered 
independent of each other. Therefore, the surface 
intersection calculations can be parallelized 

straightforwardly, rendering this method highly 
computationally efficient. 

In our previous studies, we demonstrated ray 
tracing flux calculation applications [10] based on the 
library Embree [11], which offers high-performance 
CPU kernels. However, since ray tracing can be 
parallelized straightforwardly, it forms an excellent 
application for GPU devices. NVIDIA® has released a 
multi-purpose ray tracing engine called OptiX™, 
which we now utilize to calculate particle fluxes inside 
a processing chamber. 

The engine uses a geometry acceleration structure 
based on a bounding volume hierarchy to achieve high-
performance ray tracing. This allows for a fast scene 
traversal and ray-geometry intersection calculation. 
Tracing a pseudo-particle over its entire path involves 
possibly multiple ray-geometry intersection 
calculations, depending on the number of reflections 
considered. This results in a traversal loop, as shown in 
Fig. 2. 

 

 
 
Fig. 2. Diagram of the ray traversal loop. If the ray weight 
(RW) is above a certain threshold (THOLD), it is reflected 
from the surface and may go through multiple intersection 
calculations. The fast geometry traversal and subsequent 
intersection calculation are carried out by the ray tracing 
engine OptiX™, while the user must provide the other 
programs. 

 
The ray is first initialized randomly on the source 

plane and assigned its particle-specific properties. 
Neutral particles are assumed to follow an initial 
isotropic distribution from the source plane, and thus, 
the initial direction is modeled using a simple cosine 
distribution [3]. Charged particles, such as ions, are 
more directed toward the surface because they are 
accelerated in an electric field inside the etching 
chamber. Therefore, their initial directions are modeled 
using a power cosine distribution [12]. After the 
pseudo-particle initialization, the closest point of 
impact is found by traversing the engine-internal 
geometry acceleration structure. Depending on 
whether a ray-surface intersection is found, either a hit 
or miss-program is called. In the miss-program, the ray 
is terminated, while in the hit-program, the 
contribution of the ray to the particle flux at the current 
surface location is calculated. Additionally, if the ray 
weight is above a certain threshold, the ray’s direction 
after reflection is calculated and the next intersection 
point is likewise determined. If a ray reflects into the 
source plane, it is considered a miss, and the traversal 
loop is terminated. In the ray tracing engine OptiX™, 
these programs are combined in a pipeline, which is 
then executed on the GPU [4]. 
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3. Process Modeling 
 

To model a physical etching or deposition process, 
we also require an appropriate surface representation 
and a description of the surface reactions. Combined 
with the top-down MC ray tracing approach, this 
enables the transient simulation of complex processing 
steps. In essence, the fluxes of different particle types, 

calculated by the top-down ray tracing approach, serve 
as input for the surface kinetics model, which captures 
the chemical and physical reactions on the surface. 
This yields a velocity at each point on the surface, 
which is needed to advance the surface in a time step. 
The individual steps performed in a single time step are 
shown in Fig. 3 and are explained in more detail in the 
following. 

 
 

 
 
Fig. 3. Simulation steps required to advance the surface in a single time step. These steps are repeated in a loop until the final 
simulation time is reached. To increase the overall performance, the calculation of the fluxes is enhanced by utilizing a GPU. 
 
 
3.1. Topography Description 
 

We use the level-set method [13] to propagate the 
surface, which provides a powerful framework for 
representing complex shapes and surfaces, including 
their evolution over time. The basic idea of this method 
is to represent an evolving surface implicitly using a 
scalar function ϕ(⃗x), called the level-set function. This 
function assigns each point in space ⃗x a signed 
distance value to the nearest point on the surface. The 
sign indicates whether the point is inside (negative 
values) or outside (positive values) the region M 
enclosed by the surface S, formally expressed as 
 

 

(5) 

 
where d is the Manhattan distance from a point ⃗x to 
the nearest location on the surface. The evolution of the 
level-set function over time is governed by the level-
set equation 
 

 
  (6) 

 

This equation models the movement of the 
boundary as the interface evolves under various forces 
or influences, captured in the velocity field v(⃗x). 

To make this approach computationally viable, the 
3D space is discretized into equidistant grid points, for 
which the level-set value is computed. For higher 
computational performance, we employ the sparse 
field approach [13], where only a few grid points close 
to the surface are stored, enabling efficient memory 
usage. Using a finite difference scheme, the level-set 
equation (6) is then solved through numerical 
integration. 
 
3.2. Mesh Generation 
 

Since the top-down MC ray tracing approach 
requires an explicit surface representation, specifically 
a triangulated mesh, a conversion between the level-set 
and a triangulated mesh becomes necessary. The 
Marching Cubes algorithm is an efficient method to 
extract an explicit surface from the level-set method. It 
divides the space into a grid of cubes and analyzes the 
level-set values at the corners of each cube to 
determine the surface’s position within that cube. 
Notably, the Marching Cubes algorithm is known to 
sometimes produce non-manifold or self-intersecting 
meshes. Therefore, post-processing steps might be 
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necessary to ensure proper mesh topology, remove 
self-intersecting triangles, and enhance the overall 
quality of the mesh. 
 

3.3. Surface Kinetics 
 

After calculating the particle fluxes on the surface 
mesh elements, we use a coverage-based surface 
kinetics model to determine the surface velocity. The 
model aims to capture the etching behavior in an 
SF6/O2 plasma, combining chemical etching and 
physical sputtering in a reactive ion etching (RIE) 
process. For this reason, three different particle types 
are considered: 

1) A reactive etchant, forming volatile etch 
products which dissociate thermally and thus 
etch the sub-strate; 

2) A passivating species which forms protective 
polymer layers on the surface, which cannot be 
etched chemically; 

3) Energetic ions physically sputter the film and 
polymer, thereby enhancing the dissociation of 
the volatile etch products. 

Using these particle fluxes, surface site balance 
equations are solved assuming pseudo-steady-state 
conditions, from which the etch rate can eventually be 
determined [14]. The pseudo-steady-state conditions 
can be assumed because the speed of the particles 
reaching the surface is many orders of magnitude faster 
than the surface motion. Therefore, the assumption is 
that the surface does not move within a time step, 
during which the particle flux is calculated. The 

velocity field following from the etch rate is then used 
to advance the surface by solving the level-set equation 
(6) for each time step. 
 
4. Results 
 

The results and performance of the developed ray 
tracing engine were compared, first on a simple trench 
geometry and subsequently using a transient etching 
simulation based on a physical SF6/O2 physics-based 
etching model [15]. All simulations were conducted on 
the same workstation with an AMD® Ryzen 7 8-core, 
16-thread CPU and an NVIDIA® GeForce RTX 3070 
GPU. 

First, a single-pass flux calculation was performed 
on a trench geometry to verify the result and compare 
the pure ray tracing performance. As shown in Fig. 
4(a), the flux profile on a slice of the trench matches 
the result of the CPU kernel. Multiple runs were timed 
to obtain a performance comparison, and the average 
result is given in Table 1. The performance measure of 
how many millions of rays are traced per second 
(MRays/s) can be calculated from the obtained timings 
and the total number of rays traced. The results show 
an almost 22-fold increase in performance when using 
the GPU engine over the CPU kernels. 

We further investigate the performance impact of 
the sticking probability. A lower sticking probability 
means more reflections occur, and the ray is traced 
over a longer total distance. This affects the total time 
required for the flux calculation, as shown in Fig. 4(c). 
 

 

 
 

Fig. 4. Flux of a single particle with diffuse reflections in a trench geometry. The normalized particle flux with sticking 
probability β = 0.1 is shown on a slice of the trench geometry in (a), and the geometry surface in (b). The arrows in Fig. (a) 
indicate the course of the flux along a slice of the trench in the adjacent plot. The sticking probability’s impact on the ray 

tracer’s overall performance is given in (c). 
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Table 1. Timing results for the two applications. All results 
were obtained by averaging over ten simulation runs. In the 
trench flux example, the measured times include only ray 
tracing, while the time in the etching examples includes the 
entire process flow, as described in Fig. 3. The CPU and 
GPU devices use the Embree and OptiX™ libraries, 
respectively. 
 

 
Device 

Time 
[s] 

MRays/s 

Trench Flux 
β(⃗x) = 0.1 

CPU 
GPU 

63.595 
2.901 

4.529 
99.282 

Trench Etching 
CPU 
GPU 

3297.440 
157.765 

- 
- 

Hole Etching 
CPU 
GPU 

2001.141 
104.187 

- 
- 

Finally, a transient hole etching and a trench 
etching simulation were performed as a practical 
application of the ray tracing engine. The hole is 
resolved on a grid with lateral extensions 60 × 60. 
Since the total amount of rays traced in each time step 
is bound to the number of triangles on the surface, it 
varies from around 4 to around 20 million rays. The 
trench is resolved on a grid with lateral extensions  
100 × 100, leading to 12-18 million rays being traced 
during each time step. The results of these simulations 
are shown in Fig. 5 and Fig. 6, respectively. The total 
time spent on ray tracing was again measured for both 
the CPU and GPU kernel over multiple runs, and the 
results are provided in Table 1. 

 
 

 
 

Fig. 5. Final shape of the transient hole etching simulation. A physical model for silicon etching, published by Belen et al.  
in [15], is used for the simulation. The result is shown after different etch times in the simulation:  

a) 30 s, b) 60 s, c) 90 s, d) 120 s. 
 
 

 
 

Fig. 6. Final shape of the transient trench etching simulation. A physical model for silicon etching, published by Belen et al. 
in [15], is used for the simulation. The material in blue serves as the mask, while the red material represents the silicon 

substrate. In a) The top-level view including the mask is depicted, while b) Shows a view of the etched substrate. 
 
 

Using the GPU kernels, the total time required to 
perform the hole etching simulation could be 
decreased from about 1 hour to a few minutes, making 
the GPU engine much more efficient for practical 
simulations when various parameter settings need to 
be tested. Additionally,  

HAR structures require more rays to be traced to 
achieve sufficient accuracy and to reduce the noise. 

Similarly, the trench etching simulation time could 
also be decreased from over 30 minutes to around  
100 seconds, once again showing a considerable 
performance boost, when using a GPU. In the trench 
etching simulation result, we also observe physical 
effects captured by the model, such as slight bowing at 
the bottom, referred to as microtrenching. This effect 
stems from ions being reflected specularly from the 
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sidewall and physically sputtering the bottom of the 
substrate [16]. 
 
5. Conclusions 
 

A GPU ray tracing framework for fast flux 
calculation in 3D geometries was described and 
implemented. Compared to CPU ray tracing, the 
significantly higher performance, provided by the 
GPU, enables near-realtime process simulations 
without requiring large computational clusters. The 
capabilities were demonstrated in physical simulations 
of silicon etching in a SF6/O2 plasma for trench and 
hole geometries. In this manuscript, we presented our 
process simulation framework, where the GPU ray 
tracing library is combined with high performance 
topography simulations using the level-set method. 
The overall high performance allows for quick and 
efficient testing of complex physical process models 
needed to investigate modern semiconductor 
fabrication techniques. 
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Summary: We obtained epitaxial multilayers of 𝑆𝑖 001 /𝑌𝑆𝑍/𝐶𝑒𝑂2/𝐿𝑎 . 𝐶𝑎 . 𝑀𝑛𝑂 /𝐵𝑎𝑇𝑖𝑂  on silicon substrates with a 
quite higher ferroelectric response of ~13𝜇𝐶/𝑐𝑚  and high photocurrent levels up to ~120𝜇𝐴/𝑐𝑚 . An ultrathin layer 
𝐿𝑎 . 𝐶𝑎 . 𝑀𝑛𝑂  of ~2.5𝑛𝑚 thick was used as button electrode. 𝐿𝑎 . 𝐶𝑎 . 𝑀𝑛𝑂  layer has concentration deficient of near 
with 𝐵𝑎𝑇𝑖𝑂  interface, improving its conductive behavior. 𝐵𝑎𝑇𝑖𝑂  cell parameter has a tetragonal distortion of 4,091Å along 
c-direction that gives a high ferroelectric response. This tetragonal distortion is attributed to the presence of 𝐿𝑎 . 𝐶𝑎 . 𝑀𝑛𝑂  
layer. Good levels of photocurrents make this system a great candidate for photonics and optoelectronic neuromorphic devices 
applications. 
 
Keywords: Thin films, Ferroelectric, Photocurrent, Neuromorphic. 
 
 
1. Introduction 
 

The research and development of new materials 
and devices that work in a faster, economical and easy 
to implement way, is a primordial objective today. At 
present, with immeasurable amounts of data generated 
every second, requiring fast and reliable storage and 
processing, it is vital to make all possible efforts 
necessary to solve the problem of big data [1]. Many 
candidates have emerged over the last decades, and 
especially everything related to devices oriented 
towards the development of artificial intelligence (AI) 
has a special interest [2]. 

The growth of epitaxial films on silicon is not an 
obvious and simple procedure and requires the 
appropriate buffers to reach the full epitaxial, but it has 
proven to be a very important alternative from the 
scientific and commercial point of view, because 
silicon is a very abundant element in nature and all 
current technological infrastructure is based on silicon. 
Obtaining thin films on high quality crystalline silicon 
is an economical option, because the use of high-cost 
and exotic monocrystalline substrates is avoided [3]. A 
wide variety of epitaxial systems have been obtained 
on regular silicon substrates for a large number of 
applications [4, 5]. The engineering for these systems 
is more or less well defined, and the number of possible 
applications is endless in all fields of study. For this 
reason, the research and development of new devices 
based on current silicon technology, is an important 
step for its rapid integration into the current technology 
industry for its production and massive consumption, 

and especially today where the use and reuse of 
resources is a fundamental requirement for any future 
technological development. Neuromorphic devices 
(Ref) and recently Optoelectronic Neuromorphic 
Devices [6] has focused great interest 

Ferroelectric materials are still of high interest in 
applications related with photonics [7], neuromorphic 
systems [6, 8] and resistive switching (RS) 
applications [9], due to their versatile and robust 
properties. The rapid polarization response to electrical 
stress and the large miniaturization capacity of a few 
nanometers makes them ideal candidates for the 
development of storage devices, processing and 
sensors. 𝐵𝑎𝑇𝑖𝑂  (𝐵𝑇𝑂) in particular is maybe one of 
the more known and investigated ferroelectric and it 
has been used in many of applications like  
mentioned before. 

Half doped 𝐿𝑎 . 𝐶𝑎 . 𝑀𝑛𝑂  ( 𝐿𝐶𝑀𝑂 ) is a 
particular and very interesting manganite. It is called 
as a paradigmatic phase separated manganites [10]. It 
has a 𝑃𝑛𝑚𝑎  space group and cell parameters of  
𝑎  5.42 Å , 𝑏  7.65 Å  and 𝑐  5.43 Å  at room 
temperature. 𝐿𝐶𝑀𝑂  samples deposited on different 
substrates has shown particular tensile and 
compressive stress that could give novel properties 
[11]. These features make it a good candidate to 
explore new properties in heterostructures such as 
lower buffer. 

In this work, we show the ferroelectric and 
photoelectric behavior of the 𝑆𝑖 001 /𝑌𝑆𝑍/𝐶𝑒𝑂2/
𝐿𝑎 . 𝐶𝑎 . 𝑀𝑛𝑂 /𝐵𝑎𝑇𝑖𝑂  ( 𝑆𝑌𝐶𝐿𝐵 ) structure. The 
high crystalline quality of each layer in the 
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heterostructure, shows some unexpected and 
interesting properties from the structural and electrical 
point of view. These results aim to contribute to the 
research and development of more robust, fast and 
reliable devices, with the ability to be potentially used 
in applications related to photonics and neuromorphic 
devices, from the use of silicon as a base element. 
 
 
2. Materials and Methods 
 

SYCLB epitaxial thin films on silicon was 
deposited by Pulse Laser Deposition (PLD) with 
Reflection High Energy Electron Diffraction 
(RHEED) option at 40 𝑘𝑉. A 266 nm Nd:YAG solid 
state laser at frequency of 5 𝐻𝑧 and 2 𝐽/𝑐𝑚 of fluency 
was used. Regular silicon substrates with 00𝑙  
orientation with any chemical o physical treatment 
were used. Yttria-stabilized zirconia (𝑌𝑆𝑍) and 𝐶𝑒𝑂  
layers were both growth at 800 ℃  and 4
10  𝑚𝑏𝑎𝑟 of 𝑂  pressure. 𝐿𝐶𝑀𝑂 layer was obtained 
at 850 ℃ and 0.3 𝑚𝑏𝑎𝑟. 𝐵𝑇𝑂 layer was deposited at 
800 ℃  and an oxygen pressure of 0.02 𝑚𝑏𝑎𝑟 . Top 
circular 𝑃𝑡  electrodes with thickness of 30 𝑛𝑚  and 
200 𝜇𝑚  of diameter, were deposited ex-situ with 
optical lithography and sputtering process. 

X ray diffraction measurement (XRD) was done 
with a Panalytical X’Pert Pro MRD diffractometer 
with four axes. The whole structure analysis of 
SYCLB was carried out by Transmission Electron 
Microscopy (TEM) in High-Angle Annular Dark Field 
(HAADF) mode. FEI Titan3 60-300 microscope, 
mounted to a Fischione detector, was operated at 
300 𝑘𝑉  at room temperature with probe corrected 
beam. Chemical composition was obtained by Energy 
Dispersive X-ray Spectroscopy (EDS). The AZTEC 
software was used to perform their respective 
quantifications. 

Electrical measurement was carried out at room 
temperature (RT), by using a Keithley 2635 in pulsed 
mode with 1 𝑚𝑠  pulse width. Polarization-Electric 
Field (PE) loops were obtained at 1 𝐾𝐻𝑧 by using a 
Sawyer -Tower circuit configuration [12] with an 
Agilent 33220A waveform generator plus a voltage 
output amplifier to get high voltage values (100 𝑉𝑝𝑝), 
and a Tektronix TDS 2014B oscilloscope for data 
acquisition. Photocurrent measurements were done in 
a full dark environment to prevent any other external 
light sources. A 403 𝑛𝑚  laser wavelength with 
~100 𝑚𝑊/𝑐𝑚  intensity was used like source of 
radiation. Transient photocurrent (TPC) measurements 
were done to demonstrate photocurrent response at 
different DC bias level. 
 
 
3. Results 
 

Fig. 1 shows the RHEED patterns for each layer in 
𝑆𝑌𝐶𝐿𝐵  heterostructure. Each layer shows a pattern 
according to a smooth and epitaxial surface. This result 
is quite similar to our previous report [13] and others 

[14, 15]. 𝑌𝑆𝑍 and 𝐿𝐶𝑀𝑂 RHEED patterns correspond 
to atomically flat surfaces with a very low roughness. 
𝐶𝑒𝑂  and 𝐵𝑇𝑂  patterns show spotty RHEEDS 
patterns that correspond with less smooth surfaces.  

 

 
 

Fig. 1. RHEED patterns for each layer in SYCLB 
heterostructure. 

 
2𝜃 scan in Fig. 2, shows a XRD pattern for 𝑆𝑌𝐶𝐿𝐵 

structure. Only 00𝑙  reflections are found, indicating 
the high crystalline quality of the heterostructure. 
00𝑙  diffraction peaks for 𝐿𝐶𝑀𝑂 layer are not visible 

due to a very possible low thickness. Their respective 
positions are marked by (*) and (**) characters [16]. 
According to BTO peaks positions, the cell parameter 
for BTO layer along of c-direction is 4,091 Å. This 
value demonstrates a high c-distortion that can 
improve the ferroelectric response [17].  

 

 
 
Fig. 2. XRD pattern for 𝑆𝑖/𝑌𝑆𝑍/𝐶𝑒𝑂2/𝐿𝐶𝑀𝑂/𝐵𝑇𝑂 

hetero-structure epitaxial thin films. 
 
Fig. 3a corresponds of whole profile TEM cross 

section image for SYCLB heterostructure. 𝐵𝑇𝑂 layer 
has a thickness of ~214 𝑛𝑚 and it is possible to see 
some defects or dislocations, but in Fig. 3b a high 
resolution BTO image shows a very high-quality 
structure. For YSZ and 𝐶𝑒𝑂  layers, we obtained  
18 nm and 21 nm respectively. 𝐿𝐶𝑀𝑂 layer is very 
thin with ~2 𝑛𝑚  of thickness. This result is in 
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agreement with the absent of 00𝑙  𝐿𝐶𝑀𝑂  peaks in 
Fig. 2 and we can confirm our previous hypothesis 
about the LCMO layer. Fig. 3c is a high-resolution 
chemical quantification in 𝐶𝑒𝑂2/𝐿𝐶𝑀𝑂/𝐵𝑇𝑂 region. 
We can see an 𝑂  deficiency for the LCMO layer at the 
interface with the BTO.  

 
 

 
 

Fig. 3. TEM cross section image focused on 
CeO2/LCMO/BTO interfaces for YCLB heterostructure. a) 
BTO high resolution picture; b) High resolution image  
for BTO layer, c) line scan chemical quantification. 

 
 

Ferroelectric measurements in Fig. 4, show a high 
and good ferroelectric remanent polarization of 
~13 𝜇𝐶/𝑐𝑚  with a coercive field of 700 𝑘𝑉/𝑐𝑚 
for 𝐿𝐶𝑀𝑂/𝐵𝑇𝑂/𝑃𝑡  devices. The PE loops were 
obtained by classical triangular wave form and the 
Positive-Up-Negative-Down method (PUND). PUND 
method lets us to discriminate between the  
non-ferroelectric and ferroelectric contributions. There 
was not a big difference between last two method, 
possibly due to low leak currents in our devices. This 
remanent polarization value is quite higher than other 
similar reports for BTO samples. It is important to 
mention here, that most of these polarization values 
reported in many references include the non-
ferroelectric component in their reported values, so for 
this reason those values are overestimated. Our 
reported value is related with the pure ferroelectric 
component. At higher deposition temperatures  
(≳ 800 ℃ , polarization values must be around of  
≲ 2 𝜇𝐶/𝑐𝑚  [14]. The large remanent polarization is 
attributed to the influence of thin 𝐿𝐶𝑀𝑂  layer, that 
generate negative stresses in the 𝐵𝑇𝑂 layer increasing 
its tetragonal character as was discussed with the XRD 
analysis. The high ferroelectric response is attributed 
to the large tetragonal BTO. As we mentioned above, 
LCMO layer has a lower resistivity state because of O2 
deficiency. Thanks to this, it is possible to close the 
electrical circuit to generate the LCMO/BTO/Pt 
device, with a semiconductor-insulating-metal 
structure. The CeO2 layer has a very high resistivity 
value and the current cannot circulate through  
this layer. 

It is well known, that the semi doped 𝐿𝐶𝑀𝑂 
system has a resistive-conductive transition about of 
150 𝐾  [18]. DC low temperature measurements  
( 50 𝐾 300 𝐾 ), in our case do not show any 
transition at low temperatures (Not shown). This is 
according to other one results [19], were thick and very 
thick 𝐿𝐶𝑀𝑂 films were obtained. LCMO thin film has 
a very insulator behavior according with semi-doped 
LCMO system, but he deficiency of 𝑂  in the LCMO 
layer gives rise to a reduction in its resistivity [20].  

 

 
 

Fig. 4. PUND ferroelectric loop (Black) and current density 
(Red) for LCMO/BTO/Pt structure. 

 
These features make this a very robust system, with 

the ability to tolerate high field values with barely lost 
ferroelectric properties and high levels of  
electrical stress. 

Fig. 5 shows TPC measurements under 403 𝑛𝑚 
laser radiation for different ON-OFF laser states at the 
same intensity. The inset figure shows the setup 
configuration under laser on radiation. We can see a 
high photocurrent value for different DC voltage 
values under laser-ON state. For 0.2 𝑉  DC voltage, 
photocurrent value is ~15 𝜇𝐴/𝑐𝑚 , and for 3.0 𝑉 DC 
value the photocurrent goes up to ~120 𝜇𝐴/𝑐𝑚 . This 
increasing of current is related with the generation of 
free carriers due to light, that produce a shift to lower 
resistance values. With laser-Off state, the resistance 
values return to higher resistance values. This behavior 
indicates that the RS process is volatile. The presence 
of free charge under light-on state, modifies the barrier 
heights at the 𝐿𝐶𝑀𝑂/𝐵𝑇𝑂 and 𝐵𝑇𝑂/𝑃𝑡 interfaces. 

Ferroelectric behavior does not seem affected or 
modulated with the wavelength ( 405 𝑛𝑚  and 
530 𝑛𝑚) value or light intensity, but we found a little 
shift to lower polarization values under laser-on 
condition (Not shown). Despite the above, the 
photocurrent levels depend on the polarization state of 
the BTO, with which it is possible to determine the 
polarization state of the BTO from the photocurrent 
values. 

These photocurrent values are also quite higher 
with respect to other 𝐵𝑇𝑂  systems with similar 
structure [21, 22]. LCMO thin films also shows a 
photocurrent contribution [23] with a low volatile 
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resistance switching. This LCMO behavior does not 
explain our high photocurrent values, but LCMO layer 
has a contribution to the total current measured. 𝐵𝑇𝑂 
layer otherwise, in particular the 𝐵𝑇𝑂/𝑃𝑡 layer has the 
main contribution like has been demonstrate [24] and 
also because of BTO is also well-known like a P-type 
semiconductor with more free charges. 

When a positive DC voltage is applied (top Pt 
electrode) in Laser-ON condition, a large number of 
holes and electrons are generated. Electrons flow from 
BTO layer to the top Pt electrode (Holes in opposite 
direction to LCMO layer). At the beginning, the 
photocurrent increases fast. Then the current reaches a 
stationary state and reaches a saturation condition. In 
Laser-off state, the photocurrent decreases even faster. 
This free charge carries modified the barrier heigh in 
the BTO/Pt and LCMO/BTO interfaces and the 
resistivity of the system decrease. These free charge 
carriers modify the height of the barrier at each of the 
interfaces. 

 
 

 
 
Fig. 5. TPC measurements at different voltage bias  

for 𝐿𝐶𝑀𝑂/𝐵𝑇𝑂/𝑃𝑡 structure on silicon at RT  
and experimental setup. 

 
 

5. Conclusions 
 

In this work we obtained thin epitaxial films of 
𝐵𝑇𝑂  on silicon with high crystalline quality, high 
ferroelectric polarization and a good photoelectric 
response. The 𝐿𝐶𝑀𝑂 layer generates greater distortion 
of the tetragonal unit cell of the 𝐵𝑇𝑂 in the c direction, 
improving the ferroelectric response even though the 
𝐵𝑇𝑂 layer has been deposited at high temperature. The 
𝐿𝐶𝑀𝑂  layer presents a deficiency of 𝑂  near the 
interface with the 𝐵𝑇𝑂 , generating a decrease in 
electrical resistance to function as an electrical buffer. 
Leakage currents are almost zero, decreasing 
ferroelectric fatigue y and improving its performance. 
The high levels of photocurrent are attributed to the 
contribution of the 𝐿𝐶𝑀𝑂 and the 𝐵𝑇𝑂 layers at the 
same time under laser illumination. These 
characteristics make the LCMO/BTO/Pt system a great 
candidate in photonics applications, particularly as an 
excellent sensor at the UV region. 
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