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for Water Isotopic Measurements 
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Summary: A miniaturized CRDS (mini-CRDS) with 5 cm cavity length using a 1.4 μm DFB laser was firstly developed as a 

detector of water content at trace amount as less as 16 ppb in 1 atm of nitrogen gas (Abe et al., 2021). In this study, we focused 

on water isotopic measurements using another model of mini-CRDS. We performed measurement of water standard samples 

with various isotope ratios, and the hydrogen isotope ratios from the absorption spectra. Especially, a D-depleted water sample 

as δD = - 987 ± 19 ‰ was successfully measured, and the SNR (signal to noise ratio) for the HDO absorption peak was  

7.17 enough higher than the detection limit of 3. Furthermore, we are challenging measurement of oxygen isotope ratio. 

 

Keywords: Absorption spectroscopy, Laser spectroscopy, Water isotope measurement, A miniaturized trace-moisture sensor, 

High sensitivity. 

 

 

1. Introduction 
 

Existence of water on the lunar surface have been 

indicated from 1960s [1]. Nowadays, we have a lot of 

signs of water, especially in permanent shadows in the 

Moon’s polar region [2-4]. Of course, it is important to 

know the amount of the water. In addition, the isotope 

ratios include considerable information about the 

source of the water composition. We need a  

high- sensitive and light-weight device to measure the 

water isotope ratios in situ without contamination from 

the Earth’s water. We propose a cavity ring-down 

spectrometer (CRDS) is a good method for  

the purpose. 

 
 

2. Method 
 

A Cavity Ring-Down Spectrometer is composed 

from pair high-reflectance (99.99~%) mirrors, called 

cavity. Laser light is introduced to the cavity, then 

resonance occurs when the wavelength λ and cavity 

length L satisfy 2L = nλ (n is natural number). Intensity 

of absorption by a sample gas is estimated from the 

decay rate, i.e., the ring-down rate, of the  

transmitted light. 

The most conspicuous feature of our CRDS is the 

small cavity with 5cm length (Fig. 1). It achieves also 

very small package by the laser light introduced from 

optical fiber to the cavity directly. This mini-CRDS 

uses 1.4 μm DFB laser, and the wavelength can be 

tuned between 1360 nm and 1460 nm. 

The mini-CRDS with a 5 cm cavity was firstly 

developed in a study of Space-hub research  

(2016-2019) organized by JAXA. H. Abe et al. (2021) 

already reported a performance of the mini-CRDS as a 

moisture sensor for the trace level of water at 

atmospheric pressure. The moisture detection limit of 

3.1 ppb was obtained in nitrogen gas of 1 atm [5], 

which is less than 1 ng of water in the 15 cm3 cavity. 
 

 
 

Fig. 1. Photo (a) and illustration (b) of the mini-CRDS. 
 

In this study, because we focused on measurement 

of water isotope ratios, low pressure system (~100 Pa), 

it is necessary to distinguish adjacent peaks in an 

absorption spectrum. The cavity was connected to a 

reserve chamber to vaporize a water sample, and whole 

system could be evacuated using a rotary pump. 
 

 

3. Result 
 

We performed measurement of several aqua 

standard samples with different δDVSMOW, one of these 

had a D-depleted isotope ratio as δD = -987 ± 19 ‰. It 

took around 5 minutes to get 5000 ring-down signals 

for a spectrum. The absorption spectra were simulated 

using Voigt profile, which is a reasonable model of 

light absorption. The result of spectrum fitting is 

shown in Fig. 2, corresponding the wavelength range 

of approximately 7185.72 cm−1 to 7186.38 cm−1, 

including two HHO and a HDO absorption line. 
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Fig. 3. (a) Comparison of measured and known D/H ratios. (b) Calculated δD deviation from the calibration line  

of peak-2 / peak-1, as a function of temperature change. The red region indicate deviation with a range of ±1 ◦C. 

 

 

Fig. 3(a) shows the measured H/D ratio (δDCRDS) 

and the calibration line as compared to δDVSMOW. The 

instability of the δD can be explained by 

approximately ±1 ◦C change of temperature  

(Fig. 3(b)). 

Finally, we calculated the SNR (signal to noise 

ratio) of the HDO absorption peak on each sample 

(Fig. 4). The SNRpeak2 of sample-6, the most  

D-depleted sample, was 7.17. This value is enough 

higher than 3, which is generally supposed as the  

detection limit. 
 

 
 

Fig. 2. A spectrum of the most D-depleted sample with Voigt 

profile fitting. Horizontal axis E is the voltage of the signal 

controlling the laser wavelength, corresponding the range  

of approximately 7185.72 cm−1 to 7186.38 cm−1. 

 

 

4. Conclusions 
 

The mini-CRDS in this study achieved remarkable 

downsizing as a high-sensitive isotope measuring 

method. Oxygen isotope measurement will also be 

available with the same principle if we choose 

wavelength range including different Oxygen  

isotope species. 

The mini-CRDS will be a useful choice for mobile 

and in-situ measurement in a lunar mission and every 

Earth and planetary exploration. 

 
 

Fig. 4. Signal to noise ratio of peak-2 (HDO). 
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Summary: Self-assembled monolayers (SAMs) built the base for many different sensors, of which electrochemical, 

piezoelectric, and spectroscopic sensors are prime examples. While their straightforward fabrication makes them a popular 

tool, SAMs of commercially available chemicals that convincingly inhibit unspecific binding have yet to be developed. While 

adsorption of foulants prohibits the reliable analysis of complex biological samples, unspecific binding of the analyte similarly 

impedes the investigation of binding characteristics even from buffer solutions. In this communication, we will introduce an 

ethylene glycol passivation compound, whose SAM forms a hydration layer on the electrode surface and thus minimizes 

unspecific adsorption. The electrode cleaning procedure optimized in this work ensures the deposition of a high-quality SAM, 

and the desired sensor can be established in an uncomplicated approach from cost-effective and low hazard chemicals. The 

aptasensors are applicable for various detection techniques and allow for the reliable analysis of binding characteristics. 

 

Keywords: Antifouling, Self-assembled monolayer, Aptasensor, Electrochemical sensor. 

 

 

1. Introduction and Motivation 

 
Electrochemical sensors allow for the fast,  

label-free, and sensitive analysis of various target 

molecules. While they are easy-to-use analytical tools, 

these sensors, however, face a major specificity issue: 

They cannot differentiate between specific binding of 

the target to the receptor, and the unspecific binding of 

interfering compounds to the electrode. Minimizing 

this effect of fouling is therefore a challenge to meet in 

the design of an electrochemical sensor applicable to 

the reliable analysis of complex biological samples [1]. 

As transducers, gold electrodes are typically 

utilized, onto which various sulphur and nitrogen 

compounds show strong adsorption. Putting this 

principal to use, self-assembled monolayers (SAMs) 

the basis of most immobilization strategies. Designing 

SAMs for electrochemical sensors that are able to 

inhibit fouling was convincingly managed by only a 

few publications to date [2-4]. Their protocols include 

the synthesis and characterization of new components, 

which require the adequate knowhow, well-equipped 

laboratories, as well as a considerable amount of time. 

To overcome these drawbacks, we investigated a 

commercially available and cost-effective ethylene 

glycol passivation compound, which was found 

effective in minimizing fouling and allows for an easy 

to perform sensor fabrication. In this communication, 

we present a comprehensive package of a gentle but 

potent electrode cleaning procedure, which ensures 

high quality SAM, and a low fouling aptasensor 

design, which is beneficial for electrochemical sensors 

as well as other SAM-based sensors, such as  

piezoelectric or spectroscopic sensors. To demonstrate 

the applicability of our protocols, we fabricated an 

aptasensor for the detection of C-reactive protein 

(CRP), a biomarker for inflammation that is present  

in blood. 

2. Electrochemical Impedance Spectroscopy  

    for Fouling and Sensing Investigation 
 

In the field of biosensors, electrochemical 

impedance spectroscopy (EIS) is a powerful method 

for monitoring binding events to the electrode. The 

resulting spectrum can be fitted with an appropriate 

equivalent circuit that represents all physic-chemical 

properties of the system. During the measurement, the 

employed redox mediator diffuses to the electrode 

surface, where it undergoes the desired 

electrochemical reaction. This can be quantified by the 

charge transfer resistance RCT, an element of the 

equivalent circuit: With each binding event on the 

electrode, the diffusion of the redox mediator gets 

more and more hindered so that the RCT increases – be 

it from analyte binding to the bioreceptor, or unspecific 

binding of foulants to the sensor surface. 

A mixed SAM of mercaptohexanol (MCH) and 

aptamer is one of the most often used designs for 

aptasensors on gold electrodes [1]. To highlight the 

impact of fouling, an aptasensor with MCH was 

fabricated. Due to binding of 25 ppm CRP, the RCT 

increased by 78.9 ± 23.3 Ω. When MCH SAMs were 

incubated in undiluted blood sera for the same time 

span, the RCT increase due to fouling was  

665.5 ± 42.7 Ω – an order of magnitude higher than the 

∆RCT due to analyte binding. These control 

experiments clearly emphasize the necessity to apply 

an appropriate antifouling strategy. 

Fouling inhibition was therefore the focus in the 

optimization of our sensor design. As can be seen from 

Fig. 1, a concentration of 5 mM of the passivation 

compound and an incubation time of 16 h were best 

and led to the small RCT increase of 33.4 ± 3.1 Ω after 

ten minutes incubation in sera. This value could be 

further reduced to 14.2 ± 2.9 Ω after just five minutes 

incubation, which is still enough for aptamers to bind 
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their destined target. With this optimized SAM, an 

aptasensor for the detection of C-reactive protein was 

fabricated, that detects in the clinically relevant 

concentration electrochemical range. 
 

 

 
 

Fig. 1. Optimization of concentration and incubation time  

for optimal fouling minimization of the SAM. SAM 

formation was performed with a) an incubation time of 24 h, 

b) a concentration of 5 mM. 
 

 

3. Impact of Electrode Cleaning 
 

In order to obtain a high-quality SAM, thorough 

cleaning of the electrodes is essential. A plethora of 

chemical, electrochemical, and mechanical procedures 

are commonly employed, of which the majority is 

known to significantly etch and form gold oxide on the 

electrode surface, overall affecting reliability of the 

obtained measurement results [5, 6]. 

Electrochemical reductive desorption in alkaline 

media was found to be the best cleaning method, as it 

is the most powerful yet gentle protocol [5, 6]. This 

reported method was used as a starting point for the 

optimization of our cleaning protocol. Significantly 

increasing KOH concentration and applying a constant 

potential led to better results than the reported potential 

sweep. Additionally, an enzymatic pretreatment was 

incorporated by incubating the electrodes in a protease 

to cleave adsorbed proteins. 

The direct comparison with two commonly used 

cleaning protocols demonstrated the clear superiority 

of the protocol developed in our work. To put the 

protocols under critical and careful examination, 

electrodes were incubated in blood sera to mimic 

heavy contamination. They were subsequently 

incubated in protease and underwent one of the three 

following cleaning procedures: Our optimized  

proto-col of reductive desorption in KOH, potential 

cycling in 50 mM H2SO4, or incubation in base piranha 

(5:1:1 mix of water, 25 % NH3, and 30 % H2O2). In 

triplicates, SAMs on thus cleaned electrodes were 

formed under optimized conditions and their ability to 

inhibit fouling was investigated by incubation in 

undiluted blood sera for 10 minutes. As pictured in  

Fig. 2, SAMs formed on electrodes cleaned by our 

optimized protocol only led to the before mentioned 

RCT increase of 33.4 ± 3.1 Ω, while the standard 

literature protocols increased the RCT by several 

hundred Ohm. 

 
 
Fig. 2. RCT increase due to fouling by sera incubation  

of SAMs formed on electrodes cleaned  

by different protocols. 

 

 

4. Conclusion 

 
The sensor design based on our newly introduced, 

commercially available ethylene glycol passivation 

compound combines the capability of fouling  

minimization with the simplicity of the commonly 

employed MCH mixed SAM: After appropriate 

cleaning of the electrodes, a mix of aptamer and 

passivation compound only has to be incubated  

over-night to obtain a sensor that allows for the reliable 

analysis of complex biological samples. This 

investigation also highlights the importance of a 

powerful cleaning procedure, as it significantly 

influences the overall SAM quality and its ability to 

minimize fouling – a factor that is largely neglected in 

literature. 
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Summary: In recent years, interest in augmented reality (AR) has grown steadily for industrial applications. Today, AR is one 

of the pillars of Industry 4.0. One of the major problems of AR is the localisation of the display device. Indeed, to obtain an 

accurate real-virtual worlds registration, it is necessary to efficiently estimate the camera pose at each frame and in real-time. 

In this paper, we combine a deep learning solution within a geometric approach to estimate the camera poses from RGB 

images. We designed a Convolutional Neural Network (CNN), called 3DNet, which allows to regress 3D coordinates from a 

set of RGB patches. We evaluated the performance of our approach on two databases: the public 7scenses database from 

Microsoft, and our own RGB-D database created using the Intel RealSense D435i camera. We compared the results of our 

approach with those of state of the-art. We obtained better results in both 3D points prediction and camera pose estimation. 

 

Keywords: Augmented reality, Egomotion, 3D Tracking, Deep Learning. 

 

 

1. Introduction 

 
The problem of estimating the camera pose in AR 

is all the more difficult to solve when the working 

environment is complex (e.g., industrial environment), 

with strong constraints: highly variable and 

uncontrollable lighting conditions, presence of 

reflective materials (metals) and absence of colours or 

textures, changing environment (movement  

of objects). 

Classical AR methods do not work well in these 

conditions and do not provide accurate augmentations. 

Approaches based on visual SLAM partly address 

these issues [1, 2], but have a significant limitation 

related to the quality of the detection and matching of 

points of interest in the images. On the other hand, 

machine learning is considered as an efficient tool to 

deal with computer vision problems. Several 

approaches in the literature propose to formulate the 

3D tracking problem as a learning problem where the 

goal is to learn the relationship between a pair of 

images and the relative movement of the camera or the 

object. Kendall et al. [3] presented monocular six 

degree of freedom relocalization system that trains a 

deep CNN to regress the 6-Degree of Freedom  

(6-DOF) camera pose from single RGB images. They 

achieved efficient real time results using a transfer 

learning [4] from a large-scale classification data by 

redesigning a classification problem into a pose 

regression problem. PoseNet [3] consists of a 23-layer 

deep convent, which outputs a pose vector of  

7-dimensions representing position (3) and orientation 

(4). Besides, the hybrid approaches consist of 

combining machine learning and geometric approach 

to estimate the pose of the camera in the environment. 

Machine learning part aims to learn the 3D coordinates 

in world reference system from a set of 2D  

pixel inputs. 

In this paper, we propose a hybrid approach to 

estimate and refine the camera pose using 

Convolutional Neural Network to regress 3D world 

coordinates from a set of 2D RGB patches, a geometric 

approach to estimate the pose of a camera in a scene, 

and an optimization algorithm to refine the obtained 

results. During the learning phase, we used Batch 

Normalization [5] layers, Adam [6] optimizer and the 

Mean Squared Error regression loss function. To 

estimate the camera pose, we used the Perspective-n-

Point (PnP) and Random sample consensus 

(RANSAC) approaches. The obtained value is then 

refined using the Levenberg-Marquardt algorithm. We 

tested our solution on the 7-scenes dataset [7] and 

compared the results with the existing approaches. We 

also created our own RGB-D dataset to test and 

validate our solution in real time and analyse its 

behaviour on less textured scenes. We demonstrated 

that our approach could accurately register a 3D model 

with its image for AR applications, which is another 

contribution of this paper. 

In the coming sections, we explain our approach 

and present the experiments carried out as well as the 

comparative study of the obtained results with those of 

the state of the art. The rest of the paper is organized 

as follows. Section 2 gives the architecture of our 

solution and describes the proposed data flow.  

Section 3 details the experimental framework used to 

evaluate the performance. Section 4 is devoted to the 

analysis of real-time behaviour in an AR scenario. 

Finally, Section 5 draws conclusions and  

the future work. 

 

 

2. Method Overview 

 
Our 3D camera pose estimation approach is 

composed of three main parts (Fig. 1). First, it extracts 
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two patches from a single RGB image and calculates 

their 3D world coordinates, and then trains the 3DNet 

network using this set of 2D-3D features. Second, 

implementing an efficient and robust network model to 

well regress the 3D world coordinates. Third, 

efficiently estimate the 3D camera pose in the learned 

environment using computer vision algorithms. Fig. 1 

shows the pipeline describing the proposed data flow. 

Hence, from an input RGB image, a set of patches 

centred around the 2D key-points are extracted, and 

then passed through the 3DNet model to predict the 3D 

world coordinates. From these 2D-3D points’ matches, 

the Pnp-Ransac algorithm is applied first to make an 

estimation of the camera pose, which is refined using 

the Levenberg-Marquardt algorithm. 

 

 
 

Fig. 1. 3DNet data flow diagram. 

 
2.1. Patches Extraction and 3D Points Estimation 

 

Several deep learning approaches for camera pose 

estimation aim to estimate the pose from the whole 

input RGB image [8, 9]. In this work, we propose to 

extract RGB-D patches around detected key-points in 

the images, and then regress the 3D world coordinates 

of the corresponding pixels. From the RGB-D image, 

we extract patches with significant information using 

SURF [10], which is scale, and rotation invariant 

detector and descriptor. We reduce the presence of 

homogeneous patches present on the flat surfaces e.g., 

ground, wall and sky which causes some ambiguous 

information about the 3D world coordinates. We adjust 

the hessian threshold to preserve more salient  

interest points. 

From each RGB image we define a region of 

interest (ROI) with a fixed size f around the detected 

key-point 𝑝𝑖. This will represent the patch 𝒫𝑖. Hence, 

for each RGB-D patch of the shape (𝑓, 𝑓, 3) centred at 

key-point with pixels 𝑝𝑖  =  (𝑝𝑖
𝑥, 𝑝𝑖

𝑦
) and depth  

𝐷𝑖 ≠ 0, the 3D coordinates in the camera reference 

frame 𝑃𝑖
𝑐  =  (𝑋𝑖

𝑐 , 𝑌𝑖
𝑐 , 𝑍𝑖

𝑐) are computed using the 

standard pinhole camera model as follows: 
 

 𝑃𝑖
𝑐  =  𝐷𝑖𝐾

−1 [
𝑝𝑖

1
], (1) 

 

where 𝐾 is the camera calibration matrix containing 

the intrinsic parameters. Knowing the rotation matrix 

𝑅 and translation vector 𝑡 for each frame, the world 

coordinates 𝑃𝑖
𝑤  =  (𝑋𝑖

𝑤 , 𝑌𝑖
𝑤 , 𝑍𝑖

𝑤) of the image point 𝑝𝑖 

are calculated using the transformation equation as 

follows: 
 

 𝑃𝑖
𝑤  =  𝑅−1𝑃𝑖

𝑐 − 𝑅𝑡 (2) 

We note that the images used for this process are 

obtained from a sequence of images acquired with a 

previously calibrated RGB-D camera. The 

repetitiveness of the 2D-3D matched points process 

will allow our 3DNet to estimate the camera pose 

parameters on an unseen data of the learned 

environment. 

 

 
2.2. 3DNet Architecture 

 

3DNet is a Convolutional Neural Network 

implemented to smartly regress 3D points from RGB 

image patches. 3DNet takes as inputs the RGB-image 

patches with a size of 50 × 50 pixels. The 

convolutional layers learn the features found in patches 

using filtering and pooling operations. A flatten vector 

of learned features serves to fit a Multi-Layer 

Perceptron (MLP) to regress the outputs corresponding 

to the 3D coordinates given in the world coordinate 

system. 3DNet is composed of five convolutional 

blocks. After each convolutional layer, we added a 

max-pooling layer, a sub-sampling over an 3 × 3 area 

and a rectified linear (ReLU) activation function. We 

used a batch normalization layers (BN) which aims to 

normalize activation in intermediate layers of deep 

neural networks. According to Singh et al. [11] its 

proclivity to improve precision and speed up training, 

BN has become a popular DL technique. The learned 

features by convolutional blocks are flattened to a 

Multi-Layer Perceptron which is composed of two 

fully connected layers followed by a dropout layer to 

avoid the over-fitting. The architecture of 3DNet is 

illustrated in Fig. 2 using Net2Vis [12] visualizer. 

 



8th International Conference on Sensors Engineering and Electronics Instrumentation Advances (SEIA' 2022),  

21-23 September 2022, Corfu Holiday Palace, Corfu, Greece     

14 

 
 

Fig. 2. Our CNN: 3DNet architecture for 3D world coordinates regression. 

 

 

Furthermore, the weights are learned by 

minimizing the Mean Squared Error (MSE) regression 

loss function with the Adam optimization algorithm 

[6]. According to this research work, Adam algorithm 

is “computationally efficient, has little memory 

requirement, invariant to diagonal rescaling of 

gradients, and is well suited for problems that are large 

in terms of data/parameters”. The MSE loss function is 

given as follows: 

 

 𝑀𝑆𝐸 =  
1

𝑚
∑ (𝑃𝑖

𝑤 − �̂�𝑖
𝑤)

2𝑚
𝑖 = 1 , (3) 

 

where 𝑃𝑖
𝑤and �̂�𝑖

𝑤 represent the real and the predicted 

3D world coordinates respectively, corresponding to 

the 𝑚 input patches. 

 

2.2. Camera Pose Estimation 

 

The second part of our solution consists in 

estimating the camera pose. Once we have a set of 

detected 2D key-points and their predicted 3D world 

coordinates using our 3DNet trained model, we can 

estimate the camera extrinsic parameters using a 

geometric approach. Indeed, the estimation of the 

camera parameters can be efficiently done by resolving 

the Perspective-n-Points (PnP) problem. The purpose 

of the PnP problem is to determine the position and 

orientation of a calibrated camera (known intrinsic 

parameters) given a set of n correspondences between 

the 3D and 2D points. Theoretically, the resolution of 

the PnP problem leads to the resolution of a linear 

system using 3 control points. Several state-of-the-art 

research works such as [13] uses this approach to 

estimate the 3D pose parameters of a previously 

calibrated camera. From a set of input patches, 3DNet 

predicts the coordinates of the corresponding 3D 

points. Some of these points may be noisy, it is then 

necessary to discard them from the camera pose 

estimation process. We use PnP and RANSAC 

(RANdom SAmple Consensus) to remove this noisy 

information (outliers) and consider only the more 

correct ones (inliers) to estimate the camera pose. 

Ransac algorithm aims to estimate the parameters of a 

model from a set of randomly selected points. For each 

point we calculate the error according to the fitted 

model. The point that gives an error less than a defined 

threshold is considered as a good point (inlier). 

RANSAC ends either if enough inliers are found or if 

a maximum number of iterations is reached. Finally, 

the parameters of the model are estimated using all the 

inliers of the iteration with the highest number of 

inliers. The RANSAC generates a set of 𝒯 =  {𝑇𝑖} 

poses by performing the PnP on a random set of  

2D-3D match points. The best inliers are defined by 

maximising the number of inliers corresponding to 

each hypothesis based on the re-projection error: 
 

 max
∀ 𝑇𝑖∈𝒯

∑ 𝜌(𝛼𝑖𝑗)𝑝𝑗∈𝑝 , (4) 

 

where 
 

 𝜌(𝛼𝑖𝑗)  =  {
1, 𝛼𝑖𝑗 ≤ 𝜏

0, 𝑠𝑖𝑛𝑜𝑛
, (5) 

 

and 𝛼𝑖𝑗  =  ‖𝑝𝑗 − 𝐾𝑇𝑖
−1�̂�𝑗

𝑤‖
2
, and 𝜏 is the maximum 

threshold of the reprojection error which defines the 

inliers. The pixel 𝑗 is considered as an inlier of the 

hypothesis 𝑇𝑖 if 𝜌(𝛼𝑖𝑗)  =  1. Let ℐ be the set of indices 

of inliers associated with the best solution. The final 

camera pose is performed by running PnP once on all 

inliers to minimize the re-projection error function: 
 

 𝐸(𝑇)  =  ∑ ‖𝑝𝑖 − 𝐾𝑇𝑖
−1�̂�𝑖

𝑤‖
2

𝑖∈ℐ , (6) 

 

Our contribution consists of further optimizing the 

obtained results by PnP-Ransac. We use the 

Levenberg-Marquardt algorithm (Moré, 2007) to 

refine the camera pose obtained by the PnP-Ransac 

algorithm. The method consists of: given a set of  

2D-3D matching points and initial parameters (starting 

solution) the algorithm refines the camera pose by 

minimizing the re-projection error with respect to the 

estimated pose, according to a Levenberg-Marquardt 

iterative minimization 

 

3. Experiments 
 

In this section, we present the computational 

environment used to train our 3DNet model, the 

databases used for its implementation and evaluation 

and the results obtained in comparison with existing 

approaches. 

 
3.1. Experimental Setup 
 

The proposed 3DNet model was trained on the 

High-Performance Computing Center Cassiopee 
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platform (HPCassiopee) using 16 Intel(R) Xeon(R) 

CPUs, and implemented with Keras. All the evaluation 

tests and results are made on the MacBook Pro with 

Intel Core i5 2 GHz Quad core, 16 GB RAM and the 

Intel Iris Plus Graphics 1536 Mb. We tested different 

configurations for the learning parameters of our 

model on the 7scenes (Shotton, 2013) Dataset. We 

trained our model over 500 epochs with a batch size of 

2048, learning rate of 10−4, a dropout of 0.5 using 

Adam optimizer and a weight decay of 10−5. 
 

 

3.2. Datasets 

 

In order to train and test our model, we used both 

the 7scenes [7] and our own created dataset. Each 

dataset provides a set of RGB images, the Depth 

information of the scene, the intrinsic and extrinsic 

camera parameters. The frames of the 7scenes dataset 

were recorded from a handheld Kinect RGB-D camera 

at 640 × 480 resolution and divided over training and 

testing data. The RGB and Depth information of our 

Box-on-Office dataset were recorded using the Intel 

Realsense D435i RGB-D camera. The scene consists 

on a simple object placed over the office area, as 

illustrated in Fig. 3. 

 

  
(a) RGB image;                    (b) Depth image 

 

Fig. 3. An example of our box-on-office dataset’s frames 

information recorded by the Intel D435i RGB-D camera. 

 
The proposed approach for camera poses 

registration consists of using the KLT algorithm to 

track the 2D pixels of 4 corners of the front of the box. 

Knowing their 3D coordinates according to the 

predefined 3D world reference axis, we use AP3P 

algorithm (Kneip, 2011) to compute the poses of the 

camera through all frames of the scene. For each frame, 

we register RGB image, depth image, pose Matrix, 

rotation vector, translation vector, and depth 

information in meters. The dataset is divided into  

1162 data for training and 587 for testing. 

 

 

3.3. 3DNet Point Prediction 

 

The learning step of our model consists of passing 

the extracted RGB patches from the training data and 

their corresponding 3D labels through the 3DNet 

network, which makes features extraction by the 

convolutional blocks and adapt its weights to regress 

the correct 3D coordinates for reach corresponding 

RGB patch. The patches extracted from the images are 

filtered according two criteria, we avoid patches with 

a wrong depth (zero depth: no-depth detection), and 

wrong shape (key-points situated near to the image 

limits). Based on these criteria, we take all the 

available extracted patches on the image. We note that 

the number of key-points differs on each RGB image. 

We will show that the number of key-points can affect 

the results, its choice is crucial in order to speed up the 

pipeline while keeping a good accuracy. The 3DNet is 

the most important element of our solution. Indeed, a 

good prediction of 3D points would allow a better 

estimation of the camera pose, and vice versa. The 

accuracy of the 3DNet model is the key to obtain good 

results. We use the same parameters to fit the model 

over all the scenes of our datasets. We found that the 

repetition of patches containing similar RGB 

information with different 3D coordinates could create 

ambiguity in the model behavior. Fig. 4 shows loss 

evolution on both training and testing data according 

to model learning epochs. The loss final value differs 

on the different scenes; this is due to the quality of the 

information given to the 3DNet during the learning 

process. Scenes with high presence of homogeneous 

patches have greater loss value. The number of 

extracted key-points is not only considered as a key 

parameter in the model performance, the quality of  

2D-3D information influences the quality of the 

learning process, more good information conducts to 

better learning accuracy. 

We evaluate the prediction performance of our 

model by calculating the distance error between 

predicted labels and ground truth (Table 1). We did not 

evaluate on all available 7scenes for both training and 

testing data, we choose a number of testing frames 

between 100 and 200 frames from each scene, and we 

choose only the seq01 frames for training the model 

for every scene. Obtained results demonstrate that our 

model makes good predictions on the testing data. The 

less textured scenes with less homogeneous 

information help the model to learn the most important 

features on the environment and make good 

predictions. This is the case with Heads and Office 

where good model’s predictions was achieved. 

 

 
Table 1. Accuracy of the model prediction. Evaluation  

of the mean of distance between predictions and ground 

truths on the set of all predictions (Errp) and the set  

of inliers (Erri) 

 

Scene Chess Fire Heads Office Stairs 

Errp(m) 0.25 0.19 0.14 0.65 0.34 

Erri(m) 0.13 0.11 0.06 0.26 0.13 

 

 

3.4. Camera Pose Estimation Accuracy and Time  

       Execution 
 

We also evaluate our method in term of camera 

localization accuracy and time achieving and compare 

the results to existing methods. Hence, DSAC 

(Brachmann, 2017) learns the parameters of a 
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convolutional neural network (CNN) so that models fit 

robustly to predictions using RANSAC and minimize 

a task-specific loss function. PoseNet2 improves the 

performance of [3] with geometrically formed loss 

functions. Using the training images, [15] creates a 3D 

point cloud with associated descriptors in the off-line 

phase and employs a visual vocabulary to speed up 

feature matching. The results are given in Table 2. 
 

 

   
                             (a) Chess                                                    (b) Fire                                                     (c) Heads 

 

   
                         (d) Office                                              (e) Stairs                                                 (f) Box-On-Office 

 

Fig. 4. Evolution of the Loss error during training and test epochs. 
 

 

We can see that our method has better results over 

all the scenes in term of rotation comparing to 

PoseNet2, we outperform this method on both rotation 

and translation on the Heads, Kitchen, and Stair’s 

scenes. For the DSAC, we only obtain better results on 

the Stairs scene in both rotation and translation. The 

Active Search gives the best results regarding the pose 

accuracy. Our approach refining the camera pose using 

RANSAC and Levenberg-Marquardt ranks is ranked 

second in term of rotation with an error average of 2:6°. 

Furthermore, we evaluate, on each scene, the mean 

number of Key-points, the number of inliers per frame, 

the runtime according to SURF patch extraction, 

3DNet predictions, and Pose estimation time (Table 3). 
 

Table 2. Comparison of the median pose errors  

with the state-of-the-art methods on 7scenes dataset. 

 

7scene 

Active 

Search 

[15] 

PoseNet2

[3] 

DSAC 

[14] 

Our 

3DNet 

Chess 
0.04 m, 

2° 

0.13 m, 

4.5° 

0.02 m, 

1.2° 

0.96 m, 

2.7° 

Fire 
0.03 m, 

1.5° 

0.27 m, 

11.3° 

0.04 m, 

1.5° 

0.95 m, 

3.4° 

Heads 
0;02 m, 

1.5° 

0.17 m, 

13° 

0.03 m, 

2.7° 

0.08 m, 

2.5° 

Office 
0.09 m, 

3.6° 

0.19 m, 

5.6° 

0.04 m,  

16° 

1.39 m, 

2.7° 

Stairs 
0.03 m, 

2.2° 

0.35 m, 

12.4° 

1.17 m, 

33.1° 

0.24 m, 

1.9° 

Average 
0.05 m, 

2.5° 

0.23 m, 

8.1° 

0.09 m, 

3.5° 

0.67 m, 

2.6° 

 

Table 3. 3DNet performances on 7scenes. 

 

7scenes 
Key 

points 
Inliers 

Surf 

(ms) 

3D point 

(ms) 

Poses 

(ms) 

Chess 752 70 53 1356 383 

Fire 584 41 48 1119 344 

Heads 450 33 30 800 240 

Office 362 42 35 689 247 

Stairs 512 81 37 963 332 

Average 482 55 38 892 296 

 

 

The results show the effect of the key-points and 

inliers on the execution time. Indeed, the presence of a 

large number of key-points includes slower execution 

time of the model. The pose estimation contains both 

PnP-RANSAC and LM with 500 iterations. We achieve 

an average of 1226 ms for the entire pipeline according 

to our environment setup. 

 

 

3.5. 3DNet Performances on Real-time AR  

       Experiment 

 

The proposed solution was evaluated on our own 

created dataset in order to achieve AR experiments. So, 

we used our trained model 3DNet to predict the 3D 

points of the scene from the SURF points extracted 

from the current image. Then we estimated the camera 

pose from the 2D-3D point matching, and finally we 

generated the augmented reality scene by projecting 

the 3D model of the box into the current frame. We 
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performed this process on the video stream of the 

RGBD camera, which allows to obtain a real time 

tracking. We use the Intel D435-i camera to get the 

RGB frames. We tested several scenarios to analyse 

the behaviour of our approach. First, we evaluated the 

model on a similar learned environment with similar 

objects on the scene. Then, we made some 

modifications on the environment by replacing 

existing objects, adding new objects to the scene, or 

removing objects from the scene. Fig. 6 shows the 

results of this experiment. We notice that the 

registration of the 3D model of the box is well done, 

whatever the situation. 

 

 

 
 

Fig. 6. Performance of our approach on several real 

situations and environment changes. 

 

Nevertheless, in the case where a new object is 

added in the scene, we see that the registration is 

disturbed. This is due to the fact that the scene contains 

new information on which the model has not been 

trained during the learning phase. In Table 4, we 

present the performance of our model when evaluating 

on our dataset testing data. We obtained better results 

than when we used 7scenes, in terms of both 

computational time and model accuracy. This 

demonstrates the good performance of our approach 

when used in real time on poorly textured images. We 

also confirm that reducing the number of key points 

allows obtaining the same accuracy while decreasing 

the execution time. 

 

 

4. Conclusions 

 
In this paper, we propose a deep learning and 

geometric approach to efficiently estimate the pose of 

the camera in complex environment for augmented 

reality applications. We present a regression 

convolution neural network that predicts the 3D world 

coordinates based from RGB input data. We made a 

real time experiment starting by creating our own 

RGB-D dataset acquired using an RGB-D camera. We 

set up a geometric approach to estimate and refine the 

camera pose using the PnP-Ransac and the  

Levenberg-Marquardt algorithm. We tested our 

solution on real time situation and environment 

changes, our method gave us good results and 

performs well. We evaluate and compare our method 

to state of art methods and show the obtained results in 

terms of accuracy and run-time. In future work we aim 

to use our work on more complex environments in 

terms of scenes variability and dynamic objects. We 

also target to initiate another approach to regress the 

3D world coordinates using a transfer learning to speed 

up the learning process. 
 

 

Table 4. 3DNet performances on Box-on-Office dataset. 

 

Scenes 
Data Test 

1 

Data Test 

2 

Data Test 

3 

All Prediction 

error 
0.027 m 0.04 m 0.04 

Inliers 

prediction error 
0.018 m 0.030 m 0.030 m 

Pose error 
0.02 m, 

0.03° 

0.02 m, 

0.08° 

0.02 m, 

0.08° 

Nb of key 

points 
263 368 137 

Surf extraction 0.039 s 0.045 s 0.034 s 

3D prediction 0.49 s 0.77 s 0.29 s 
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Summary: Current challenges in creating reliable vibrotactile feedback within noisy environments can be addressed by 

developing a dynamic actuation platform. This research proposes the use of an AI-driven dynamically adaptive process to 

generate, mediate and verify tactile signals created for surface-based interaction. The framework consists of three components: 

Active Actuation Engine (AAE), Dynamic Real-time Signal Mediation (DRSM) and User Sampling Feedback Loop (USFL). 

The proposed method uses a novel approach of generating, propagating, and sampling the output signals in real-time through 

a dynamic onboard feedback loop. This technique consistently optimizes the intended feedback, using existing actuation 

technologies and effectively relays the feedback signals from the source to the point of contact, delivering the output in such 

a way that reduces signal attenuation and integration across a wide range of environments and applications. 

 

Keywords: Haptic mediation, In-car interaction, Human computer interaction, Piezoelectric sensors, Vibrotactile feedback, 

Magneto-rheological fluids. 

 

 

1. Introduction 

 
Tactile communication in mobile devices is 

generally relayed through discrete vibration signals 

encoded to deliver specific information [1]. A common 

trade-off of such an approach is between developing 

realistic natural feedback compared to synthetic 

encoded signals that can ensure higher Information 

Transfer Rate [2] (ITR). The result of this trade-off is 

often dictated by the system’s power specifications 

hence limiting the type of feedback that can be 

generated within a mobile device. Therefore, in the 

pursuit of creating optimized and power-efficient 

tactile communication, current systems often side-skirt 

issue related to usability, signal mediation, and 

environmental signal degradation. This leads to output 

signals being unreliable and often unpleasant or 

unintuitive for specific conditions, making the haptic 

interaction unrefined or an underwhelming part of the 

interaction experience. 

To fix this issue, efforts have been made [18] to 

develop more efficient and dynamic actuation 

components, which can cope with signal degradation 

and various environmental conditions. However, these 

components often require additional energy and 

custom driving circuitry essentially reducing overall 

efficiency. Improving the entire user experience 

cannot be achieved until the generated vibrotactile 

feedback is consistently reliable across multiple 

interaction scenarios and usage environments. One 

way to counter these issues is to ensure that haptic 

output is not merely developed to encode redundant 

information provided using other modalities [3] but 

should be created as a unique dynamically adjustable 

output customized for user interaction and 

environmental noise. 

Some researchers have identified these issues and 

instead of simply emphasizing on improving the 

efficiency of the actuation source [4] or enhancing the 

perceptual outcome of the created signal [5] are 

focused on developing dynamic and active actuation. 

This involves research in dynamic actuation [6-8] that 

further improves the entire haptic feedback loop, 

starting from how the source of the feedback generates 

the intended signal, the actuation source, its mediation 

within the device, and the signal integrity at the point 

of contact. Using the combination of an efficient 

actuation mechanism and calibrated vibration signals, 

some implementations can convey meaningful system 

information [9, 10] within the tactile sensitivity range 

using similar power envelop available in current 

mobile devices. 

The goal of our research is to optimize areas of 

tactile signal generation, mediation, and delivery by 

using various machine learning and AI techniques to 

deliver a robust and reliable actuation experience 

across a wide range of environmental conditions. Our 

previous work focuses on the various bottlenecks 

within the actuation and delivery of tactile feedback. 

Currently there are three key challenges which need to 

be addressed to optimize haptic feedback for mobile 

and hand-held devices, 1) Actuation delivery 

oversight; 2) Fixed actuation model, and 3) Delivery 

feedback loop within the system. 

 

 

2. Limitations of Current Vibrotactile Systems 
 

2.1. Actuation Delivery Oversight 

 

Most haptic systems that generate actuation 

throughout the entire device assume the output signals 
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propagate and reverberate uniformly, distributing the 

vibration energy across the device equally. In most 

cases this is not ideal as the uncontrolled propagation 

of the applied signal must travel through various 

materials with often differing efficiency to relay the 

created signal. Therefore, substantial energy losses 

may occur as the intended signal travels through each 

material as discussed by Dhiab and Hudin, 2019 [9]. 

On the other hand, devices with multiple actuator 

arrays designed to create localized actuation, can also 

be affected by the medium, these signals need to travel 

through. The propagation of these signals can greatly 

vary if the intended signal travel through plastic, 

silicon or glass thereby delivering unreliable actuation 

due to interference and integration caused by the 

mediation material. 

As discussed in recent research [8, 11], propagation 

of actuation signals needs to be understood because in 

most cases the placement of an actuator and the point 

of contact with the device are not co-located. 

Therefore, environmental noise and other internal and 

external device inefficiencies can drastically alter the 

signal delivered to the skin. A signal traveling from the 

source to various points on a device surface may be 

lowered in terms of magnitude and may be altered in 

terms of phase and frequency due to the impedance of 

each intermediary component [4, 12]. For that reason, 

the efficiency of the transmitted signal (i.e., intended 

tactile stimuli) reduces substantially as it travels 

through different materials, each having different 

structures and physical properties [13]. 

 

 

2.2. Fixed Actuation Model 

 

The fixed actuation model utilized in current haptic 

system is another fundamental limitation within the 

device. Most vibrotactile feedback is generated using 

electromagnetic or piezoelectric actuation sources that 

are controlled using predefined actuation signals with 

little to no capacity to amend the actuation in real-time. 

These driving mechanisms take a static approach to 

generating feedback signals [1, 9] and coupled with the 

inefficient delivery of the applied feedback, the 

generated signal may have considerable variance and 

degradation as it reaches the point of contact [14]. 

Although some single actuation devices focus on 

creating mechanical and electrical efficiency, 

however, this is limited to translating the electrical 

energy into mechanical motion within the actuation 

source only. Similarly, in a multi-actuation setup, 

instead of creating dynamic adjustment within each 

source to counterbalance the overall signal most 

implementations focus on creating maximum 

amplitude irrespective of how the final signal is 

relayed within the surface of interaction [15, 16]. 

Due to this approach, system efficiency becomes 

coupled with the narrow performance parameters of 

the actuation source (resonance frequency, 

acceleration, latency, displacement etc.) rather than 

using the overall system capabilities, especially in a 

multi-actuation setup. Our research into Constructive 

Wave Interference [6] and Haptic Waveguides 

techniques [7, 8] show that complex natural haptic 

signals can be created by improving the actuation 

driving mechanism thereby creating more dynamic 

feedback using existing actuation technologies. This 

technique has the potential to create natural localized 

feedback signals that are not only efficient but can be 

more adept at replicating complex interpersonal tactile 

signals than conventional high powered actuation 

systems. 

 

 

2.3. Delivery Feedback Loop 

 

Perhaps the most limiting factor in current 

implementations of haptic systems is the absence of a 

reliable feedback loop [16]. Most haptic systems do 

not employ sensors within the propagation cycle to 

understand and evaluate if the intended signal was 

properly generated by the actuator or effectively 

relayed to the point of contact. Furthermore, in the 

presence of environmental noise, even if the signal is 

properly generated and effectively relayed to the skin, 

environmental variances can greatly affect how the 

signal is perceived by the user [12] (Fig. 1). Such 

calibration or feedback loops are common in creating 

visual and auditory feedback, however, are 

fundamentally absent in haptic systems, even though 

most of these devices are operated in noisy 

environments. 

 

 
 

Fig. 1. Illustration of the Active Actuation using fluid / gel 

to mediate actuation signals from the source to the point  

of contact over a mobile device touch screen. 

 

If we look at all three limitations, it means that 

haptic output from the source is mostly static or fixed 

and can only generate predefined simulated 

mechanical signals irrespective of the usage scenario 

or environment, thereby either becoming redundant, 

irrelevant or simply annoying to the user in a given 

environment. Due to this variability users ignore or 

turn off haptic feedback in day-to-day usage scenarios, 

which in turn creates a negative feedback loop for 

developing and researching advance haptic interaction 

techniques for multimodal interaction. This issue 

becomes even more complicated when devices and 

tactile signals play an integral part of the interaction 

process (i.e., where auditory and visual modalities are 

otherwise engaged or unavailable [8, 19]), and the user 

is reliant on the delivery of consistent tactile cues to 

ensure stable communication, such as in a  

moving vehicle. 
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3. Design of Magneto-Rheological Fluid Based  

    Actuation System 
 

Achieving reliable haptic feedback requires a 

fundamental shift in how feedback signals are created, 

relayed, and delivered to the point of contact from the 

source of actuation. In mobile devices the source of 

these signals has limited room for adjustment, 

therefore the resultant signals need to be effectively 

relayed to the point of contact with minimum 

attenuation and integration. The bruit force technique 

utilized in some standalone haptic systems is not 

efficient for mobile devices, thus a dynamic actuation 

medium needs to be able to relay the created feedback 

efficiently from the source to the point of contact. To 

achieve this [12] authors have been developing and 

testing various methods to dynamically relay 

vibrotactile signals from the source (actuation) to the 

point of contact (touch point of the device). The 

proposed method in this research uses a novel 

approach of generating, propagating, and sampling the 

output signals in a real-time feedback loop to onboard 

the actuation source, consistently optimize the 

intended feedback, using existing actuation 

technologies (Fig. 2). The framework consists of three 

components: Active Actuation Engine (AAE), 

Dynamic Real-time Signal Mediation (DRSM) and 

User Sampling Feedback Loop (USFL). 
 

 
 

Fig. 2. Active / Passive Actuation Engine with Lofelt L5 

actuators (left) Mediation Enabled: MRF in fluid State, 

(right) Mediation Disabled: MRF in solid State. 

 

 

3.1. Active Actuation 

 

Our AAE system dynamically alters the output 

signals from the (multiple) actuators in real-time. The 

current implementation [20] uses two Lofelt L5 

actuators stacked on top of each other within a 

magnetically shielded chamber. This is necessary to 

ensure their efficiency in the presence of surrounding 

MR fluid and corresponding magnetic coils. The 

actuators create linear actuations around the rigid 

frame to generate the necessary haptic output (Fig. 3). 

 

 

3.2. Signal Mediation Through Active Fluids  

       (MRF) 

 

In our previous research we demonstrated that 

signal mediation can be improved by creating solid  

[7, 9, 10], liquid [16] and even mixed mediation 

materials within the interaction device (or surface of 

interaction). Such materials utilize channels within the 

medium relaying the intended signals (i.e., pressure 

waves) to the Point of Contact (PoC), instead of 

attenuating them throughout the device. In Liquid 

Mediation [17], the viscosity of fluid mostly 

determines which frequency signals are relayed and 

which types of signals will be attenuated within the 

device. In most cases viscosity of a fluid cannot be 

altered, therefore this technique was also static in 

nature. To resolve this, we use dynamically controlled 

magneto-rheological Fluid, (Fig. 4) as an independent 

channel capable of relaying or isolating the 

propagation of the intended signals, hence creating 

Dynamic Realtime Signal Mediation (DRSM). 

 

 
 

Fig. 3. Illustration of the Active Actuation Engine  

with Lofelt L5 actuators and MR Fluid for dynamic signal 

adjustment and embedded 4-Channel sensing. 

 

 

 
 

Fig. 4. 3D-printed casing (bottom) of the Active Actuation 

Engine (AEE) containing the Bluetooth transceiver, onboard 

battery, dual L5 actuators shielded from the MR Fluid (top). 

 

 

3.2. Signal Feedback Loop 

 

To create a signal feedback loop we use the 

onboard 4CH sensor array, to measure the actuation 

and delivery efficiency of the generated signal. 

Moreover, the onboard sensors also provide 
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information on environmental noise and using this data 

the system develops signal modulation multiplier 

(SMM) which can be used to dynamically adapt the 

source-output. Furthermore, an AI-Driven component 

of the SCFL (Fig. 5) can added to the system in the 

future that can automatically predict SMM values 

depending on common interaction properties (i.e., 

touch point location, distance from actuator, contact 

pressure, contact area, impedance of finger, 

environmental noise, device orientation, etc.). 

 

 
 

Fig. 5. Illustration of how to create a Dynamic Feedback 

Loop for Realtime signal mediation and delivery. 

 

 

4. In-car User Testing 

 
The proposed framework consisting of three 

components: Active Actuation Engine (AAE), 

Dynamic Real-time Signal Mediation (DRSM) and 

User Sampling Feedback Loop (USFL) has been tested 

in other user studies [6-8, 10, 20]. In this research we 

will discuss work carried out to evaluate the possible 

improvements using Dynamic Realtime Signal 

Mediation using MR fluids within a moving vehicle. 

The current design of the “Dynamic Actuation 

System” discussed above used embedded the custom 

AEE / L5 components with signal mediation layer (MR 

fluid suspension) within a Microsoft Surface Pro, 

tablet. The touchscreen device was used as the main 

interaction surface and the “Dynamic Actuation 

System” was attached to the rear of the device. During 

pilot testing we noticed that if the tablet device was 

place on its back once the actuation was triggered the 

mechanism created audible noise, as it knocked against 

the flat surface / table. Therefore, the placement of the 

device was adjusted to ensure no audio output was 

generated during actuation. 

The tablet was placed at an angle of 110 degree on 

a horizontal surface and attached to the top of the 

dashboard (see Fig. 6) of the vehicle. To evaluate this 

setup and measure possible improvements in 

delivering actuation to the point of contact using MR 

fluid as a mediator of vibrotactile feedback, we 

recruited 8 professional drivers to drive the test vehicle 

on a 460 m straight section of the Nokia Tyres Track 

(NTT). The participants drove the test vehicle at  

60 km/h while carrying out basic in-vehicle interaction 

tasks. These included 1) using a custom designed 

onscreen keyboard for text entry, 2) in-app traverse 

through dynamic menus and, 3) adjusting the custom 

5-buttom media controls, as instructed. Confirmation 

vibrotactile feedback was provided for each task, using 

the onboard AAE device illustrated in Fig. 4. Two sets 

of conditions were created during the tasks, one 

yielding haptic feedback through Dynamic Realtime 

Signal Mediation using MR fluids: and the other 

through conventional actuation using the AEE setup. 

 

 
 

Fig. 6. Placement of the AEE unit and Microsoft Surface 

Pro device in the test vehicle. 

 

The drivers were asked to prioritize driving over 

the interaction tasks while researchers measure 

performance in both primary and secondary tasks for 

each condition. The onboard sensors along with 

sensors on the MS Surface Pro touchscreen were used 

to measure the signal being delivered to the user at the 

point of contact. After each condition, participants 

were asked to rate the intensity and usefulness of the 

provided touchscreen feedback. The results showed 

that using Magneto-rheological fluid as the mediation 

layer enhanced the actuation signal by 18 %. 

Subjectively the improvement was more noticeable 

when the test vehicle was moving at higher speeds on 

the track. This could be because the MR fluid also 

acted as a low-pass filter because it was calibrated for 

actuation signals between the 20-50 Hz range. 

Therefore, it may have blocked out some of the higher 

frequency noise radiating through the touchscreen. 

 

 

5. Discussion 

 
Using a dynamically modified medium to relay and 

adjust vibrotactile signals delivered to the point of 

contact can improve haptic feedback, especially within 

noisy environments. The ability to monitor the 

propagation of vibration feedback through various 

surfaces has not been extensively studied. The “static 

actuation” model, where feedback is relayed through 

the entire device and not verified at the point of 

contact, can result in signal integration and attenuation. 

This research proposes the use of a dynamically 

adaptive process for generating, mediating, and 

verifying vibrotactile signals created for surface-based 

interaction. Authors test the use of Active Actuation 

Engine supported by dynamic haptic components 

(Lofelt L5 actuators), Magneto-Rheological fluid as a 

two phased mediation / isolation material, and an 
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onboard sensor array for creating Signal Correction 

Feedback Loop. Extensive user and environment 

testing is required to validate the results; however, 

initial findings suggest having a dynamically adaptive 

mediation layer between the actuator(s) and point of 

contact in a mobile device can improve signal 

propagation. 

Furthermore, utilizing magneto-rheological fluid to 

dynamically mediate actuation signals, have the added 

potential to ensure that the feedback loop and onboard 

sensing assembly does not increase the device size or 

power requirements. The current setup using a 4-CH 

embedded sensory array proved sufficient in 

identifying integration within the output signal. In 

combination with the signal modulation multiplier 

(SMM), using SCFL it was possible to reduce signal 

integration and deliver reliable haptic signals to the 

point of contact even in the presence of environmental 

noise in a moving vehicle. Authors postulate that 

further improvements can be made to the SCFL 

component of the system, to incorporate machine 

learning techniques and better analyze / classify the 

propagated signal in the presence of environmental 

noise. Thus, modeling how standing and sub-surface 

wave propagation may be optimized within the 

mediation material (MRF), creating reliable and 

optimized actuation signals within various devices 

irrespective of the environmental conditions. 
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Summary: We report on our evaluation of the Edge-IIoT-2022 dataset, a recently proposed dataset for Intrusion Detection 

Systems (IDSs) in IoT and IIoT environments. Edge-IIoT-2022 was proposed as a comprehensive dataset that comprises 

IoT/IIoT traffic at 4 different layers: perception, communication, processing and application layers. We applied 5 different 

data mining algorithms to implement 2-class and 15-class IDSs. We follow standard data mining frameworks to learn intrusion 

detection classifiers from input labelled dataset. Our results show that Edge-IIoT-2022 provides sufficient information for 

building 2-class IDSs. On the other hand, building 15-class IDSs is found to be more challenging. For instance, our analysis 

shows that 99.51 % detection accuracy can be achieved in the 2-class mode. The detection accuracy drops significantly down 

to 92.92 % in the 15-class mode. 

 

Keywords: Intrusion detection, IIoT, Data mining, Cybersecurity, Classification, Supervised learning. 

 

 

1. Introduction 

 
The emergence of personal computers and 

computer networks, both of which facilitated the 

ability to generate, store, and transport information 

freely and quickly, might be argued to have ushered in 

the digital age in the 1970s. Since then, more 

computing devices and networking technologies have 

emerged to help massive computer networks like the 

Internet function more efficiently. Thanks to 

advancements in low-cost electronic sensory devices, 

larger computing capacity per area, ultrafast computer 

networks, and practical artificial intelligence, the 

world has entered a new era in which people and things 

are becoming increasingly interconnected, which is 

commonly referred to as the Internet of  

Things (IoT) [1]. 

Another relevant technology that has emerged is 

the Industrial IoT (IIoT) which combines IoT 

technology and control systems that are used to 

supervise and monitor industrial machines and 

processes [2]. Because of the enormous benefits that 

such technologies provide, and deploying them in 

ultra-critical domains, it is of paramount importance to 

protect them against cybersecurity attacks. In this 

work, we are interested in intrusion attacks and how to 

detection them via intrusion detection systems IDSs. 

Recently, a new dataset, called Edge-IIoT-2022, 

proposed for developing IDSs in IoT and IIoT 

environments [3]. The dataset is comprehensive as it 

contains traffic from the 4 main layers in IoT/IIoT 

architectures. It is also realistic as the traffic was 

compiled from real IoT/IIoT traffic. Statistics of the 

dataset can be found in Table 1. 

In this work, we aim at evaluating the effectiveness 

of using Edge-IIoT-2022 for developing data  

mining-based IDSs. We applied 5 different 

classification algorithms for the 2-class and 15-class 

modes. In the 2-class mode, the IDS differentiates 

normal vs cyberattacks traffic, whereas in the 15-class 

mode, the IDS specifies the type of the attack as well. 

The selected algorithms are implemented in the 

WEKA [4] knowledge analysis workbench: 1) J48, 2) 

Hoeffding Tress (HT), 3) Decision Table (DT), 4) 

Naive Bayes (NB) and 5) Bayes Net (BN). 

 

 
Table 1. Edge-IIoT-2022 statistics. DDoS: Distributed 

Denial of Service, IG: Information Gathering, and MITM: 

Man in the Middle. 

 

Property Value 

No. of Features 61 

Attack categories 
DoS/DDoS, IG, MITM, 

Injection, Malware 

# of attacks 14 attacks 

No. of Instances 157801 

 

 

2. Evaluation Methodology 

 
We follow the standard approach of classification 

problems. Specifically, the dataset is first split into  

80 %-20 % split for training and testing datasets, 

respectively. The models are trained using the training 

dataset whereas the evaluation of the model is done on 

the unseen testing dataset. 

To evaluate the performance of the IDSs, we use 

standard performance evaluation metrics such as 

prediction accuracy, True Positive Rate (TPR), False 

Positive Rate (FPR), F1 Score and Area under the ROC 

curve (AUROC). All models used were run using 

WEKA 3.8.5 under the default parameters except for 

NB for which we applied the filter” use Supervised 

Discretization” to convert numeric attributes to 

nominal ones. 
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3. Results 

 
The prediction accuracy for 2-class and 15-class 

IDSs are shown in Figs. 1 and 2, respectively. It can be 

clearly seen that J48 is superior in detection accuracy 

in both modes: 2-class and 15-class IDSs. NB and BN 

show similar performance but slightly less accurate. 

HT models were the least accurate especially in the  

15-class mode. 

 

 

 
 

Fig. 1. 2-class prediction accuracy. 

 

 
 

Fig. 2. 15-class prediction accuracy. 

 

 

It can also be observed that building 15-class IDSs 

is more challenging than 2-class IDSs. The reason for 

this is perhaps due to the lower representation of each 

class in the employed dataset. 

The TPR, FPR, F1 score, and AUROC of all 

classifiers in the two modes are shown in Table 2. The 

metrics were computed from the corresponding 

confusion matrices. We anticipate that deep learning 

models would be more suitable for the 15-class mode. 

It was shown in [3] that deep neural networks provide 

better performance than machine learning methods. 
 

 

4. Conclusions 
 

In this work, we reported on our preliminary 

investigation of evaluating the Edge-IIoT-2022 

dataset, a recent dataset proposed for developing IDSs 

for IoT/IIoT networks. Our analysis showed that 

highly accurate IDSs can be realized in the 2-class 

mode. On the other hand, more specific IDSs that can 

also detect the type of the attack are more challenging 

to develop using Edge-IIoT-2022. Our future work 

will be directed towards further understanding of these 

phenomena and how it can be overcome via advanced 

data mining techniques. 

 

 
Table 2. TPR, FPR, F1 score and AUROC for 2-class  

and 15-class algorithms. 

 

Model TPR FPR F1 Score AUROC 

J48 – 2C 0.988 0.004 0.985 0.998 

J48 – 15C 0.929 0.006 0.929 0.997 

HT – 2C 0.983 0.008 0.984 0.998 

HT – 15C 0.644 0.051 0.625 0.934 

DT – 2C 0.988 0.004 0.985 0.999 

DT – 15C 0.912 0.006 0.917 0.995 

NB – 2C 0.993 0.027 0.993 0.999 

NB – 15C 0.908 0.005 0.914 0.994 

BN – 2C 0.993 0.025 0.993 0.999 

BN – 15C 0.909 0.005 0.915 0.994 
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Summary: The work is aimed at the development of a technique for obtaining an optical analytical signal from the widest 

possible range of organic analytes, which can be useful for quantitative and qualitative analysis applications. The principles 

laid in the basis of the method are the influence of potential analytes on the reaction rate of oxidation of carbocyanine dyes 

with H2O2 catalyzed by metal ions and the formation of fluorescent ternary aggregates of the analyte with an oppositely charged 

surfactant and a carbocyanine dye. The feasibility of discrimination between sulfanylamides has been demonstrated along with 

the recognition of other pharmaceutical compounds. The dose absorbed by potato tubers as a result of their electron beam (the 

accuracy of dose determination was not below 75 %) or X-ray irradiation (the accuracy of dose determination was 100 %) can 

be determined post-treatment to an order of magnitude using discriminant analysis.  

 

Keywords: fingerprint technique, Fluorescence, Optical sensing, Kinetic methods of analysis, Aggregation, Carbocyanine 

dyes, Discrimination of samples. 

 

 

1. Introduction 
 

‘Fingerprint’ methods are applicable for solving a 

number of economic problems: counterfeit detection, 

identification of product source and manufacturer, and 

other similar tasks that require comparison of samples of 

similar matrix composition. Chromatography, optical 

and electrochemical methods are the most common 

among the ‘fingerprint’ methods. Due to their simplicity 

and availability, the spectrophotometry and fluorimetry 

techniques have gained particular popularity. These 

methods could be made even more accessible by 

eliminating the need for full spectrum equipment. 

Optical ‘fingerprint’ methods traditionally rely on the 

absorption or intrinsic fluorescence spectra of samples. 

The addition of fluorophores to the sample makes it 

possible to expand the possibilities of fluorimetric 

technique [1]. Thus, we have shown a possibility of 

classifying apple juices by producers by adding a 

carbocyanine dye to samples with photographic 

registration of light absorption and fluorescence [2]. 

However, even in the case of additions of fluorophores, 

only a few components of the sample are able to give a 

signal (for example, typical quenchers or substances that 

interact with the fluorophore). It is important to further 

expand the range of compounds, primarily organic ones, 

capable of giving an analytical response. 
 

 

2. Principles 
 

To solve this problem, we proposed to employ the 

ability of a wide variety of compounds to influence the 

redox reaction rates [3]. It is proposed to use the 

oxidation of carbocyanine dyes with hydrogen peroxide 

catalyzed by copper(2+) and palladium(2+) ions as 

indicator reactions. Carbocyanine dyes have intense 

absorption in the visible region and fluorescence in the 

near IR (NIR) region of the spectrum (700–800 nm). 

When they are oxidized, the intensity of absorption and 

NIR fluorescence decreases. If the analyte binds to the 

catalyst changing its catalytic activity or directly affects 

the rate of the redox reaction, the absorption of light 

and/or fluorescence changes compared to the blank 

experiment. 

The second principle underlying the proposed sensor 

platform is the effect of the analyte on the fluorescence 

of the dye involved in the analyte – surfactant – dye 

ternary aggregates. Cationic surfactants 

(cetyltrimethylammonium) form aggregates with anionic 

analytes forming multicenter hydrogen and ionic bonds, 

while anionic surfactants (n-dodecyl sulphate) form 

aggregates with cationic analytes. A dye is incorporated 

into the hydrophobic domains of the resulting aggregate, 

and its quantum yield increases compared to that in an 

aqueous solution [4]. 

 

 

3. Methods 
 

The interaction of the sample with the components of 

the indicator reaction was carried out in 96-well plates, 

and the optical signal was recorded by the photographic 

method: fluorescence – using a commercial or home-

made fluorescent visualizer, and reflection of visible 

light – using a smartphone camera or also a visualizer. 
 

 

4. Results 
 

The described principles have been realized in the 

discrimination of individual compounds in solution: 8 
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sulfanylamides (sulfadiazine, sulfamethoxazole, 

sulfathiazole, sulfamethazine, sulfamethoxypyridazine, 

phthalylsulfathiazole, sulfanilamide, sulfa-

chlorpyridazine), as well as 9 compounds of 3 different 

classes: cephalosporins (ceftriaxone, cefazolin, 

ceftazidime, cefotaxime), penicillins (benzylpenicillin, 

ampicillin) and phenothiazines (promethazine, 

promazine, chlorpromazine) [5, 6]. 

A method has been developed on the proposed 

platform for the determination of the dose of radiation 

received by potato tubers during their radiation treatment 

with electrons or X-rays. The samples were extracted 

with water. Registration of an optical signal in time in the 

visible and NIR ranges followed by processing of the 

results by the discriminant analysis method made it 

possible to distinguish non-irradiated tubers from the 

tubers irradiated with a dose of 10 Gy (in some 

experiments, 100 Gy), as well as to estimate the dose to 

the order of magnitude (10, 100, 1000, 10000 Gy). The 

accuracy of dose determination for an unknown sample 

irradiated by an electron beam is not lower than 75% 

even when using two different potato varieties (88% 

when using one variety). The accuracy of the assessment 

of the absorbed dose of X-ray radiation for one potato 

variety is 100% (Fig. 1). 
 

 

 
 

Fig. 1. Scores plot of discriminant analysis method  

showing the separation of potato samples irradiated  

with different doses of X-rays (validation samples  

are shown as empty circles). 
 

 

4. Conclusions 
 

The use of indicator reactions of aggregation and 

catalytic oxidation of carbocyanine dyes can expand the 

possibilities of optical fingerprinting methods, making it 

possible to distinguish between individual compounds of 

similar nature and solve complex discrimination 

problems such as determining a radiation dose. 

In practical work it is advisable to apply the 

photographic principle of recording the intensity of 

fluorescence and reflection. Compared to obtaining 

spectra, this method is more rapid and makes it possible 

to avoid using full-spectrum instruments. 

The developed optical platform can be used as a 

powerful tool for the recognition of analytes and 

discrimination of samples of various nature. The 

accuracy of dose determination for unknown samples 

irradiated by an electron beam is not lower than 75% and 

100% for samples irradiated by X-ray radiation. The 

indicator reactions can be modified by replacing the dye, 

oxidizer, or catalyst, which allows for further expanding 

the range of analytes and developing effective 

discrimination methods. 
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Summary: In this paper, analytic modeling for predicting sensors behavior under  multiaxial loads and electrical 

characterization have been performed on composite dielectric film based ionic types of electroactive polymer strain sensors. 

To achieve this, a combination of SEBS rubber and DBSA doped polyaniline composite film sandwiched between upper and 

lower carbon grease based electrodes, was chosen. Uniaxial tensile testing was conducted on sensor using uniaxial tensile 

testing machine and further this data was used for analyzing hyperelastic behavior of sensor using constitutive equations, later 

fitting parameters obtained from uniaxial tensile data was used for predicting stress-strain behavior of sensor in multiaxial 

loading conditions. Electrometer was used for measuring capacitance at various strain levels. The stress-strain curve for sensor 

was found to be well fit with Ogden's 2nd term. It was concluded that capacitance was drastically improved after doping. 

 

Keywords: Electroactive polymers (EAPs), Capacitance, Strain sensors, Wearables, Human activity monitoring, Soft robotics. 

 

 

1. Introduction 

 
Electromechanical devices like actuators, sensors 

and piezoelectric generators have been widely used in 

robotics, healthcare, augmented reality and wearable 

devices [1-5]. The last decade has witnessed a shift in 

the research trends from hard and brittle to soft, 

flexible and lightweight wearable devices. Highly 

elastic strain sensors that can detect large strains are 

highly demandable in deformable systems such as soft 

robotics and wearable devices. When mechanical 

stimuli are applied to the strain sensors then changes in 

capacitive and resistive values have been noticed, 

which makes the base of this type of advanced sensor 

technology [6-9]. Capacitive sensing has several 

advantages over resistance types sensing like high 

linearity, reproducibility, and low hysteresis. The 

purpose of this study is to improve the stretchability, 

life-cycle, and sensitivity of capacitance-based strain 

sensors. Electroactive polymers have been investigated 

as a potential candidate for fabricating a highly 

efficient capacitive strain sensor. 

 

 

2. Experimental 

 
2.1. Materials 

 

A conducting and stretchable freestanding film 

consisting of SEBS rubber and DBSA doped 

polyaniline composite film sandwiched between 

carbon grease electrodes was used for fabricating Ionic 

type of EAP sensors. 

2.2. Uniaxial Tensile Machine for Mechanical  

       Characterization 
 

Uniaxial tensile testing is most commonly used for 

characterizing the mechanical behavior of the isotropic 

and elastic materials. Tensile measurement for the 

sensor used in this work was conducted using uniaxial 

tensile testing system as shown in Fig. 1. It can be seen 

from this figure that our tensile measurement system 

has 100 N load cell, mobile stage, X-Y stage controller 

and an Oscilloscope. Multiple stretching and 

relaxation cycles under variable strains using a stage 

controller and mobile X-Y stage were controlled by a 

computer controlled Lab-View program. Changes in 

the stress under variable strain was estimated using the 

calibrated load cell, which was further visualized via 

the digital oscilloscope.    
 

 

 
 

Fig. 1. Schematic representation for the tensile 

measurement of the stretchable carbon electrode-based 

ionic EAP strain sensor. 
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2.3. Electrometer Setup for Measuring  

       Capacitance 

 

The capacitance of strain sensor fabricated was 

measured using a computer-controlled and 

programmable electrometer (Advantech 8512). The 

Upper and the lower electrode of the sensor were 

connected to the positive and negative probe of the 

electrometer through connecting conductive wires. 

Capacitance change was measured for the multiple 

stretching and relaxation cycles under various strains 

using computer controlled and mobile X-Y stage as 

shown in Fig. 2. 

 

 

 
 

Fig. 2. Capacitance measuring set-up for electrical 

characterization of the strain sensor. 

 

 

3. Results and Discussion 

 
3.1. Electrical Characterization 
 

When a deformable electroactive polymer film is 

sandwiched between highly deformable conducting 

electrodes on both sides of the EAP film then the whole 

system works like a variable parallel plate film 

capacitor and its capacitance changes on applying 

mechanical stress, which forms the basis of such type 

of capacitive sensing technology. 

 

 

 
 

Fig. 3. Basic principle of EAP based strain sensors. 

 

 

Capacitance (C) of these types of capacitors can be 

described from the equation (1) as shown below 
 

 𝐶 =  
𝜀𝑟𝜀0𝐴

𝑑
, (1) 

 

where εr is the dielectric constant, ε0 is permittivity of 

free space, A is the active polymer area, d is the 

thickness of the silicone film. 

From above figure it can be concluded that 

capacitance of ionic type EAP strain sensor has been 

drastically enhanced after using of SEBS rubber and 

DBSA doped polyaniline composite film, as doping 

improve the dielectric constant of film. Sensor is also 

showing linear behaviour, confirms this sensor’s utility 

for soft robotic field and human activity monitoring. 

 

 

 
 
 

Fig. 4. (a) Capacitance variation without doping,  

(b) Capacitance variation of Ionic EAP-based strain sensors 

under variable strains. 

 

 

3.2. Mechanical Characterization 

 

Force displacement, we can conclude that sensor 

shows purely elastic behavior as cycles are repetitive, 

following same trend and stress is almost constant in 

each cycle. 

 

 

 
 

Fig. 5. Force displacement characteristics of Ionic EAP 

based strain sensor. 

 

 

First stretching cycle up to 100 % applied strain 

was used for the mechanical modelling using various 
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constitutive models and it can be seen from the Fig. 6 

that there was good agreement between the 

experimental data and fitting of the data using the 

Ogden 2nd order constitutive equation. Fitting 

parameters are summarized in the Table 1. 

With the help of fitting parameters, we can predict 

the stress-strain behaviour of the sensor at any value of 

strain by using equation (2). Similarly, we can also use 

these fitting parameters in predicting stress in biaxial 

and pure shear loading using equations (3) and (4) 

respectively [10]. Stress strain behavior can be 

predicted by Ogden modeling. 

 

 

 
 

Fig. 6. Mechanical modelling of ionic type of EAP  

strain sensor. 

 

 

Table 1. Ogden fitting parameters obtained from uniaxial 

tensile data of EAP strain sensors. 

 

Fitting 

parameters 
Ogden 2nd order 

μ (MPa) 6.5,0.01 

 α (MPa) 2.02,3.1 

 

 

 σOdgen = ∑
2𝜇𝑖

𝛼𝑖

𝑁
𝑖 = 1 (𝜆𝛼𝑖 − 𝜆−𝛼𝑖/2), (2) 

 

 Biaxial = σOdgen = ∑
2𝜇𝑖

𝛼𝑖

𝑁
𝑖 = 1 (𝜆𝛼𝑖 − 𝜆−2𝛼𝑖), (3) 

 

 Planar = σOdgen = ∑
2𝜇𝑖

𝛼𝑖

𝑁
𝑖 = 1 (𝜆𝛼𝑖 − 𝜆−𝛼𝑖), (4) 

 

where λ (extension coefficient) = 1+ε (strain). 

4. Conclusions 
 

It was observed that after doping capacitance was 

drasticatically enhanced and sensor was showing 

hyperelastic and linear behavior, where hysteresis 

losses were small and can be ignored. Sensor was 

showing good agreement with Ogden’s 2nd term and 

these fitting parameters obtained from uniaxial tensile 

data can also be used for predicting sensor’s behavior 

under multiaxial loading. 
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Summary: We studied the factors affecting the GMI effect value and magnetic field dependence in magnetic microwires. 

Generally, excellent magnetic softness and high GMI effect have been observed in as-prepared Co-rich compositions. 

However, there is a relationship between the optimal frequency for the GMI performance and the wire diameter: to achieve 

the maximum GMI effect a trade-off between wire dimensions and frequency is required 

 

Keywords: Soft magnetic wires, Giant magnetoimpedance, Magnetoelastic anisotropy, Magnetostriction. 

 

 

1. Introduction 

 
Studies of Giant magnetoimpedance, GMI, effect 

have attracted considerable attention in the last few 

years owing to it suitability for sensor applications  

[1, 2]. The GMI effect was interpreted in terms of the 

classical skin effect in a magnetic conductor assuming 

the dependence of the penetration depth of the AC 

current flowing through the magnetically soft 

conductor on the DC applied magnetic field [1-3]. 

Commonly, the GMI effect is described as the 

magnetoimpedance ratio, Z/Z, defined as: 

 

 Z/Z = [Z (H) - Z (Hmax)] / Z (Hmax), (1) 

 

where Hmax is the axial DC-field with maximum value 

up to few kA/m. 

Extremely high sensitivity of the GMI effect to 

applied magnetic field attracted great interest for 

magnetic sensors applications. Cylindrical shape and 

high circumferential permeability observed in 

amorphous wires are quite favorable for achievement 

of high GMI effect [1-3]. At low frequency range 

(roughly up to 10 MHz depending on sample 

diameter/thickness) the GMI effect originates basically 

from variations of the magnetic penetration depth due 

to strong changes of the effective magnetic 

permeability caused by a DC magnetic field [3, 4]. 

However, for GHz frequencies, the magnetization 

rotation is strongly influenced by the gyromagnetic 

effect. With increasing the frequency, the GMI peaks 

are shifted to larger fields where sample is 

magnetically saturated. At this frequency range strong 

changes of the sample's impedance have been 

attributed to the ferromagnetic resonance (FMR) [4, 5]. 

Recently major attention is focused on high 

frequencies (GHz range) GMI applications owing to 

the development of thinner magnetically soft materials 

and recent tendency in miniaturization of magnetic 

field sensors [4]. The purpose of this paper is to study 

the GMI effect in soft magnetic wires at high 

frequencies. 
 

 

1.1. Experimental Methods and Samples 

 

We measured magnetic field dependences of 

impedance, Z, and GMI ratio, ΔZ/Z, of magnetic 

microwires prepared by the Taylor-Ulitovsky method 

using specially designed micro-strip sample holder. 

The sample holder was placed inside a sufficiently 

long solenoid that creates a homogeneous magnetic 

field, H. The sample impedance Z was measured using 

vector network analyzer from reflection coefficient 

S11, using the expression: 

 

 Z = Z0(1+S11)/(1−S11), (2) 

 

where Z0 = 50 Ohm is the characteristic impedance of 

the coaxial line [1]. Described technique allows 

measuring of the GMI effect in extended frequency, f, 

ranges up to GHz frequencies. 

More details on experimental technique can be 

found in [1]. 

 
 

1.2. Experimental Results and Discussion 

 

As discussed elsewhere [1, 4], for amorphous 

materials characterized by the absence of  

magneto-crystalline anisotropy the main sources of 

magnetic anisotropy are the shape and magnetoelastic 

anisotropy, Kme. The latter is determined by the 

magnetostriction coefficient, λs, and the internal 

stresses, σi, by the relation [1, 4]: 
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 Kme = 3/2 λsσi, (3) 

 

Nearly-zero λs –values can be achieved in the 

CoxFe1-x (0≤x ≤1) or CoxMn1-x (0≤x ≤1) systems at x 

about 0,03 – 0,08 [1]. Among the other factors relevant 

for the GMI ratio optimization at a given frequency the 

diameter of ferromagnetic metallic nucleus must be 

mentioned. 

ΔZ/Z(H) dependencies measured in two  

as-prepared microwires (see Figs. 1a, b) with quite 

similar chemical compositions 

(Co67Fe3.9Ni1.4B11.5Si14.5Mo1.6 and 

Co67.7Fe4.3Ni1.6Si11.2B12.4C1.5Mo1.3) but with different 

dimensions (d = 25.6 m, D = 26.6 m and  

d = 10.8 m, D = 13.8 m, respectively) are shown in 

Figs. 1a and 1b. The first impression from Fig. 1a (in 

which the measurements taken at 100 MHz are shown) 

is that thicker microwires present better GMI 

performance. However, at 700 MHz the opposite 

tendency is observed (see Fig. 1b). Observed 

dependencies are summarized in Fig. 1c, where 

ΔZ/Zmax(f) dependence for both samples are presented 

for comparison. 

 

 

 
 

Fig. 1. ΔZ/Z(H) dependencies measured 

Co67Fe3.9Ni1.4B11.5Si14.5Mo1.6 (d = 25.6 m, D = 26.6 m) 

and Co67.7Fe4.3Ni1.6Si11.2B12.4C1.5Mo1.3 (d = 10.8 μm,  

D = 13.8 μm) microwires at 100 MHz (a), 700 MHz (b)  

and ΔZ/Zmax(f) dependence for both microwires (c). 

 

 

The observed behaviour confirms the relationship 

between the optimal frequency for the GMI 

performance and the wire diameter: to achieve the 

maximum GMI effect a trade-off between wire 

dimensions and frequency is required [1, 4]. Similar 

frequency dependencies are reported for magnetic 

microwires with different diameters elsewhere [1]. The 

diameter reduction must be associated with the 

increasing of the optimal GMI frequency range [1]. It 

must be mentioned that this approach is valid with 

some limitations. The reason is the interfacial layer 

between the glass coating and metallic nucleus 

reported for glass-coated microwires [5]. Since the 

chemical composition of the interfacial layer is 

different from the inner part of the metallic nucleus, 

different magnetic anisotropy and therefore different 

GMI properties can be expected in the surface layer. 
 

 

3. Conclusions 
 

We studied the factors allowing optimization of 

GMI effect of magnetic microwires. Generally, low 

coercivity and high GMI effect have been observed in 

as-prepared Co-rich microwires. However, there is a 

relationship between the optimal frequency for the 

GMI performance and the wire diameter: to achieve 

the maximum GMI effect a trade-off between wire 

dimensions and frequency is required. 
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Summary: This study illustrates the application of a tri-axial accelerometer and gyroscope sensor device on a trampolinist 

performing the walking-the-wall manoeuvre on a high-performance trampoline to determine the performer dynamic 

conditions. This research found that rigid vertical walls would allow the trampolinist to obtain greater control and retain spatial 

awareness at higher levels than what is achievable on non-rigid vertical walls. With a non-rigid padded wall, the reaction force 

from the wall can be considered a variable force that is not constrained, and would not always provide the feedback that the 

trampolinist needs to maintain the balance with each climb up the wall and fall from height. Control and stability are both 

critical while performing the complex walking-the-wall manoeuvre. It was concluded that applying impact attenuation padding 

to vertical walls used for walking-the-wall and similar activities would increase the likelihood of injury; therefore, padding of 

these vertical surfaces is not recommended. 

 

Keywords: Trampoline safety, Trampoline manoeuvre, Trampoline parks, Injury risk, Accelerometery. 

 

 

1. Introduction 

 
Walking-the-wall is a manoeuvre seen in the indoor 

trampoline park environment, where an experienced 

trampolinist walks or runs up a vertical wall that is 

located in the free space of the trampoline. The 

walking-the-wall is a challenging manoeuvre and, for 

safety reasons, should only be attempted by highly 

skilled trampolinists [1]. 

Although trampolining is a high-risk activity that 

can cause serious injuries, there are many physical 

health benefits if practiced safely [2, 3]. Measurement 

and tracking methods have also improved as a result of 

Olympic scoring requirements and academic research 

explorations [4, 5]. This allows us to more deeply 

understand the biomechanics involved in trampolining, 

which is of use to high-performance trampolinists 

wishing to optimise their technique and precision, 

which may also lead to improved safety. 

This paper discusses the novel use of vibration 

equipment to assess the forces experienced by a 

trampolinist performing the walking-the-wall 

manoeuvre on a high-performance trampoline. In our 

proposed system, we implemented a tri-axial 

accelerometer and gyroscope sensors on the 

trampolinist to evaluate the kinematics and 

biomechanics involved in the trampolinist as well as 

the influence of surfaces in the trampoline setup. 

The findings of this paper help improve 

understanding of the force interactions between the 

trampolinist and the wall, which could be used to 

improve the safety of trampoline performance by 

correctly manoeuvring and contacting the wall and 

trampoline. 

2. Trampolinist Manoeuvre Recording  

    Method 
 

To analyse the trampolinist’s manoeuvre during 

trampoline activities, this research measured the 

accelerations and velocities of the trampolinist. All 

dynamic measurements were taken with the Yost Labs 

28-gram tri-axial attitude and heading reference 

system device mounted against the sternum of the 

trampolinist. This device has additional capabilities, 

such as on-board orientation processing and data 

filtering. The device was configured for capturing both 

accelerometer and gyroscope sensor outputs and also 

retrieved the orientation of the player using a Kalman 

filter. The device produced corrected readings from 

both the accelerometer and gyroscope sensors in g-

force and rad/s units, respectively. The sampling 

frequency was 54 Hz, which was automatically 

determined by the device for this particular activity. 

Fig. 1 depicts the IMU device’s initial co-ordinate 

system orientation and the location of the IMU device 

relative to the trampolinist, where the IMU was 

installed close to the trampolinist’s chest. 
 

 
 

Fig. 1. Yost Labs tri-axial sensor device and its installation. 
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3. Results and Analysis 

 
While the IMU was mounted, the trampolinist 

repeatedly conducted the walking-the-wall motions. 

One of the complete cycles is shown in Fig. 2. 

Fig. 2a-e depicts the trampolinist’s ascending 

process from the bottom of the trampoline to the top of 

the wall. It can be seen that the trampolinist’s body 

posture changes from lying on his back with his legs 

higher than his torso to nearly standing upright. During 

this process, the wall plays an important role in 

performing assisting with this activity. The 

trampolinist always needs to tread the wall and use the 

wall reaction force to adjust his body, which means 

that the wall should be hard enough to help the 

trampolinist to obtain an adequate solid grasp  

on the wall. 

During the descending process shown in Fig. 2f-j, 

when the trampolinist is pushing out and down, it still 

requires a hard wall to provide a large reaction force so 

that the trampolinist can obtain a higher falling speed 

and move deeper into the trampoline to obtain the 

desired bounce force for the next walking-the- 

wall cycle. 

Fig. 3 shows three walking-the-wall cycles 

extracted from the IMU device. In Fig. 3, Tx represents 

the contact with the trampoline bed phase and Wx 

represents the walking-the-wall phase. The peaks in 

the g-forces of the x-direction and z-direction indicated 

that the trampolinist reached the bottom-dead-centre 

on the trampoline bed. At this moment, the trampoline 

had the largest deformation and provided the largest 

force to the trampolinist. At the bottom-dead-centre, 

the trampolinist lay on the trampoline with his back. 

Therefore, the positive g-force acceleration in the  

z-direction represented the reaction acceleration of the 

trampolinist moving upwards and the negative g-force 

acceleration in the x-direction represented the reaction 

acceleration of moving towards the wall. 

 

 

 
Fig. 2. Walking-the-wall using a high-performance trampoline—side view of the trampolinist. 

 

 
 

Fig. 3. Three complete cycles of translational accelerations and rotational velocities during walking–the–wall. 
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4. Conclusions 
 

The findings of our study conclude that control and 

stability are critical while performing the complex 

walking-the-wall manoeuvre. Unattenuated vertical 

walls are safer than attenuated vertical walls for 

walking-the-wall activities within trampoline park 

facilities as the variable force from the wall has a 

limited range. It is concluded that applying impact 

attenuation padding to vertical wall used for walking-

the-wall and similar activities may increase the 

likelihood of injury due to soft contact with the wall. 
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Summary: Double bounce is an unusual and potentially hazardous phenomenon that most trampoline users may have 

experienced, yet few would have really understood how and why it occurs. This paper provides an in-depth investigation into 

the double bounce phenomena. Firstly, the characteristics of a recreational trampoline are analysed theoretically and verified 

through experiments. Then, based on the developed trampoline model, double bounce simulation and experiment are conducted 

with two medicine balls released with different time delays. The process of double bounce is presented in detail, which 

comprehensively reveals how energy is transferred between users during double bounce. Furthermore, the effect of release 

time delay on double bounce is also presented. 

 

Keywords: trampoline safety, double bounce, kinetic and potential energy transfer, injury prevention, risk management. 

 

 

1. Introduction 

 
The trampoline is an item of both recreational and 

professional sports equipment that is enjoyed by 

people from different ages, areas and backgrounds [1]. 

It also serves as an effective exercise tool to improve 

health and fitness, with significant energy expenditure 

during jumping. Conversely, there are risks when 

engaging in physical activity, especially when that 

activity effectively amplifies the physical abilities of 

its users [2]. 

Injuries associated with shared use of a trampoline 

are more difficult to prevent because the bounce height 

and interaction with the trampoline of one user are 

strongly affected by the kinetic energy associated with 

other users [3]. A common pattern of shared use of 

trampolines is the double bounce where the trampoline 

is shared by two people. In double bounce, one user 

can transfer his/her kinetic energy to the other user 

when the force of their impact pushes the trampoline 

down. Also, the potential energy of one user could be 

transferred by landing on the trampoline earlier than 

the other user. Both the transferred kinetic and 

potential energy augments the other user’s bounce and 

sends them higher as a result. This combination of 

energy, force and acceleration imposes higher risks of 

landing and compression injuries [4]. Furthermore, if 

the trampoline is stretched by one user and has a slope, 

a shearing force could be introduced to the other user 

and may increase the risk of physical injuries. 

A scientific understanding of the double bounce 

phenomenon has not previously been researched. It 

therefore remains unclear exactly how the energy is 

transferred between users during double bounce, or 

what the main factors affecting the energy transfer 

level and process. This paper aims to present the 

theoretical and experimental results of trampoline 

double bounce and explore the combination of 

conditions which would allow the higher injury risk, 

high energy transfer rates between users. 

 

 

2. Trampoline Dynamic Characteristics 

 
In this research, a round trampoline is used for the 

double bounce analysis, as shown in Fig. 1. The mat is 

hooked and connected to the frame by springs which 

are evenly distributed around the frame. 

 

 
 

Fig. 1. Details of the trampoline used in this research. 

 

A simplified model is used to describe the 

trampoline deflection under an external force and is 

verified by experiment as shown in Fig. 2. 
 

 
 

Fig. 2. Trampoline characteristics. 
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3. Double Bounce Theoretical Analysis 

 
In the double bounce simulation and experiment, 

two medicine balls were dropped above the trampoline 

with varying release time delays. The set-up equipment 

for this experiment is shown in Fig. 3. Ball 1 is 20 kg 

and Ball 2 is 15 kg. Ball 1 was released first and Ball 2 

was released almost immediately after Ball 1 was 

released. 

 

 

 
 

Fig. 3. Double bounce experimental setup. 

 

 

Fig. 4 illustrates the double bounce heights of two 

balls. In this figure, the x axis is the release time delay 

between the balls for the convenience of demonstrating 

the relationship between energy transfer and release 

time delay. As a comparison, the single bounce height 

is also presented. Due to the experiment condition 

limitations, the achieved minimum time delay is 

0.05 s. It can be observed that the experiment results 

and simulation results share similar trends. 

Taking both the mass and height into account, the 

potential energy of two balls after double bounce 

occurs is calculated and shown in Fig. 5. This figure 

correctly shows the trend of potential energy regarding 

the release time delay. 

 

 

4. Conclusions 

 
In this study, we have analysed the mechanical and 

kinetic energy properties of the double bounce based 

on a typical trampoline. We firstly developed and 

proposed a trampoline model by considering the spring 

characteristics. The trampoline model is verified 

through experiments. Then we examined the 

characteristics of double bounce through both 

simulation and experiment. Our results clearly 

demonstrated how the energy is transferred between 

two users and how the release time delay affected the 

double bounce. 

 

 

 
 

Fig. 4. Bounce height with different release time delay. 
 

 

 
 

Fig. 5. Potential energy of balls after double bounce. 
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Summary: Fibre Bragg Grating (FBG) sensors are becoming very successful tool for accurate and perturbation insensitive 

sensing of many non-electric and electric values. A way of interrogation of the grating reflectance spectrum is the important 

part of the FBG sensorial system that significantly forms the facilities of the measuring system and influences the applicability 

of the technology. The article analyses the spectrum scanning type of FBG interrogation. The focal point is the FBG design 

that influences the accuracy of the measurement of the FBG spectral wavelength shift that bears the measured value. We point 

out the ways of improving the interrogation accuracy. The first one shows that the optimal scanning results are obtained when 

using the scanning filter wavelength spectrum width equal to the wavelength spectrum width of the measuring FBG. The 

second way is in application of the specific apodization schemes to the FBG design. It is shown that the specific apodization 

of gratings can further improve the measuring accuracy and two suitable apodization profiles are shown and analysed. 

 

Keywords: Fiber Bragg Grating, Spectrum scanning, Spectrum linewidth, Apodization profile. 

 

 

1. Introduction 

 
FBGs are the longitudinal dispersive structures 

mostly formed as the periodical or quasi-periodical 

changes of the refractive index in the core of the single 

mode optical fibre (SMF). The structure acts as the 

selective optical filter that reflects light in a narrow 

range of the wavelengths around the central 

wavelength λB given by 

 

 2ΛG = s.λB/neff, (1) 

 

where s is the integer, Braggs order; ΛG is the Braggs 

period of the refractive index; neff is the effective 

refractive index of the waveguide with the grating. 

In the same way, the transmitted light lacks the part 

of the spectrum reflected from the grating. The 

reflected spectrum is influenced by all the physical 

agents that can change either the period ΛG or the 

effective index neff of the grating, namely temperature 

of the fibre, strains, bends, twists of the fibre, see  

Fig. 1. The induced spectrum changes can mostly be 

represented by the shift of the maximum of the 

reflexivity (minimum of the transmissivity) spectrum 

of the affected grating that is usually in a very 

accurately established relation to the measured agent.  

There is a number of methods for evaluation of the 

grating spectral shift that can solve, in a compromising 

way, the tasks of the individual applications. One of 

the methods with the potential of high resolution and a 

broad measuring range at the same time is the spectrum 

scanning. 

In this way of interrogation the source of 

narrowband tuneable light is linearly tuned within the 

wavelength tuning range sMIN;sMAX, as shown in 

Fig. 2. The light source is connected to the fibre 

isolator and 50:50 symetrical coupler that sends half of 

the incident light power to the arm with interrogated 

series of gratings and the other half of the power to the 

arm with the reference detector. The light reflected 

from the FBGs is then forwarded back to the 50:50 

symetrical coupler and through it to the measuring 

detector whose signal is normalized using the 

reference detector received value. The maximum of 

the received power is then located and time position of 

the maximum recalculated to the wavelength value. In 

the application practice, two kinds of spectrum 

scanning are mostly used. The first one is based on the 

wavelength tuning of the narrow band optical source, 

often DFB-LD, with -20 dB drop spectral bandwidth 

typicaly, fs-20100 MHz, s-20  0.8 pm. The 

limitation of this approach is the tuning range and 

speed of the laser diode tuning. Standart telecom grade 

cost saving DFBs can give the modest tuning range of 

10 nm in the O or C band. The second option is to scan 

the FBG spectrum with the light of the broadband 

source like SLED that is filtered by the tunable 

narrowband Fabry-Perot filter. That allows to increase 

the scanning frequency and tuning range, up to  

100 nm, which consequently allows using more than 

20 FBG connected to the scanning interrogator in 

series. The tunable FP filters, however give the one up 

to two orders of magnitude wider spectrum line, with 

the linewidth in half maximum sFWHM around: 

sFWHM  60 pm, i.e. s-20  sFWHM /0.603 =  

= 99.5 pm. See Fig. 2. 

The measuring accuracy of the spectrum scanning 

interogation decreases with increase of spectrum 

linewidths of both the scanning source and the 
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measuring FBG. This article shows the ways to 

increase the measuring accuracy of the scanning FBG 

interogation. The first way lies in the optimization of 

the scanning spectrum to the spectrum of measuring 

FBGs and the second one lies in using the apodization 

in the measuring FBG design. 

 

 

 
 

Fig. 1. Fibre Bragg Grating principle. 

 

 

 
 

Fig. 2. Scaning interrogation scheme. 

 

 
2. Spectrum Scanning and Noise 

 
Scanning of the FBG spectrum produces the time 

domain detector photoelectric signal corresponding to 

the reflection spectrum of FBG. However, the time 

signal is not a fully linear copy of the FBG spectrum. 

The main peak of the time signal Im(t) 

 

 Im(t) = ∫ Rg(). I𝑠( − 𝑠(t)
𝑚𝑎𝑥

𝑚𝑖𝑛
). d, (2) 

 

where s(t) = k.t is the wavelength shift of the 

scaning spectrum; Rg() is the spectral light reflectance 

of FBG; Is() is the scanning light spectral intensity 

received at the measuring detector has its full width 

half maximum value different than the original FBG 

spectrum. It can be widened by scanning spectrum 

depending on the linewidth of the scaning spectrum. 

The results of the scanning with the scanning spectrum 

FWHM narrower and wider than the FWHM linewidth 

of the original grating are shown in Fig. 3. The Fig. 3. 

original grating design is grating length: L = 11 mm, 

reflectance maximum: Rmax = 85.6 %, grating FWHM 

linewidth: 
GFWHM

 = 82.46 pm. Refractive index 

profile of the grating is the uniform grating with the 

amplitude of the refractive index modulation  

n = 1.25×10-4. The graphs show the widening of the 

scanned spectra FWHM linewidths and also the 

change of the top of the spectral maxima. That can be 

important for the noise influence in detecting the 

spectral maxima of the grating reflectance.  

 

 

 
 

Fig. 3. Original and scanned spectrum of the uniform 

grating with 82.5 pm and 120 pm scanning window. 

 

 

The accuracy of the detection of the wavelength 

position of maximum grating reflexivity comes from 

the resolution of the wavelength measurement. The 

resolution of the wavelength measurement G in this 

method is determined by the scanning period TSC, 

period TSA of sampling the time signal Im(t) and the 

scanning wavelength range Smax-Smin. It can be very 

small in case of fast sampling: 

 

 G = (Smax-Smin). TSA / TSC  0.01 pm (3) 

 

The time function Im(t) is influenced by the two 

fundamental factors. The first one is the signal to noise 

ratio seen at the measuring detector circuit, the second 

one is the linewidth of the central maximum of the 

reflectance spectrum of the grating. The noise that is 

superimposed on the time signal of the scanned grating 
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influences the correct determination of the position of 

scanned grating reflexivity spectrum.There are few 

sources of noise in the scanning system, dark current 

detector noise ID, thermal noise of the detector load 

circuit ITH and the detector shot noise ISH. The brief 

analysis shows that the dominating factor here is 

relatively high level of received optical signal 

comparing to the usual levels seen in the fiber 

datacommunication systems. The practical example 

with the typical values of the receiver bandwidth  

BW = 1 MHz, the transimpedance load rezistor  

RC = 50 Ω, detector dark current ID = 1 nA, detector 

photoelectric current for the 100 % grating reflectance 

I0 = 50 μA (corresponding to the received powers in 

order of 50 W) shows the RMS values of noise 

currents: 

 

ID = (2e IDBW) = 30 pA; ITH =  

= (4kTBW/RC) = 0,57 nA; ISH = 

= (2e I0BW) = 4 nA 

(4) 

 

Therefore IN  ISH = 4 nA. Signal to noise ratio then 

depends on input optical power, represented by the 

detector photoelectric current I0, on grating reflectance 

Rmax and on receiver bandwidth BW: 

 

 
IS/IN = (I0. Rmax)/( 2e I0.Rmax.BW) =  

= K.Rmax  104 
(5) 

 

From the point of view of the grating design we see 

that the important factor to minimize noise is the 

square root of the grating reflectance Rmax. Further, 

our application example shows that the noise current 

IN is in the order of 10-4 of the signal current at the 

spectral top of the grating reflexivity. 

The superimposed noise on the detected optical 

power reflexed from the scanned grating gives the 

origin of rising errors in determining the time tM and 

wavelength M position of the FBG reflectance 

spectral maximum, see Fig. 4. We can say, that the 

detected maximum in the current signal, composed of 

the light reflected from the scanned grating and of the 

superimposed noise current with the RMS value  

IN = 10-4I0, will be most probably found in the time 

interval 
G

/k

 or in the relevant wavelength 

interval 
G

, that we call the grating noise 

linewidth 
N
. 

 

 
 
Fig. 4. Effect of superimposed noise to the location  

of the reflectance maximum. 

For the expectable case of the symmetric FBG 

spectrum it can be shown that the repeated scanning 

measurements bring the individual wavelength 

locations of the maximum of the detector current 

signal that vary from the ideal (zero noise) position 

MAX and give the individual random values  

of the measured wavelength MiMAX-

0.5
N
;MAX+0.5

N
. The average value of these 

individual measured values Mi corresponds to the 

position MAX of the FBG reflectance spectral 

maximum Rmax. The probability density Pr(z) of the 

Mi values is symmetrical and close to triangular 

function with: 
 

 

z = M-MAX; z-0.5
N
;+0.5

N
, 

Pr(z) = 4z/(
N
)2 +2/

N
; z-0.5

N
;0, 

Pr(z) = 2/
N
- 4z/(

N
)2; z0;0.5

N
, 

 

 

and RMS deviation  of the detected maxima locations 

Mi, in other words the RMS error of the measurement 

is: 
 

  = 
G

/(2.6) (6) 

 

As the value 
N
 = 

G
 0.022

GFWHM
, 

where 
GFWHM represents the full width half 

maximum spectral linewidth, the next important factor 

in the grating design affecting the accuracy of the 

position of maximum reflectance measurement is the 

grating spectral linewidth in the half maximum 


GFWHM

. These two parameters, Rmax and 
GFWHM

 

are not independent in the grating design. As for that 

we define the grating quality factor QG: 
 

 QG = Rmax/
GFWHM

; -;%,nm, (7) 

 

that depicts the suitability of the grating design for 

accurate scanning interrogation. 
 

 

3. Grating Features 
 

The maximum reflectance of the gratings Rmax and 

the reflectance spectral linewidth in the half maximum 


GFWHM

of the grating are values mutually bonded. In 

the uniform gratings, the values of these two 

parameters relate to the physical length of the grating 

in the fibre. The graphs of Fig. 5 depict the relation of 

the grating half maximum linewidth 
GFWHM

 and the 

grating noise linewidth 
G

to the typical lengths 

L of the gratings and to the reflectance’s Rmax. 

When scanning the grating spectrum to locate the 

wavelength position of the reflectance maximum with 

use of an extra narowband tunable light source  

(DFB-LD), the time signal Im(t), eq. (2), is not distorted 

and linearly copies the spectral grating reflectance: 
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 Im(t) = IS0.RG(k.t), (8) 
 

where IS0 is the photoelectric response to the light 

intensity of the light source; RG(k.t) = RG() is the 

spectral reflexivity of the sensorial grating 
 

 SFWHM = GFWHM (9) 

 

Interesting remark can be made here, the obtained 

scanned noise linewidth of 0.99 pm is nearly half of the 

noise linewidth 
SN

 = 1.82 pm and RMS error  

 = 0.37 pm of the same grating, if scanned with the 

ultra-narrowband tunable source.  

Progress in the grating production technology 

shows some other ways to further improve the 

accuracy of the measurement. The way lies in the 

modification of the grating structure by the apodization 

process. Simulation and the practical experiments have 

shown that we can decrease, by this way, the noise 

linewidth of the grating noticeably below the limits 

achievable by the uniform gratings. 
 

 

 
 

Fig. 5. Noise linewidth SN pmof the grating  

GFWHM = 82,5 pm scanned by the scanning spectrum  

with FWHM linewidth S. 
 

 

4. Apodized Gratings 
 

Apodized grating is the grating structure where the 

amplitude of the periodic change of the refractive 

index along the fiber axis is modulated by the specific 

function. Well known are the apodized gratings with 

cos(x), cos2(x), sinc(x), Gaussian and other apodizing 

functions. 

Our goal with the apodization was narrowing main 

peak of the grating reflectance spectrum with 

acceptance of the possible increase of the spectrum 

side lobes. We have investigated number of possible 

apodization schemes, but finally, we have limited the 

choice to the variation of cos(kx), sin(kx) and cos2(kx), 

sin2(kx) index amplitude apodization as these profiles 

showed up to be most suitable from the grating 

production point of view. Most promising apodization 

function from the scope of achieving the narrowest 

noise linewidth and the highest grating quality factor 

proved to be the index variation amplitude: 
 

 
n(x) = nc + nph(1 + 

+(sin2(A.x/L)+B).sin(2x/G)) 
(10) 

 
 

 
a) 

 

 
 

 
b) 

 

Fig. 6. Apodized grating design, sign 2250-13 (upper)  

and b) 2250-14 (lower). 
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In a complex proces of optimization the shape 

coefficients nph, A and B, we found interesting results 

that have the potential for further refining. Partial 

results of the apodized grating design are shown in the 

Fig. 6 a), b). Here, both the presented gratings have the 

active length of 10 mm. The Fig. 6 a) plots represent 

the apodization grating design signed 2250-13 with 

side lobes supression in original spectrum  

SLS = 3.11 dB and the scanned spectrum side lobes 

supression SLSS = 8.59 dB. The Fig. 6 b) represents 

the apodization grating design 2250-14 with  

SLS = 1.93 dB and SLSS = 4.0 dB. We can see the 

difference in the tip sharpnesses and in the side lobes 

supressions for the original FBG spectrum (or FBG 

spectrum scanned with ultra-low linewidth light) and 

the FBG spectrum scanned with the optimal FWHM 

linewidth light. The table Table 1 compares the 

sensorial grating features of the apodized gratings and 

uniform grating of the same length L = 10 mm. The 

first line of the table is for the uniform grating signed  

10-60, whose refractive index profile can be expressed 

by eq. (10). Lines 2 and 3 of the table Table 1. are for 

the apodized gratings according to the eq. (10). 

Table 1 shows the noise linewidths and optimized 

scanned spectrum noise linewidths of the eq. (10) 

apodized gratings in a comparison to the uniform FBG 

design marked 10-60. The design signed 2250-13 

showed near to best noise linewidth and scanned 

spectrum noise linewidth and still acceptable SLSS. 

The best achieved scanned spectrum noise linewidth in 

the design marked 2250-14 was outballanced by the 

unsatisfactory low side lobe suppression and scanned 

spectrum side lobe suppression found in this design. 

Generally, if the sensorial grating is designed as 

uniform or apodized type according to the eq. (10), the 

scanning interogation gives the best result when the 

scanning spectrum has the FWHM linewidth equal to  

the sensorial grating FWHM linewidth. 
 

 

Table 1. Comparison of uniform, sin2(kx) and sin(kx) apodized gratings. 

 

Design type A B nph Rmax GFWHM SLS SLSS 
N
 

SN 
(

S
)  

 - - 10-4 % pm dB dB pm pm pm 

10-60 eq. (10) 0 1 0.8 60.5 63.8 10.97 N.A. 1.3 1.2 (64 pm) 0.24 

2250-13 eq. (10) 0.28 0.1 5 54 52.35 3.11 8.59 1.05 0.570 (54 pm) 0.116 

2250-14 eq. (10) 0.35 0 3.5 43 46.0 1.93 4.0 0.912 0.495 (46 pm) 0.101 

230-01 eq. (11) 0.6 N.A. 2.5 95.9 9.5 N.A. N.A. 0.063 0.087 (1 pm) 0.018 

230-01 eq. (11) 0.6 N.A. 2.5 95.9 9.5 N.A. N.A. 0.063 0.23 (10 pm) 0.046 

230-01 eq. (11) 0.6 N.A. 2.5 95.9 9.5 N.A. N.A. 0.063 3.10 (50 pm) 0.632 

 

 

Our second approach in using the apodization for 

sensorial grating design led us to the structures with the 

steep drop in the center of the reflectance spectrum 

main lobe. Suitable apodization function that allows 

this feature is: 
 

 
n(x) = nc + nph(1 + 

+ sin(A.x/L).sin(2x/G)) 
(11) 

 

The representative of this design, the apodized 

grating signed 230-01, with the index profile according 

to the eq. (11), is shown at the picture Fig. 7. and the 

results of the analysis of this design are in the last three 

lines of the Table 1. where the grating 230-01 is 

scanned with three different scanning spectra. We can 

observe the steep drop in central maximum of the 

reflectance spectra in this design that is originally very 

narrow, that way supressing the noise linewidth for 

locating the central minimum. The analysis show that 

the most suitable way of scanning interrogation in this 

case is using the ultra-narrow tunable source. The 

noise linewidth, when scanned with 1 pm wide 

spectrum source, is 0,087 pm and corresponding RMS 

error is  = 0,018 pm, which is well below of the 

practically achievable scanning wavelength resolution. 

The results of the scanning with wider spectra show 

that the scanning with the spectrum linewidth wider 

than 10 pm rapidly deteriorates the noise linewidth and 

measuring results. It is seen that the wide scanning 

spectrum is not suitable for scanning interogation of 

the eq. (11) type of the apodized sensorial grating. 
 

 

5. Conclusions 
 

In this work we have investigated the factors 

influencing the accuracy of the interrogation of the 

sensorial FBGs by scanning their spectra. The 

potentiality of the spectrum scanning interrogation 

method is the facility to achieve very fast reading of 

the grating reflectance spectrum maximum and so to 

follow even very fast changes of the measured values. 

Another potentiality of the method is capability for 

achieving very low resolution of the measured values. 

To utilize that resolution, it was necessary to analyse 

the influence of the noise in the measurement. The 

analysis has showed the importance of sensorial 

grating features to the measurement accuracy and 

errors. We have focussed the work to the evaluation of 

the grating spectral width and the scanning spectrum 

width and their impact to the measurement accuracy. 

We have found that the spectrum scanning gives the 

best results when the scanning spectrum width 

(FWHM) is equal to the one of the interrogated 

gratings. The scanning spectrum narrower than the 
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grating spectrum linewidth gives still relatively good 

results with the RMS errors higher than the errors in 

the optimum case. The RMS errors are, when using the 

scanning spectrum with near to zero linewidth, only 

less than doubled with respect to the optimal scanning 

case. The increase of the scanning spectrum linewidth 

above the optimal value (equal to the grating 

linewidth) causes the rapid growth of the scanning 

noise linewidth and so the measuring errors. 

The significance of the grating spectrum linewidth 

to the measuring errors minimization has led us to 

investigate the apodization of gratings, where we have 

found prospective ways to further increase the 

accuracy of the GBG interrogation without the need to 

increase the grating`s active length. We have found 

apodization profiles sin2(x/L) and sin(x/L) viable 

for grating fabrication and giving the encouraging 

results in decreasing the grating noise linewidth. Our 

results in this field (Figs. 6., 7. and Table 1.) show that 

the proper design of the grating and the optimal 

scanning can noticeably increase the measuring 

accuracy and minimize the influence of the scanning 

process noise to the measurement. We therefore 

believe that the apodization of gratings has brought a 

novel look in the field of FBG sensing and more 

potential to further improvements of FBG sensor 

system design. 

 

 

 
 

 
 

Fig. 7. Apodized grating design 230-01. From above downwards: Refractive index profile sin(kx) of the grating; Original 

grating spectrum and grating spectrum scanned by the 50 pm scanning window; Spectral section of the central drop of original 

spectrum and the grating spectrum scanned by the 10 pm scanning window; Spectral section of the central drop of original 

spectrum and the grating spectrum scanned by the 1 pm scanning window. 
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Summary: A sol-gel dip-coating method is a low-cost approach for producing thin films on a planar substrate. In this work, 

this method is used to create high-quality, low-loss, and low-surface roughness silica-titania thin films on a glass substrate. 

This platform functions in the visible to near-infrared wavelength ranges and is fitting for a variety of eye-catching photonic 

devices. We are currently working on the optimization of patterning methods such as nanoimprint lithography (NIL). With full 

control of the fabrication process, it is likely to manufacture integrated photonic devices in a single-step process. Additionally, 

as a proof of concept, we have modeled a Photonic crystal (PhC) waveguide and subwavelength grating (SWG) waveguide 

based on a silica-titania platform for sensing applications. 

 

Keywords: Silica-titania, Sol-gel dip-coating method, Low-cost, Photonic crystal waveguide, Subwavelength grating 

waveguide. 

 

 

1. Introduction 
 

Silica (SiO2), titania (TiO2), and silica-titania 

(SiO2:TiO2) thin films developed via the sol-gel  

dip-coating method are extensively researched due to 

their extraordinary optical applications [1]. They have 

been used to tailor planar, rib, and ridge waveguides 

(WGs) with good optical characteristics and low 

propagation losses for optical connections [2]. The  

sol-gel process is simple and inexpensive to use. It can 

be spread out over a vast area and does not require high 

temperatures treatment. It enables the production of 

thin films with exceptional thermal, mechanical, and 

optical properties. For a functional WG, the substrate 

and guiding layer must have a proper refractive index 

(RI) contrast. It is conceivable to fine-tune the RI and 

thickness of the thin films created by the sol-gel 

method by regulating the set-off precursors and 

solvents, in addition to the molar ratio of the 

compounds and the thermal treatment temperature. 

Rare-earth elements, laser dyes, and other organic 

compounds can be doped into these WGs, allowing 

SiO2 and TiO2 materials manufactured by the sol-gel 

technique to be utilized in amplifiers, laser-active 

media, and sensing operations. In recent times, many 

researchers have developed optical WGs based on this 

technology for several interesting applications [3-7]. 

With the advancement of nanoimprint lithography 

(NIL) shortly, integrated photonic devices based on 

this framework will be mass-produced in a single 

manufacturing step with high resolution and cheap 

cost. When this technology evolves, we anticipate this 

platform will be able to beat current WG technologies 

such as SOI, InP, and SiN, which are expensive and 

difficult to handle in the long run. Fig. 1 depicts a 

comparison of the characteristics of the three major 

waveguide platforms to SiO2:TiO2 thin-film 

technology is neck-and-neck in terms of 

competitiveness. 

 

 

2. Synthesis of SiO2:TiO2 Thin Films 

 
Tetraethyl orthosilicate (TEOS) and tetraethyl Orto 

titanate (TET) are utilized as silicon dioxide (SiO2) and 

titanium dioxide (TiO2) precursors, respectively, in the 

dip-coating method. Because the two precursors are 

not water-soluble, ethyl alcohol (C2H5OH) is utilized 

as a homogenizing agent. The hydrolysis and 

condensation processes are aided by hydrochloric 

(HCl) acid as a catalyst. The resulting sol is  

dipped-coated onto a rectangular glass substrate. The 

resultant film can also be thermally annealed by 

heating it to 500 oC for 1 hour. 

This technique has several significant advantages: 

 No costly equipment, such as PECVD systems, is 

required for low-cost and straightforward 

production; 

 Highly accurate WG film thickness manipulation 

with suitable substrate withdrawal speed 

modification; 

 High refractive index control by a stoichiometric 

ratio modification between precursor components; 

 The disclosed process provides scaling potential 

with many substrates being dip-coated 

concurrently, owing to the very homogeneous 

produced WG films. 
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Fig. 1. Comparing the optical, physical, and chemical characteristics of platforms made of InP, SOI, SiN,  

and SiO2:TiO2. 

 

 

3. Numerical Modeling of Optical Elements  

    Based on the SiO2:TiO2 Platform 

 
As a proof-of-concept, the potential sensing 

applications based on the SiO2:TiO2 platform are 

numerically investigated via COMSOL Multiphysics 

software. The EM-wave frequency domain was used 

as a physics interface. The finite element method 

(FEM) divided large sections down into smaller 

components known as finite elements. This may have 

been implemented by doing a space discretization in 

the space dimensions, followed by the generation of an 

object mesh. The detailed meshing was determined by 

the accuracy of the solution and the computer’s 

processing power. We used a mesh size of λ/30 

throughout the whole WG model. This meshing 

produced correct simulation results based on our 

system's processing speed. For wave propagation 

systems, an open computation domain was utilized 

because it allows the EM-wave to travel without back 

reflections. The scattering boundary condition (SBC) 

was used to allocate the open geometry at the 

simulation windows' exterior boundaries. An  

x-oriented plane wave was excited at the waveguide's 

input port. In addition, the "parametric sweep" function 

is used to mimic various geometric characteristics of 

the waveguide concerning a specific  

wavelength range. 

Subwavelength grating (SWG) WG-based  

Fabry-Perot structure and Photonic crystal (PhC) WG-

based refractive index sensor architectures are 

proposed as depicted in Fig. 2 (left) and Fig. 2 (right), 

respectively. These structures can be employed in the 

detection of biochemical analytes. Any variation in the 

ambient refractive index (RI) can be observed by a 

shift in the resonance wavelength. And the sensitivity 

of the device can be calculated by using the following 

expression: Sensitivity (S) = ∆λ/∆n (which is 

expressed in nm/RIU), where ∆λ and ∆n is the change 

in the resonance wavelength and ambient RI, 

respectively. Both devices show promising sensing 

performance. 

Subwavelength gratings (SWGs) have played an 

important role in the expansion of practical,  

high-performance integrated photonics devices such as 

low-loss fiber-to-chip couplers, selective filters, 

modulators, sensors, and ultra-broadband WG 

couplers [8, 9]. An SWG WG has the same  

cross-section as a ridge WG, but it has periodic 

refractive index modulation along the light 

propagation path. Because of the periodicity of the 

SWG, specific wavelength bands can be transmitted as 

a Bloch waveguide mode. For each wavelength band 

to be broadcast, an SWG WG with a precise grating 

period or duty cycle may be well-organized. SWG 

WGs are interesting since they permit the changing of 

the effective index and dispersion parameters of the 

guided mode. 
 

 

 
 

Fig. 2. Schematic representation of, SWG WG based 

Fabry-Perot structure (left) and PhC WG (right). 
 

 

PhCs have sparked considerable interest because of 

their exceptional electromagnetic properties and 

RI =3.4

Spectral range [μm] = NIR

Propagation loss (dB/cm) = >0.4

Realization of thin films = LP MOCVD

Implementation costs = High

Technological maturity = High

Cost-efficiency = Moderate

RI modification = No

Chemical resistance = Low

RI =1.6-2.2

Spectral range [μm] = VIS-NIR

Propagation loss (dB/cm) = ~ 0.1

Realization of thin films = Sol-gel

Implementation costs = Low

Technological maturity = Developing

Cost-efficiency = Very high

RI modification = Yes (1.1-2.2)

Chemical resistance = Very high

RI =3.42

Spectral range [μm] = 1.1-6.5

Propagation loss (dB/cm) = <0.1

Realization of thin films = Wafer bonding

Implementation costs = High

Technological maturity = High

Cost-efficiency = Very high

RI modification = No

Chemical resistance = Low

RI =2.0

Spectral range [μm] = VIS-NIR

Propagation loss (dB/cm) = < 0.1

Realization of thin films = LPCVD

Implementation costs = High

Technological maturity = High

Cost-efficiency = Moderate

RI modification = Yes (only for SiOxNx)

Chemical resistance = Moderate

InP SOI

SiO2:TiO2SiN

SWG WG PhC WG

P
ro

p
a
g
a
ti

o
n

 d
ir

ec
ti

o
n

P
ro

p
a
g
a
ti

o
n

 d
ir

ec
ti

o
n

SiO2:TiO2

Substrate

Cavity
Cavity

x

y



8th International Conference on Sensors Engineering and Electronics Instrumentation Advances (SEIA' 2022),  

21-23 September 2022, Corfu Holiday Palace, Corfu, Greece     

47 

prospective applications in optoelectronics. Due to 

Bragg scattering in a periodic dielectric pattern, it is 

possible to implement a photonic bandgap (PBG) in 

PhCs, which is equivalent to electronic band gaps in 

semiconductors. In principle, PhCs are calculated with 

a PBG to eliminate an undesired range of transmitted 

wavelength and can be used in 1D, 2D, or 3D 

configurations. The transmission characteristics of the 

PhCs are remarkable, allowing the foundation of 

miniature optical devices capable of giving desired 

exceptional performance [10, 11]. 

 

4. Proposed Fabrication Processes 

 
The WG system based on the sol-gel dip-coating 

process is inexpensive and can be used in a variety of 

fascinating applications. If a low-cost manufacturing 

process is used, integrated photonic devices based on 

such platforms can be affordable. We are actively 

developing and mastering the traditional fabrication 

process, which comprises photolithography (for 

patterning) and reactive ion etching (RIE) of the 

patterned structures. Furthermore, we intend to create 

direct nanoimprinting enabling the creation of  

low-cost integrated photonic devices. This method 

involves printing patterns in a liquid sol-gel with a 

flexible polymer mold, then separating and 

transporting the pattern to the substrate. The first stage 

of the process is pattern preparation using 

photolithography, which entails depositing a 

photoresist on a silicon substrate and exposing the 

sample using a lithography mask. The design is then 

immersed in a liquid polymer (PDMS). When the 

PDMS curing is complete, the stamp is now ready to 

pattern transfer by imprinting the structures on the 

predefined sol-gel layer. The flexible mold, which can 

be made of PDMS, was generated by a silicon master 

mold. During nanoimprinting, the PDMS layer's 

pattern comes into touch with a substrate and sol-gel. 

The patterns of the PDMS mold are then filled with 

liquid sol-gel via capillary molding. The initial process 

of hardening the sol-gel forms required UV irradiation. 

Then the PDMS is eliminated, leaving the surface of 

the substrate with solid microstructures. After the first 

hardening, the ultimate hardening of the 

nanostructures is carried out at 500 oC for 1 hour to 

remove organics and water. 

 

5. Conclusions 
 

In this study, high-quality SiO2:TiO2 thin films are 

created on a glass substrate using the sol-gel  

dip-coating process. The coating technique is very 

economical and yields thin films with low losses and 

surface roughness, which are appropriate for 

waveguiding. As a proof-of-concept, SWG and PhC 

WG refractive index sensors are numerically 

investigated which shows promising results. We see a 

huge potential in this platform if it is combined with 

nano-imprint lithography for the realization of 

integrated photonic devices in a single fabrication step. 
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Summary: A capacitive proximity device SensFloor [1] was installed in the HUman at home project [2] apartment in 

Montpellier, France. Floor activations related to participants' movements are recorded with a frequency of 868 Hz. One issue 

of this low-cost floor is its poor spatial precision. Actually, the least spatial element is a triangle of 25×50 cm. Moreover, this 

capacitive signal is not proportional to the weight of the object. Thus, it is challenging to organize this space-temporal signals 

into human behavioral events such as static, trample, walk. These events are identified by our Walk@Home algorithm 

presented here. In the core of this algorithm is a space-temporal window that scans the raw signals and organize them into a 

dynamic graph containing the eventual trajectories. Even then, the result is an approximation of the movement of the center of 

the gravity of a human. A good identification of trajectories is validated with data from controlled movements on the floor. 

 

Keywords: Locomotor trajectories, Capacitive sensor, SensFloor, Signal processing, Walking at home, Trajectory detection. 

 

 

1. Introduction 
 

A significant portion of time at home involves 

walking [3]. The study of ordinary indoor locomotion 

is difficult as it requires the use of invisible sensors 

allowing to track movements without influencing their 

natural behavior. Here we present the results of an 

investigation recently conducted in the city of 

Montpellier, France, in the form of a smart floor 

installed in a real apartment. This is part of the HUman 

at home projecT or HUT [2]. The chosen capacitive 

smart floor – SensFloor – was selected as a trade-off 

between cost and availability of commercialized smart 

devices (see Section 2). Our present work details the 

needed treatments from sensor’s raw data to 

parametric curves approximating human trajectories. 

The results fit well with data from controlled walking 

experiment in the same floor. 
 

 

2. Sensors and Raw Data 
 

The installed SensFloor is a capacitive proximity 

sensor that identifies the presence of an object thanks 

to the detection of its electrical conductivity. The value 

of the capacitance 𝐶 in Farad is 𝐶 =  𝜀𝑟 × 𝜀0 ×
𝑆

𝑑
 

where 𝜀𝑟 is the relative permittivity of the insulator; 𝜀0 

is the permittivity of the vacuum; S is the surface of the 

sensor in square meters, and d is the thickness of the 

insulator in meters. The human body, belonging to the 

family of conductors, induces an action on these 

sensors and thus, allows capacitive smart floors to 

detect its presence. The sensor will thus send an 

estimate of the variation generated by the body  

on the sensor. 

An important disadvantage of capacitive proximity 

sensors is that, unlike pressure sensors, they do not 

provide information about weight. Among the existing 

capacitive proximity sensor floors on the market there 

are: Elsi Smart Flooring (MarieCare) [24], 

FutureShape SensFloor [25], and imgne® Visible™. 

SensFloor technology was selected for its lower cost. 

The SensFloor® covers almost all the surface of 

the apartment (72 m²), except for a few zones, named 

“gaps”. It contains 109 sectors. A sector is a rectangle 

(100 cm × 50 cm) designated by the nomenclature 

𝑥, 𝑦. Each sector consists of eight capacitive proximity 

sensors, enumerated clockwise from 1 to 8. These 

sensors are triangular “pixels”, 50 cm × 25 cm in size, 

that allow conductance detection (Fig. 1). The size of 

the sensors is large compared to other devices  

(e.g., SpeedLetiX), and therefore a solid layer of 

algorithmic computation is required to compense for 

this leak of precision. 

Each sensor returns the capacitance on a scale from 

0 to 255, at a sampling rate of 868 Hz. The specific 

zero, calibrated at 127 arbitrary units (AU), allows the 

expression of negative data that reflect, among other 

phenomena, the withdrawal of the conductive body. 

The signals are recorded on a server in a daily “.csv” 

file. An example of record is in Table. 1: 

time: time in the Unix era; 

𝒙, 𝒚: 𝑥 and 𝑦 axis position of sector; 

s1, …, s8: capacities values of pixels of the sector. 
 

 

Table 1. One record. 

 

time X Y s1 s2 s3 s4 s5 s6 s7 s8 

15432062 8 1 139 130 128 126 127 142 146 128 

 

 

In order to determine the activation thresholds of 

the algorithm, obtain controlled walking samples and 

identify the presence of noise in the signals, five 

control specific scenarios were first rigorously tested 

and recorded: 

(a) Linear trajectories performed at different speeds 

simulating various daily walking situations; 
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(b) Curvilinear trajectory performed at normal speed, 

walking from one room to another, or avoiding an 

obstacle; 

(c) Simultaneous trajectories of two individuals in the 

same room, testing for the intersection, avoidance, and 

separation of the two agents; 

(d) Simultaneous trajectories of two individuals in two 

different rooms; 

(e) Quiet stance tested with one individual (E.1), or 

with two individuals engaged in a conversation (E.2). 

Three participants voluntarily participated in the 

testing. They performed seven round-trip trials per 

scenario, yielding a total of 200 round-trip walking or 

standing trials. The MATLAB R2020a environment 

was used for data processing. 

 

 

 
 

Fig. 1. Map of the apartment with sectors and gaps (green). Each sector is composed of 8 sensors (insert in red). 

 

 

3. Data Processing 
 

The first step of the algorithm is the reconstruction 

of the static graph of the apartment. The apartment is 

organized in 9 areas (Fig. 1): Room 1, Room 2,  

Room 3, Corridor, Kitchen, Entrance, Living room, 

Bathroom, Restroom. The 109 × 8 sensors paving the 

apartment can be organized into a static spatial graph 

𝐺0  =  (𝑉0, 𝐸0) accounting for the geometrical shape 

and constraints when calculating spatial neighborhood 

of any point on the floor. 

A node 𝑣 ∈  𝑉0 is a triplet 𝑣 =  [𝑥, 𝑦, 𝑠], where 

𝑥, 𝑦 is the sector identification and 𝑠 =  1, … , 8 is the 

sensor number. The node 𝑣 is the least spatial unity, a 

“pixel”, and corresponds to a right-angled triangle with 

sides of 25 cm × 50 cm. These dimensions indicate the 

precision limits for further calculations. The number of 

nodes is |𝑉0|  =  109 × 8 =  972. To each  

𝑣 =  [𝑥, 𝑦, 𝑠] is associated the couple of metric 

coordinate vectors of the nodes of the sensor  

𝑠, 𝑣 → [𝑋(𝑣), 𝑌(𝑣)]. Most nodes are triangles 

and 𝑋(𝑣), 𝑌(𝑣) have three coordinates. Some sectors 

are cut, e.g., at the borders of a room. In this case, 

sectors have a trapezoidal shape and 𝑋(𝑣), 𝑌(𝑣) have 

4 coordinates. We calculated the coordinates of a 

representative point into the sensor, e.g., its barycenter. 

An edge (𝑢, 𝑣) ∈  𝐸0 joins the nodes 𝑢, 𝑣 ∈  𝑉0. 

The information about the edge (𝑢, 𝑣) is contained in 

two matrices indexed by the nodes: 

GAP matrix: Entries to this matrix contain the 

eventual gap between nodes. Two special values of gap 

are 𝐺𝐴𝑃(𝑢, 𝑣)  =  𝐼𝑛𝑓 if there is some physical 

obstacle between 𝑢 and 𝑣, e.g., a wall and 

𝐺𝐴𝑃(𝑢, 𝑣)  =  0 when 𝑢 and 𝑣 are in the same room. 

Otherwise, 𝐺𝐴𝑃(𝑢, 𝑣) is the width of missing sectors. 

Distance Matrix: Given two nodes 𝑢, 𝑣 𝐷(𝑢, 𝑣) is 

the Euclidian distance between the barycenters of the 

sensors 𝑢, 𝑣. 

The static graph above is needed to calculate the 

spatial neighborhood. The shape of these 

neighborhoods must fit the floor structure and consider 

the gaps. This is one of the advantages of graph 

representation as it fits the shape irregularities of the 

apartment. For a given node 𝑢 of 𝐺0 and a spatial 

radius 𝜌, we calculate the spatial neighborhood 

𝑁(𝑢, 𝜌). 𝑁(𝑢, 𝜌) contains nodes of 𝑣 ∈  𝑉0 such that: 

Condition 1. 𝐺𝐴𝑃(𝑢, 𝑣)  =  0 and 𝐷(𝑢, 𝑣) ≤ 𝜌. 

This is the normal condition. The neighborhood is not 

“deformed” by the gaps. The dilatation coefficient of 

time needed to go from 𝑢 to 𝑣 is 𝑅(𝑢, 𝑣)  =  1. 

Condition 2. 0 < 𝐺𝐴𝑃(𝑢, 𝑣) < ∞ and  

𝐷(𝑢, 𝑣) ≤ 𝜌 +  𝐺𝐴𝑃(𝑢, 𝑣). This happens in the case 
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of a missing rectangle or for zones with no sensors. 

Here, the sector on the other side of the gap is the 

natural neighbor, and this reshapes the spatial 

neighborhood. The neighbour distance is: 

 

 𝐷(𝑢, 𝑣) ≤ 𝜌 × (1 +
𝐺𝐴𝑃(𝑢, 𝑣)

𝜌
) (1) 

 

Thus, any neighbor 𝑣 of 𝑢 comes with its dilatation 

coefficient 𝑅(𝑢, 𝑣)  =  1 +
𝐺𝐴𝑃(𝑢,𝑣)

𝜌
. Under the 

hypothesis of a constant velocity displacement, the 

dilatation factor 𝑅(𝑢, 𝑣) will multiply the time radius 

𝜏 (see below) to obtain the temporal neighborhood. 

The spatial neighborhood is thus: 

 

 𝑁(𝑢, 𝜌)  =  {𝑣 ∈ 𝑉0 | 𝐷(𝑢, 𝑣) ≤ 𝜌 × 𝑅(𝑢, 𝑣)} (2) 

 

Neighborhood identification requires considering 

the temporal proximity of the node (defined in 

milliseconds). The static node 𝑢 =  [𝑥, 𝑦, 𝑠] of 𝐺0 

becomes dynamic 𝑢(𝑡)  =  [𝑥, 𝑦, 𝑠, 𝑡] when its 

activation at time 𝑡 is conside red. When detecting 

trajectories, dynamic nodes that are “near”- spatially 

and temporally - are searched for. Given a temporal 

radius 𝜏, the temporal neighborhood of 𝑢(𝑡) is: 

 

 𝐻(𝑢(𝑡), 𝜏)  =  {𝑣(𝑡′) | |𝑡 − 𝑡′| ≤ 𝜏 × 𝑅(𝑢, 𝑣)} (3) 

 

The spatio-temporal neighborhood of 𝑢(𝑡) is: 

 

 𝑉(𝑢(𝑡), 𝜌, 𝜏)  =  𝑁(𝑢(𝑡), 𝜌) ∩ 𝐻(𝑢(𝑡), 𝜏) (4) 

 

We defined a trajectory as a sequence  

𝑢𝑘(𝑡𝑘), 𝑘 =  1, … , 𝑚, 𝑠. 𝑡. 𝑢𝑘(𝑡𝑘) ∈ 𝑉(𝑢𝑘−1(𝑡𝑘−1), 𝜌, 𝜏). 

Obviously, the values of 𝜌, 𝜏 have to be set in advance. 

Spatial and temporal radii, as well as filtering 

thresholds (see below) were defined by biomechanical 

considerations and a trial-and-error process until 

obtaining the real trajectories of the evaluation 

scenarios. 

 

 

3.1. Filtering 

 

Filtering is an essential component of data 

processing. As capacitive sensors are sensitive to 

capacitance, i.e., changes in an electrical property, all 

recorded activation values from one raw data file are 

not valid activations. Three specific filters were here 

selected and applied in turn. 

Activation filtering: Let 𝑠𝑖(𝑡) be the signal value 

of sensor 𝑖, 𝑖 =  1, … , 8 at instant 𝑡. The first filter 

allowed us to set to 0 all recorded values with  
𝑠𝑖(𝑡) ≤  130, and to retain only those rows of data with 

at least one 𝑠𝑖(𝑡) > 130 (Fig. 2a). A large majority of 

the data was grouped around the value 127, equivalent 

to the zero of the SensFloor device. Preliminary tests 

allowed us to consider these values around 127 ± 3 as 

continuous noise related to the device. Applying this 

filter retained 30 % of the initial recordings. 

 

 

 
 

Fig. 2. Histogram of number of activations per sector (a), 

and signal derivatives (b), used to fix filtering  

thresholds (in red). 

 

 

Derivative of activation filtering: We observed 

that when walking on a sector, the value 𝑠𝑖(𝑡) sent by 

the sector increased, suggesting that the activations of 

interest are the ones with 
𝑑(𝑠𝑖(𝑡))

𝑑𝑡
> ∆. The distribution 

plot of all signal derivatives is given in (Fig. 2b). The 

comparison of the result of the final trajectories 

allowed us to confirm the relevance of retaining only 

the positive derivatives of the signal, representing the 

specific activations of the capacitive sensors due to 

walking. We therefore retained only activations with 
𝑑(𝑠𝑖(𝑡))

𝑑𝑡
≥ 1. This filter retained 15 % of the initial 

recordings. 

Filtering “Overcrowded” sectors: This step was 

used to neutralize the daily displacement of objects. 

Global activation was calculated from the number of 

activations per sector. The results show that, for a 

continuous daily measurement, 60 % of the sectors had 

no activation, and only a few sectors recorded an 

abnormally high number of activations  

(> 1200 activations). These "overloaded" sectors 

were located under conductive objects, such as the legs 

of chairs and tables. Hence, only those sectors with a 
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total number of activations lower than 1200 were kept. 

This filter allowed to remove 4 % of the initial signals. 

These three filters were applied to the data before 

starting the trajectory identification. Only 25 % of the 

rows in the initial data file were found to have at least 

one valid activation per row after filtering. 

 

 

3.2. Walking Trajectories as Chains of Dynamical  

       Nodes 

 

The dynamic nodes of a given sensor [𝑥, 𝑦, 𝑠] at 

time 𝑡 are defined as 𝑢(𝑡)  =  [𝑥, 𝑦, 𝑠, 𝑡]. Our objective 

was to detect walking trajectories that constitute a 

“continuous” chain of dynamic nodes, based on the 

filtered data. A walking path, or trajectory, is defined 

as a sequence of dynamic nodes: 

 

 𝑊 =  𝑢1(𝑡1), … , 𝑢𝑘−1(𝑡𝑘−1), 𝑢𝑘(𝑡𝑘), … , 𝑢𝑤(𝑡𝑤),  

 

with increasing times 𝑡𝑘−1 < 𝑡𝑘 for 𝑘 =  2, … , 𝑤, and 

continuity is defined by 𝑢𝑘(𝑡𝑘) ∈
𝑉(𝑢𝑘−1(𝑡𝑘−1), 𝜌, 𝜏), 𝑘 =  1, … , 𝑤, that is 𝑢𝑘(𝑡𝑘) is in 

the spatio-temporal neighborhood of 𝑢𝑘−1(𝑡𝑘−1) for 

the given radii 𝜌, 𝜏. Condition 1 implies a ‘half’ spatio-

temporal neighborhood 𝑢𝑘(𝑡𝑘) ∈ 𝑉(𝑢𝑘−1(𝑡𝑘−1), 𝜌, 𝜏). 

The spatial radius 𝜌 and the temporal radius 𝜏 here 

need to be determined. We know that the average 

human step length is about 64 𝑐𝑚 (ranging from 

50 𝑐𝑚 to 80 𝑐𝑚) and the outside average step 

duration, e.g., from a heel strike to next heel strike, is 

around 500 𝑚𝑠 [6]. Therefore, we chose the spatial 

radius 𝜌 =  60 𝑐𝑚. After several trials and a detailed 

study of a variety of trajectories, we fixed the inside 

temporal radius 𝜏 =  880 𝑚𝑠. The construction of 

walking trajectories then followed two steps. 

Parent-Child structure: The ‘half’ neighborhood 

suggests organizing the data into a parent-child 

structure. For each child, that is a dynamical node 𝑢(𝑡), 

we defined its parent(s) 𝑈(𝑡) as the set of nodes 𝑣(𝑡′) 

such that: 𝐷(𝑢, 𝑣) ≤ 𝜌 × 𝑅(𝑢, 𝑣), 0 < 𝑡 − 𝑡′ ≤ 𝜏 ×
𝑅(𝑢, 𝑣). Thus, a trajectory arriving at 𝑢(𝑡) probably 

passes through a parent node in 𝑈(𝑡) and we noted this 

relation 𝑈(𝑡) → 𝑢(𝑡). In general, the parent set 𝑈(𝑡) 

contains more than one parent 𝑣(𝑡′) of 𝑢(𝑡) and this 

parent is merely an eventual predecessor of 𝑢(𝑡) in a 

trajectory. Next, we applied a transitive simplification 

of parent sets. If 𝑧(𝑡′′) is a parent of 𝑣(𝑡′) and 𝑢(𝑡) and 

if 𝑣(𝑡′) is a parent of 𝑢(𝑡) then 𝑧(𝑡′′) is deleted from 

𝑈(𝑡) (Fig. 3). 
 

 

 
 

Fig. 3. Parent-child structure between nodes. Node 𝑧(𝑡′′) is 

not allowed to be parent and grandparent of 𝑢(𝑡). 

Obtaining trajectories. The parent-child structure 

enabled us to organize the dynamic nodes into 

trajectories. Nodes were ordered by increasing time 

stamp in a digraph 𝐴 containing all parent-child arcs, 

𝑣(𝑡′) → 𝑢(𝑡). This allowed us to calculate the 

indegree and outdegree for each node 𝑢(𝑡). Isolated 

nodes were discarded. Each node was assigned at least 

one path number “NoTraj”, initially set to 0. 

The extraction of the chain of dynamic nodes 

contained in a trajectory was then possible. The 

resulting dynamic chain was stored in a matrix format. 

Let us take the example of a dynamic node obtained 

following this treatment: 𝑢(𝑡)  =  [3,5,1,23.010] and 

𝑣(𝑡)  =  [3,5,2,23.010]. Here several dynamic nodes 

have the same timestamp, suggesting that the sensors 

sent an activation at the same time. Strictly speaking, 

the activation times of these two sensors differ by less 

than 0.001 𝑠, allowing them to be discriminated. In 

order to determine a geometrical curve approximating 

the real trajectory of the barycenter of one individual, 

we needed to aggregate these simultaneous dynamic 

nodes. One robust aggregation method is to take as a 

representative point the barycenter of the sensors, 

weighted by their signal level (Fig. 4). 

All aggregated points were sorted by their unique 

increasing time stamp. The calculations then yielded a 

sequence of points such that: 

 

𝑋𝑌tr  =  𝑏(𝑡𝑘)  =  (𝑥(𝑡𝑘), 𝑦(𝑡𝑘)), 𝑘 =  1, … , 𝐾  

 

Finally, we computed a parametric curve  

𝐶(𝑡)  =  [𝑋(𝑡), 𝑌(𝑡)] by fitting with a spline 

interpolation the points (𝑡𝑘, 𝑥(𝑡𝑘)) into 𝑋(𝑡) and 
(𝑡𝑘, 𝑦(𝑡𝑘)) into 𝑌(𝑡) separately, 𝑘 =  1, . . . , 𝐾 (Fig 5). 

The 2D presentation of 𝐶(𝑡) is in (Fig 6). The spline 

interpolation was adopted because it satisfies 

derivative constraints into the nodes. Note that this 

choice was suggested by a smooth locomotion pattern. 

 

 

 
 
Fig. 4. Two groups of dynamic nodes at time 𝑡 =  0 (blue) 

and time 𝑡 =  0.2 (red). Circles represent the barycenters  

of each node. The numbers next to the barycenters are  

the weighting values 𝑤𝑖  =  𝑠𝑖(𝑡) − 127. The aggregate 

point 𝑏(𝑡)  =  (𝑥(𝑡), 𝑦(𝑡)) is the square. The motion is thus 

from the blue dynamic node group to the red dynamic  

node group. 
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Fig. 5. Parametric curve [𝑋(𝑡), 𝑌(𝑡)] that fits the representative points into a trajectory. 

 

 
 

Fig. 6. Floor trajectory as parametric [𝑋(𝑡), 𝑌(𝑡)] curve. 

 

 

4. Results 
 

As mentioned above, we calibrated our algorithmic 

approach by testing five controlled scenarios. As the 

timestamps and the walking conditions are known, this 

allowed us first to verify the correct functioning of the 

Walk@Home algorithm. We then applied the 

algorithm to all daily datafiles. Fig. 7 plots illustrative 

examples of the trajectories reconstructed by our 

algorithm in the various scenarios. 

The reconstructed trajectories in the walking-only 

(A) and (B) conditions correspond to the trajectories 

imposed before the experiment on the walkers. In the 

dyadic scenarios, two opposite results were found. The 

crossing scenario (C) shows the limitation of our 

algorithm with frequent confusions between 

participant 1 and participant 2, when present in the 

same room. When the two participants are walking in 

two separate rooms (scenario D), the algorithm picks 

out the individual trajectories perfectly and 

simultaneously. 

This suggests that the limit of our algorithm is not 

of temporal nature – data belonging to the same time 

period in different spaces can be correctly associated – 

but of spatial nature, certainly related to the probability 

of a wide neighborhood when two individuals are in 

the same location. The standing scenario performed 

alone (E.1) is assimilated to a small trajectory made 

between two sectors, caused by step trampling during 

quiet stance. As with the dual crossing scenario, the 

algorithm exhibits confusions between the two 

participants in the dual standing scenario (E.2). 

Thus, our algorithm has a good to excellent 

recognition rate in both spatial and temporal domains, 

for single individuals walking or standing, or for two 

individuals when walking in different rooms. When 

the two individuals are walking (C) or standing (E.2) 

in the same room, errors increase considerably. The 

most probable reason is the failure to identify spatially 

neighboring points as belonging to the same 

individual, and the selected parameters (60 𝑐𝑚 for step 

length and 800 𝑚𝑠 for step duration) will probably 

need to be adjusted, and/or completed by a second data 

processing algorithm, in order to account for these 

multi-person scenarios. 

 

 

5. Conclusions 
 

The physical limitations of capacitive smart floors 

require to develop processing algorithms which 

compensate for the lack of accuracy. Facing one of 

these systems, the SensFloor, our objective was to 

reconstruct locomotor trajectories produced in a real 

apartment. Our method was based on (i) the 

reconstruction of the static graph, (ii) the identification 

of the spatial and temporal neighborhoods and the 

recognition of the temporal sequence of activations, 

(iii) the cleaning of the data and (iv) the reconstruction 

of the chain of dynamic nodes allowing to visualize all 

trajectories. The implementation of a rigorous protocol 

allowed us to estimate the processing efficiency of our 

algorithm for different scenarios in which locomotor 

trajectories were produced alone or in pairs. We were 

able to validate the correct functioning of our 

algorithm for trajectories performed alone, or in pairs, 

in separate rooms, thus validating the recognition of 

multiple-activities within the same home. The main 

limit of our algorithm remains the spatio-temporal 
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proximity of multiple individuals walking in the same 

room, which is currently being addressed. The 

extraction of natural walking patterns over a prolonged 

period of time (e.g., one year) is also currently being 

considered. It should help us to better characterize 

human locomotion at home, space appropriation and 

the formation of behavioral habits as time goes by 

allowing us to optimize the human habitat. 

 

 

 
 

Fig. 7. Trajectories obtained from the algorithm: (A) Linear walk in the corridor; (B) Curvilinear walk in the living room; 

(C) Simultaneous walk of two individuals crossing each other in the living room; (D) Simultaneous walk by two individuals 

in two separate rooms; (E.1) Natural stance; (E.2) Stationary standing situation of two individuals. 
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Summary: Blood purification therapy that removes pathogenic substances and unnecessary blood components in blood is 

performed by extracorporeal circulation therapy that draws blood out of the body. In extracorporeal circulation therapy, blood 

is filled in the circuit and circulated outside the body by a pump, but the blood coagulates due to a foreign body reaction in the 

circuit. Anticoagulants such as heparin are used as blood coagulation measures, but they are not absolute. A pressure sensor is 

used to measure blood coagulation in the circuit, but due to the ex post facto reaction, a sudden circuit replacement is required, 

which is a burden on medical staff. In addition, the patient's blood is also discarded along with the circuit. Therefore, there is 

a need for a measurement method that can be predicted before blood coagulation. Photoacoustic imaging was used for 

predictive maintenance measurements. In photoacoustic imaging used for extracorporeal circulation therapy, the amount of 

data used must be reduced because it is constantly measured. Accordingly, in this study, we identified areas where 

photoacoustic imaging changes significantly over time due to blood coagulation, and reduced the volume of data by limiting 

the area to be measured to 233 pixels where 218240 pixels are normally required for measurement. 

 

Keywords: Blood coagulation, Photoacoustic imaging, LED, Extracorporeal circulation therapy, Predictive maintenance. 

 

 

1. Introduction 
 

Blood purification therapy is a treatment method 

that removes toxic substances and unnecessary blood 

components that cause diseases accumulated in the 

blood. Hemodialysis is a typical example, and it covers 

a wide range of areas such as apheresis and blood cell 

adsorption therapy [1-3]. The blood purification 

therapy introduced here is a treatment method that 

utilizes extracorporeal circulation. Blood purification 

therapy uses a pump-to-pump blood out of the body to 

provide treatment tailored to each symptom. Blood 

drawn out of the body for treatment causes blood 

coagulation when it comes into contact with an 

artificial foreign substance in the circuit. When blood 

coagulation occurs, it causes blood clots, so it is 

customary to stop blood purification therapy when 

signs appear and then replace it with a new 

extracorporeal circulation circuit. Since the signs of 

blood coagulation cannot be detected in advance with 

a margin, the medical staff involved in the treatment is 

forced to take immediate action, which puts a heavy 

load on them. In addition, when replacing the 

extracorporeal circulation circuit, there is a problem 

that the patient's blood must be discarded together with 

the circuit. As a measure against blood coagulation that 

causes these problems, an anticoagulant typified by 

heparin is generally used [4-7]. However, 

anticoagulants are not absolute and it is difficult to 

completely prevent blood coagulation during 

extracorporeal circulation therapy. As a safety 

measure, blood coagulation is detected using a 

pressure sensor in the extracorporeal circulation 

circuit. The pressure sensor reacts ex post facto only 

after the circuit is clogged by blood coagulation or 

when the viscosity of the blood becomes extremely 

high and the pressure rises. Therefore, a highly 

sensitive measurement method (predictive 

maintenance) that can observe changes in the state of 

blood coagulation in extracorporeal circulation therapy 

in advance is required. Therefore, we proposed 

photoacoustic imaging as a new measurement method 

that continuously captures the progress of blood 

coagulation in the circuit and leads to predictive 

maintenance. The principle of photoacoustic imaging 

is as follows. The object to be measured irradiated with 

light energy causes volume expansion due to heat and 

generates elastic waves (photoacoustic waves). 

Photoacoustic waves are received and imaged by an 

ultrasonic probe. Photoacoustic imaging is a promising 

imaging technology for a wide range of biomedical 

applications with the potential for high contrast and 

high spatial resolution. By applying diagnostic 

imaging to photoacoustic imaging, blood coagulation 
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in the extracorporeal circulation circuit we thought that 

predictive and conservative measurement was 

possible. In addition, since it is assumed that the 

measurement will be performed by photoacoustic 

imaging in the hospital, an LED light source was used 

as the light source instead of the laser light source used 

for conventional photoacoustic imaging. In the 

previous presentation, we reported the basic 

experimental results showing the possibility of blood 

coagulation measurement by small photoacoustic 

imaging of measuring instruments [8-9]. When the 

photoacoustic imaging image is analyzed using the 

capacity as it is from the image obtained by the above 

measurement, the amount of data is large and the 

processing is burdensome. Therefore, instead of 

measuring the entire extracorporeal circulation circuit, 

we thought that we could try to reduce the volume of 

data within the range that does not affect predictive 

maintenance by identifying the sites where changes are 

significant before and after blood coagulation. In 

addition, the selection of the measurement target site 

will lead to the miniaturization of the light source and 

acoustic probe in the future. In selecting the 

measurement target site, the threshold value of the 

change in brightness over time, which is a feature 

amount for the photoacoustic imaging measurement 

data, was analyzed and examined using MATLAB. 

 

 

2. Method 
 

2.1. Photoacoustic Imaging of the Air Trap  

      Chamber (Bmode) 

 

For the photoacoustic imaging device, AcousticX 

(CYBERDYNE, INC.), which uses an LED as a light 

source, was used. As a preliminary experiment, as a 

result of measuring the extracorporeal circulation 

circuit by photoacoustic imaging, the reaction of the air 

trap chamber was the strongest, and almost no reaction 

was seen in other parts. Therefore, the measurement 

site was further narrowed down using the air trap 

chamber as the measurement target. At the time of 

measurement, an extracorporeal circulatory device and 

circuit actually used in the medical field were used to 

flow blood. Fig. 1 shows a schematic diagram of the 

experimental equipment used in this study. 

In addition, a transparent gel spacer 

(CYBERDYNE, INC.) With an acoustic impedance 

equivalent to that in water was directly sandwiched 

between the LED light source and the ultrasonic probe 

for measurement. The transparent gel spacer does not 

affect the application of light energy. 

As shown in Fig. 1, two high-intensity high-speed 

pulse-driven LED light source arrays were attached to 

both sides of the ultrasonic probe using a jig. The angle 

was about 40 °. The distance between the ultrasonic 

probe and the air trap chamber via the transparent gel 

spacer was about 1 cm. The LED array used a 

wavelength of 850 nm, and the light energy was about 

200 μJ/pulse, the pulse width was 70 ns, and the 

repetition frequency was 4 kHz. An ultrasonic probe 

with a center frequency of 7 MHz was used. The 

addition average was performed 64 times. 
 

 

 
 

Fig. 1. Configuration diagram of the experiment. 
 

 

When conducting blood purification therapy for 

extracorporeal circulation, a large amount of blood is 

used. It costs money to use a large amount of blood, 

and it takes time and money to dispose of it after the 

experiment. In the early stages of research, it is 

difficult to use large amounts of blood within the 

budget, so we decided to use cheap, commercially 

available blood (sheep blood) that does not affect the 

reproducibility of blood coagulation in the circuit. The 

details of the sheep blood used are as follows. It is 

shown in Table 1. 
 

 

Table 1. Blood used. 

 

 
 

 

The commercially available blood used is 

anticoagulated with the anticoagulant ALSEVER'S 

SOLUTION for transport. Of course, blood does not 

coagulate as it is, so calcium, which is a coagulation 

factor, is required to promote blood coagulation. This 

time, we used calcium gluconate as a coagulation 

promoter. The upper limit solubility of calcium 

gluconate is 3.3 g per 100 ml. 1.1 g of calcium 

gluconate dissolved in 33 ml of saline was injected into 

50 ml of blood to promote blood coagulation. 
 

 

2.2. Selection of Measurement Points 
 

ImageJ, a free software, was used to analyze the 

luminance of the B-mode image (grayscale image) 

obtained in Section 2.1, and MATLAB was used to 

extract the feature amount, and the change in 

luminance due to blood coagulation was analyzed. 

For the input image, 4×4 pixels were set as one cell, 

and 1×10 cells were set as one block. Each time the 

analysis sites using ImageJ, an image processing 

software, were analyzed so as to overlap each other, 

the luminance distribution was investigated by shifting 

them one block at a time in the vertical direction. In the 

horizontal direction, 4×4 pixels were set as one cell. 

Aseptic storage blood of sheep 100ml/container

KOHJIN BIO No.12070210

Anticoagulant Alsever liquid
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The analysis was performed in the range of 1×10 cells 

as one block. Fig. 2 shows the relative positional 

relationship between the allocated block numbers and 

the air trap chamber. 

The brightness 126-173 used in the measurement 

was measured in the vertical and horizontal directions 

of the air trap chamber based on the experimental 

results reported previously. Vertical and horizontal 

measurements are described later in Tables 2 and 3, 

respectively. Based on these results, sites where the 

photoacoustic wave changes significantly before and 

after blood coagulation in the extracorporeal blood 

circulation circuit were identified. In order to show the 

relative positional relationship between the air trap 

chamber and the measurement site, the measurement 

results in Tables 2 and 3 were superimposed on the 

diagram of the air trap chamber to form Fig. 2. 

 

 

 
 

Fig. 2. Relative view of measurement results and air  

trap chamber. 

 

 

3. Results 

 
3.1. Photoacoustic Imaging (B mode) Results  

       of Air Trap Chamber 

 
Fig. 3 shows the changes over time in blood 

coagulation that occurred in the air trap chamber using 

photoacoustic imaging (B mode). The circled area 

indicates the wall surface of the air trap chamber, the 

left side of the wall surface is the transparent gel 

spacer, and the right side is the blood in the circuit. 

White streaks like ripples of blood in the circuit are 

photoacoustic waves due to blood coagulation. 
 

 
 

Fig. 3. B mode image by photoacoustic imaging. 

3.2. Results of Selection of Measurement Points 

 
The figure (grayscale image) obtained by 

photoacoustic imaging before and after blood 

coagulation was subjected to luminance analysis with 

ImageJ, and the feature quantity was extracted with 

Rank Features of MATLAB Diagnostic Feature 

Explorer. Before and after blood coagulation in the 

extracorporeal circulation circuit, we identified a site 

where changes in photoacoustic waves were 

remarkable. Feature extraction was performed by  

T-test in consideration of increasing the number of 

measurements in the future. Table 2 shows the 

measurement results in the vertical direction, and 

Table 3 shows the measurement results in the 

horizontal direction. 

 
Table 2. Feature extraction of changes in brightness over 

time in grayscale images (Vertical direction). 

 

 
 

Table 3. Feature extraction of changes in brightness  

over time in grayscale images (Horizontal direction). 
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Table 4 shows a part of the two-dimensional 

mapping of each component of Table 2 and Table 3. 

The grayscale image obtained by the measurement was 

divided into 44 in the horizontal direction and 31 in the 

vertical direction. The parts showing remarkable 

changes (0.9 or more) are shown in gray. The shaded 

areas in the rows and columns are the areas where the 

T-test changed significantly before and after blood 

coagulation in the horizontal and vertical directions, 

respectively. All blocks 19-29 in Table 3 and blocks 

13-31 in Table 2 correspond to the mesh filter in the air 

trap chamber. 

From Table 4, it was found that it is possible to 

measure significant changes over time in 

photoacoustic waves before and after blood 

coagulation near and directly above the mesh filter 

inside the air trap chamber. Blood coagulation appears 

prominently near the mesh filter because it is a filter 

that receives blood flow from the front, so it is 

presumed that the foreign body reaction is stronger 

than in other parts. It is also possible that blood 

coagulation (blood clot) generated in other parts of the 

circuit has peeled off and is caught in the mesh filter. 

Furthermore, due to the blood flow directly above the 

mesh filter, blood clots and the like stay and the 

reaction is thought to be high. 

 

 
Table 4. Selection of measurement points. 

 

 
 

 

4. Conclusions 
 

In order to realize predictive and conservative 

measurement of blood coagulation that occurs in the 

extracorporeal circulation circuit used in the treatment 

method using extracorporeal circulation represented 

by blood purification therapy, the previously proposed 

photoacoustic imaging raises the following problems. 

(1) The amount of obtained image data is large, and  

(2) the light source and ultrasonic probe for 

measurement are large. In order to solve these 

problems, in this paper, we measured the changes over 

time in blood coagulation in the extracorporeal 

circulation circuit, identified the sites where 

photoacoustic waves were prominent, and selected the 

measurement sites. From Table 4, by setting the 
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threshold value of 0.9, which is the product of the 

results of the horizontal and vertical photoacoustic 

waves, it was possible to select the measurement site 

where the change is remarkable before and after blood 

coagulation (gray part). As a result, the measurement 

range is reduced, and the possibility of reducing the 

size of the photoacoustic imaging measurement unit 

(light source, ultrasonic probe) is shown. In addition, 

when measuring the entire air trap chamber,  

218240 pixels are required, but the measurement target 

site is narrowed down to 233 pixels to reduce the dose 

of data by about 1/1000, and the extracorporeal blood 

circulation circuit using photoacoustic imaging. We 

were able to reduce the data handled for predictive 

maintenance of blood coagulation in the body. 

Therefore, it is considered that the problem of 

photoacoustic imaging operation for predictive 

maintenance measurement of blood coagulation 

occurring in the extracorporeal circulation circuit has 

been solved. 
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Summary: The "Workswell Wiris Agro R Infrared camera" (WWARIC) was utilized to monitor and detect water stress 

conditions in mandarin, as well as predicting optimal irrigation regimes. Air temperature, canopy temperature, and vapor 

pressure deficits were similarly measured and subsequently used to compute crop water stress index empirically using Idso 

techniques (CWSIIdso). Baseline equations were established for transpiring and non-transpiring conditions in mandarin. 

CWSIIdso and CWSI calculated from the WWARIC (CWSIW) depicted a high correlation (R2 = 0.75 at p < 0.05) in measuring 

the level of water stress in mandarin. The WWARIC was also able to detect water stress in all three camera modes (empirical, 

differential and theoretical) at a height of 12 meters above the mandarin canopy. The results showed that the WWARIC could 

effectively identify mandarin water stress with enough precision, speed, and in real time showing water stress in different 

ranges and colors. 

 

Keywords: Infrared thermometry, Crop water stress index, Baseline equations, Real-time, Workswell Wiris Agro R infrared 

camera. 

 

 

1. Introduction 

 
Climate change, urban sprawl, rapid 

industrialization, high population growth, and rising 

demand for fresh water for domestic and commercial 

purposes are all major threats to irrigated agriculture 

globally [1, 2]. When left unchecked, this condition 

will result in crop production under limited water 

availability (water-stressed conditions), with the 

ensuing output being deleterious [3, 4]. 

The most widely used approaches in monitoring 

water stress in tree crops (water potentials and stomatal 

conductance gs) are demanding, time consuming, 

cannot be easily automated, and only give a point 

measurement in a leaf, a single soil location, branch, or 

tree [5, 6]. Additionally, the reliability of data obtained 

from water potential (Ѱ) measurements may be low 

because water potential (Ѱ) reduces in isohydric plant 

species (example mandarin) since effective stomatal 

regulation can be preserved by these species. This 

feature hinders noticeable decrease in water potential 

(Ѱ) during limiting water (drought) conditions or 

during periods of high evaporative demand [6]. 

The use of infrared thermometry and its associated 

devices from space to investigate the fluctuations in 

plant canopy temperature as the state of plant water 

changes has been successful [5, 7]. In commercial 

orchards, less sophisticated and automated remote 

sensing technologies are important to rapidly and 

precisely estimate plant-water status in order to 

minimize yield reduction and production losses 

resulting from water deficit [5, 8, 9]. 

The Crop water stress index (CWSI) has been 

normalized to assess the extent of crop water stress 

while curtailing the effects of ecological conditions 

influencing the interactions between air temperature 

and plant canopy temperature [7, 10, 11]. 

Measurement of CWSI is developed on the 

relationship connecting actual canopy temperature 

(Tc) vis a vis the theoretical canopy temperature data 

obtained from two different thresholds namely; a lower 

limit (when maximum plant transpiration is achieved 

under full irrigation when stomata are completely 

opened) and an upper limit (when plants are not 

transpiring because they are under extreme water stress 

conditions leading to complete stomata closure)  

[5, 10, 12]. 
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Currently, the CWSI model is used to detect 

water status in most crops. However, the technicalities, 

tedious and arduous procedures used during the 

computations of CWSI values in assessing plant water 

stress result in low farmer-researcher adaptability  

[5, 12, 13]. To minimize the problems of  

farmer-researcher compliance and other related issues, 

the CWSI camera has been designed to effectively 

evaluate crop water stress promptly independent of 

secondary weather data, complex mathematical and 

scientific formulae and workable operating system 

software. 

The aim of this experiment is to study the 

efficiency and possibility of using the “WWARIC” to 

monitor water stress and to appropriately schedule 

irrigation regimes in mandarin. 
 

 

2. Materials and Methods 
 

2.1. Experimental Site and Design 
 

A four-by-three randomized complete block design 

(RCBD) was used for the experiment at the South 

China Agricultural University Citrus Experimental 

Orchard near Yangcun town. 36 mandarin pants were 

subjected to 4 water treatment levels; full irrigation 

(80–100 % FC) and regulated deficit irrigation 

schedules (70–75 % FC, 60–65 % FC and 50–55 % 

FC). 
 

 

2.2. Estimating CWSI and Relative Leaf Water  

       Content 
 

Weekly CWSI using Idso approach and Relative 

Leaf Water Content were determined from the 

equations (1) and (2) respectively 
 

 CWSI
(Idso) = 

(T𝑐−T𝑎)−D2
D1−D2

, (1) 

 

where Tc is the mandarin leaf cover temperature (°C); 

Ta is the orchard air temperature (°C); D2 is the lower 

reference point and D1 = the upper reference point. 
 

 RLWC =  
(FW−DW)

(TW−DW)
× 100, (2) 

where RLWC (%) is the relative leaf water content, 

FW is the weight of fresh leaves, DW is the weight of 

dried leaves, and TW is the weight of turgid leaves. 

 

 
2.3. Estimating CWSI Using the WWARIC 

 

Aerial images captured with the WWARIC were 

processed with CorePlayer software version 1.4.1. The 

CWSIW was compared with the CWSI(Idso) and the 

relative leaf water content (RLWC) to determine 

precision through correlation. 

 

 

2.4. Data Analysis 

 

Statistical analyses were conducted using the IBM 

SPSS version 21 software. One-way ANOVA was 

used to analyze the differences in the water stress 

parameters studied (the leaf temperature (LT °C), the 

relative leaf water content (RLWC) (%), the leaf 

chlorophyll content (LCC) (mg g−1), and the water 

stress index, CWSI(Idso)) within treatments and blocks. 

The treatment means were separated by the Tukey 

HSD method to indicate significant differences among 

the treatment means, at 0.001, 0.01, and 0.05 levels of 

significance. 

 

 
3. Results 

 
3.1. Empirical CWSI Using Idso Approach  

       and Baseline Equations 

 

The estimated CWSI(Idso) values ranged from −0.21 

to 0.79, with average values of 0.15, 0.33, 0.47, and 

0.60 recorded for treatments 80–100 % FC, 70–75 % 

FC, 60–65 % FC, and 50–55 % FC, respectively. 

Graph of estimated CWSI during the experiment is 

shown in Fig. 1. 

The baseline equations developed for the 

mandarins were Tc − Ta =  −0.56 × (VPD) + 4.05 

for the transpiring baseline and Tc − Ta =  4.05 for 

non-transpiring baseline. 

 

 
 

Fig. 1. Estimated CWSI(Idso).  
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3.2. Relative Leaf Water Content 
 

The RLWC increased with increasing water 

available to the plant. RLWC increased steadily across 

all the treatments during the experiment, however, 

there were few weeks where there was little reduction 

in the values collected. The estimated average RLWC 

(%) estimated during the experiment was 93.93, 86.79, 

84.59, and 82.88 for treatments 80–100 % FC,  

70–75 % FC, 60–65 % FC, and 50–55 % FC, 

respectively. The observed relative leaf water content 

for the study period is presented in Fig. 2. 

3.3. Mandarin CWSI Estimated  

       from the Workswell WIRIS Agro R Infrared  

       Camera 

 

Fig. 3 shows a digital image of the mandarin 

orchard captured using the WWARIC and the 

isothermal imagery obtained after processing with the 

WIRIS core player version 1.4.1 during a sample data 

collection session. 

 

 

 

 

Fig. 2. Estimated RLWC (%). 

 

 

 
 

Fig. 3. Digital image and processed isothermal image. 

 

4. Discussion 
 

The results revealed that, the CWSI computed 

using Idso approach increased with increasing soil 

water deficit. The average estimated CWSI from Idso 

approach for the period of study was in the order  

80 – 100 % FC < 70 – 75 % FC < 60 – 65 %  

FC < 50 – 55 % FC which corresponded to CWSI 

values of 0.15< 0.33<, 0.47< 0.60. This is similar to 

the results of [12, 14–17] who observed that the CWSI 

in plants increases with decreasing water availability 

of in the soil and vice versa. 

Moreover, the estimated CWSI from the field data 

was strongly correlated with the CWSI gained by the 
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WWARIC (R2 = 0.75) which indicates that the camera 

is capable of estimating the extent of stress a particular 

plant is subjected to in-situ and in real time in any plant 

condition. This outcome is similar to the results from 

[11], where the WWARIC was used to successfully 

study water stress in tomato grown under greenhouse 

conditions. 
 

 

5. Conclusions 
 

This novel WWARIC has demonstrated enough 

precision, swiftness, and intelligibility in the in-situ 

estimation of water stress in mandarin, presenting 

estimated CWSI in specific color ranges and values. 

The following colour codes were established from the 

studies; deep green colour represents plants under the 

treatment 80 – 100 % FC (little or no stress) within a 

range of 0 < CWSI ≤ 0.25, light green colour 

indicates plants subjected to 70 – 75 % FC (mild to 

medium water stress level) for the range  

0. 25 < CWSI ≤ 0.5, yellow colour represents plants 

under 60–65 % FC (medium to high water stress level) 
within the range 0. 5 < CWSI ≤ 0.75 and light brown 
colour depicts plants subjected to 50–55 % FC (high to 

extremely high water stress status) for the range 

0. 75 < CWSI ≤ 1. However, the dark brown colours 

seen on the Tiff image represent complete drought or 

no water present (CWSI > 1) which in this case was 

the image for the ground plastic mulch cover since 

there wasn’t total drought situation during the study 

period. When adopted and used in precision 

agriculture, this camera will save significant time, 

money, and other resources. 
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Summary: We use different supervised machine learning algorithms for automated behaviour classification of wildlife and 

we develop a biologging devices together with the needed work flow to generate the data for programming into the 

Microcontroller from the trained model. Running the machine learning model direct in the biologger reduces the memory and 

energy use for storing or transferring the recorded data, thus opening new opportunities for wildlife research. 

 

Keywords: Machine learning, Acceleration data, Biologging, Wildlife, Behaviour classification. 

 

 

1. Introduction 

 
As microcontroller-based machine learning (ML) 

can reduce the energy and memory requirements of 

biologgers [1, 2], we decided to implement ML 

algorithms for acceleration data-based behaviour 

classification into a self-developed device for research 

on wildlife (IZW-Logger). We implemented the 

Random-Forest-Algorithm due to its good 

performance in previous research and because it can be 

easily implemented on Microcontrollers (µC). 

 

 

1.1. Background 
 

Using biologging devices is a widely used method 

in wildlife research to get insights into spatial-temporal 

behaviour of wildlife when their direct observation is 

not possible. In wildlife research, additional to using 

Global Positioning System (GPS) to localize animals 

tagged by biologgers, accelerometers are used to also 

identify their behaviours. For the retrieval of the 

recorded data from the animal-borne biologger a  

radio-link or the Global System for Mobile 

communication (GSM) is used. 

Among others, weight and size of the biologging 

device (tag) are crucial parameters for its applicability: 

smaller or lighter tags can be used on a greater variety 

of species because biologists aim to have tags less than 

5 % of the body mass of the tagged animal to minimize 

their effects on animal behaviour and survival [3]. 

The constraints in weight and size of the device 

limit the size of the battery and the available space to 

store recorded data. If recharge by solar power is not 

possible during the biologger deployment, the 

available energy from the battery usually determines 

the runtime of the biologger. With this in mind, it is 

important to reduce energy usage as much as possible 

to get the best results in the constraints of size and 

weight set by the species that is examined. 

The most demanding parts in respect of energy 

usage are, in decreasing order: 

 GPS receiver; 

 Data transmission with radio-link or GSM; 

 Data storage on flash memory; 

 Data processing. 

 

 

1.2. Benefits of Onboard Data Processing 

 

The patterns of accelerometer waveforms can be 

used to deduce specific behaviours of the tagged 

animal through its movements and body postures [4]. 

Running the behaviour classification onboard the 

biologgers offers different benefits to the user: 

First, it will be possible to adapt the recording and 

storage of data to the current behaviour of the tagged 

animal. Especially for the GPS position data this gives 

great opportunities as the GPS receiver is the most 

energy demanding part of the biologger. In current 

biologgers the GPS receiver is activated in fixed 

intervals to get a position independently on the current 

activity but in many cases the importance of 

information about the animal’s position differs for 

different behaviours. If the behaviour classification is 

done onboard, it is possible to select the interval for 

activation of the GPS as a function of the behaviour. 

Second, a lot of existing biologgers collect 

acceleration data for fixed duration in regular intervals, 

for example for 2 seconds every 5 minutes. With this 

recording method the chance to detect seldom or  

short-time behaviours like hunting are near zero. With 

the onboard classification it would be possible to 

continuously measure acceleration data and classify 

the behaviour without recording excessive amounts of 

data. Thereby, even short-time behaviours like hunting 

that often last only a few seconds can be detected 

because there are no larger gaps anymore in the 

collected data. 
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1.3. Task Definition 

 

We use supervised ML to detect different 

behaviours from acceleration data. Our raw sensor data 

consist of samples from a 3-dimension accelerometer 

grouped in bursts of consecutive samples. Sampling 

rate and burst length can be configured to adapt it to 

different research objectives. From each burst of raw 

data, we calculate some summary values as feature 

vectors for input to the ML algorithm. This feature 

vectors together with observation data is then used to 

train the model for behaviour detection. With this 

trained model we can process acceleration data without 

observation data to classify the behaviours associated 

with the raw data. 

So far, acceleration data analyses took place after 

the data has been downloaded from the biologger; our 

goal is to run the behavioural classification onboard the 

biologger itself. To reach this goal we have to adapt 

our existing work flow and data model to the 

requirements and constraints of the µC used in our in-

house developed biologger (IZW-Logger, Fig. 1 &  

Fig. 2). Due to the trade-off between good performance 

in previous studies [5, 6] and algorithmic simplicity we 

decided to start with the Random Forest (RF) as base 

algorithm for our work. 
 

 

 
 

Fig. 1. IZW-Logger, top-side. 

 

 

 
 

Fig. 2. IZW-Logger, bottom-side. 

 

 

2. Methods 
 

The IZW-Logger (Fig. 1 & Fig. 2) consist of the 

following parts: 

 µC with integrated UHF receiver/transmitter 

(TI CC1312R1 with ARM Cortex-M4 core 

[7,8]) 

 GPS-Receiver module (u-blox SAM-M9Q); 

 9–axis IMU sensor (InvenSense ICM 20948); 

 128 MByte flash memory. 

In previous work [5, 6] the processing of 

downloaded acceleration data was done in R [9]. As 

Python with scikit-learn [10] is state-of-the-art for ML, 

we first ported the work flow to Python with  

scikit-learn. Another reason for porting our work flow 

to Python is the better capability for working with 

binary data. 

As some of the previously used features are very 

resource intensive to calculate, in the next step we had 

to adapt the calculation and number of the features to 

the limited resources available on the µC. After 

carefully comparing different feature sets in relation to 

significance and resulting model quality we reduced 

the features vector to the summary values in Table 1. 

 
 

Table 1. Calculated summary values. 

 

Mean-Value for each axis meanx, meany, meanz 

Minimum-Value for each 

axis 
minx, miny, minz 

Maximum-Value for each 

axis 
maxx, maxy, maxz 

Peak-to-Peak Value for 

each axis 
peekx, peeky, peekz 

Variance for each axis varx, vary, varz 

 

 

To further reduce the workload, feature calculation 

was changed to fix-point arithmetic which additionally 

reduced the space needed to store the model in the µC. 

Additionally, this gives the option to port the system to 

a low-end µC without hardware floating-point support. 

Often collars are used to attach biologgers to 

wildlife but which sometimes rotate around the neck of 

the animal and thereby change the orientation of the 

accelerometer axes to the animal’s body. Thus, we 

introduced additional features that combine the axis 

perpendicular to the rotation axis to make the model 

more robust against this rotation (Table 2). 
 

 

Table 2. Combined summary values. 

 

Sum of Peak-to-Peak Value for Y- and 

Z-axis 
peakyz 

Sum of Variance for Y- and Z-axis varyz 

 

 

A big problem with most ML methods is that they 

also classify data and give results even running 

through random data without attribution. This problem 

in mind, we decided to filter the results of the ML 

inference for a minimum prediction quality. For this 

filtering we used an ad-hoc set threshold of 0.8 as 

minimum acceptable probability. Every prediction 
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from the inference with a probability below the 

threshold was marked as ‘uncertain’. 
 

 

2.1. Transfer of the Model to the µC 
 

After the decision for the reduced and quantized 

feature set, we had to build the data structures to store 

the trained model in the µC, write the Python code to 

fill the data structures with the data from the trained 

model, and write the algorithm for the inference in C. 

To prove that our data model and algorithm are 

correctly transferred to the µC we test them there with 

a selection of data from our big dataset. 
 

 

3. Results 
 

To test the effects of our reduced feature set and the 

quantization to fix-point numbers, we compared the 

different feature sets (original features from [5] and 

[6], reduced feature set with floating-point and reduced 

feature-set with fix-point). For this test of the different 

feature sets we used an existing data-set from domestic 

dogs. This data-set is consolidated from 3 different 

student works with 20 domestic dogs of different size, 

age and breed. In total the data-set has 27,526 entries 

with a burst length of 42 samples of 3-dimension 

acceleration data recorded with a sample rate of 20 Hz 

annotated with the corresponding behaviours. The test 

with a 5-fold cross validation showed a slight reduction 

of model quality (Table 3). 
 

 

Table 3. Comparison of the feature sets. 
 

Features-Set Precision Recall 

Original 0.709 0.617 

Reduced 0.612 0.594 

Reduced & quantized 0.611 0.598 
 

 

Table 3 shows that the reduction of the feature 

produces a larger drop in the precision than in the 

recall. The quantization from floating-point features to 

fix-point features does not alter the results in any 

significant way. 

With filtering the results for the predicted 

probability, we got the results in Table 4 where the 

column ‘Uncertain’ is the portion of data with a 

probability below the threshold of 0.8. 
 

 

Table 4. Comparison of the feature sets with filter. 
 

Feature-Set Precision Recall Uncertain 

Original 0.688 0.268 0.799 

Reduced 0.759 0.279 0.865 

Reduced & 

quantized 
0.856 0.279 0.864 

 

 

With the consideration of the prediction probability 

the Recall value is highly reduced for all feature sets 

and we get a small increase in the precision for the 

reduced feature set compared to the original feature set 

while the portion of ‘uncertain’ predictions is also 

slightly increased. The recall is not seriously affected 

by the use of the different feature sets, and the portion 

of uncertain predictions also slightly increased. The 

quantization from floating-point features to fix-point 

features give another raise for the precision while 

recall and uncertain are only slightly affected. 

The test of the feature set optimized for calculation 

on the µC showed that this is possible with an 

acceptable degradation of the model performance. At 

the same time, the onboard classification reduces the 

amount of data to store and transfer by a significant 

factor. Instead of storing the raw data from the 

acceleration sensor (42 samples * 3 axis * 16 bit-per-

value = 252 Bytes) we only have to store the result of 

the inference (predicted behaviour (8 bit) and 

probability (16 bit) = 3 Bytes). This gives reduction of 

the data by a factor of 84. If we decide to store only 

results where the probability is above the threshold of 

0.8, the amount of data is further reduced by a factor 

of 5-7 depending on the model and the data. 
 

 

4. Discussion 
 

There are different approaches for processing of 

data onboard of the biologger. One approach is to 

calculate summary statistics to reduce the amount of 

that has to be stored [11]. Others also run the ML 

inference onboard to get classification of behaviours 

from the acceleration data in real time [1, 2] for 

poaching detection or live-stock monitoring. 

Our approach is different in the objective that we 

want to run the ML inference not only to reduce the 

amount of data stored, but also to open new 

opportunities in wildlife research with the possibility 

to continuously monitor the activity of animals and 

using the energy intensive GPS-setting more selective. 
 

 

5. Summary and Perspective 
 

The download of the stored data from an animal-

borne biologger is a crucial factor as for each data 

transfer the animal with the biologger has to be in the 

range of the radio-link. Moreover, the radio-link 

consumes high amounts of energy. The reduction of 

the data amount to transfer gives more freedom in 

balancing the parameters of the radio-link. 

The reduction of data amount to transfer will 

shorten the duration of the data download which 

reduces the amount of energy needed and also 

increases the chance that the animal finds itself long 

enough within the range of the radio-link to transfer all 

data stored. Other options are: 

1. Reducing the link speed and using the same 

transmitting power. This gives a greater range 

where a data transfer is possible; 

2. Reducing the link speed and reducing the 

transmitting power at the same time. With this 

option the range could stay the same, but the energy 

usage of the transfer is reduced. 
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In future work we want to test and implement 

additional ML algorithms and feature set calculations 

to get more freedom to select the optimal algorithm and 

feature set depending on the training data. 

We also want to streamline the whole work flow of 

training a model and conversion for the µC to create a 

turn-key solution. This would enable animal behaviour 

researchers without advanced technical skills to use the 

onboard solution for their studies on different species. 

Another important future goal is to develop an 

option to update the model data loaded to the animal-

borne biologger. To achieve this, we want to use the 

radio-link to upload a converted model to the biologger 

without the need to recapture the loggered animal. 
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Summary: Amorphous microwires can present giant magneto-impedance (GMI) or magnetic bstability. Generally, better 

magnetic softness and high GMI effect are observed in Co-rich microwires with vanishing magnetostriction coefficient, λs. 

Perfectly rectangular hysteresis loops and magnetization reversal through the propagation of single domain wall are typically 

observed in Fe-rich microwires with large and positive λs. We present the results on tailoring of hysteresis loops and GMI 

effect in glass-coated microwires paying special attention to achievement of high GMI effect and on optimization of domain 

wall dynamics. 

 

Keywords: Magnetic microwires, Giant magnetoimpedance, Magnetoelastic anisotropy, Magnetic biostability. 

 

 

1. Introduction 

 
Amorphous magnetic materials are among the most 

promising materials due to good physical properties 

and fast and inexpensive preparation technology [1-3]. 

Excellent soft magnetic properties of amorphous 

materials are related to their liquid-like structure 

characterized by the absence of magnetocrystalline 

anisotropy [2, 3]. 

In amorphous materials, cylindrical geometry is 

beneficial for realization of several magnetic 

properties, such as magnetic bistability or giant 

magnetoimpedance, GMI, effect [2-4]. So-called 

Taylor-Ulitovsky method allows preparation of 

magnetic wires with the most extended diameters 

ranging from 0.2 to 100 m covered by thin, flexible 

and insulating glass coating. Accordingly, glass-coated 

microwires can present the unique combination of 

physical properties, such as magnetic softness, high 

GMI effect, magnetic bistability, superior mechanical, 

anticorrosive properties, biocompatibility and thin 

dimensions, making them suitable for various 

technological applications including magnetic and 

magnetoelastic sensors, magnetic memory and logics 

[2-5]. Thus, the GMI effect became one of the most 

attractive features of soft magnetic material owing to 

the giant sensitivity of the impedance of magnetically 

soft conducting conductor (experimentally observed 

more than 600 % change of impedance under applied 

magnetic field of the order of 800 A/m [2, 5]), suitable 

for designing of magnetometers and magnetic field 

sensors [5, 6]. 

The highest GMI effect is reported for amorphous 

microwires [1, 5]: after appropriate post-processing the 

GMI ratio, ΔZ/Z up to 650 % is reported [5]. 

Additionally, cylindrical geometry of amorphous 

wires is beneficial for realization of magnetic 

bistability associated with fast magnetization 

switching due to a single and large Barkhausen jump 

[5]. As reported elsewhere, the magnetization reversal 

of magnetically bistable wires is running through the 

ultrafast propagation of single domain wall [5]. A 

number of prospective applications, such as magnetic 

memory, magnetic logic, magnetoelastic sensors or 

electronic article surveillance, are linked to fast 

magnetization switching, controllable domain wall, 

DW, propagation of magnetic micro wires and squared 

hysteresis loop allowing a high harmonic response  

[5, 7-9]. Due to extremely high DW velocity magnetic 

microwires are mong the most suitable materials for 

the applications involving fast DW propagation [5]. 

The purpose of this paper is to provide results on 

optimization of magnetic properties of glass-coated 

microwires. 

 

 
1.1. Experimental Methods and Samples 

 

Co and Fe-rich glass-coated microwires analyzed 

below were prepared by the Taylor-Ulitovsky method 

described elsewhere [2-4]. 

We measured hysteresis loops, magnetic field 

dependences of the GMI ratio, ΔZ/Z, of magnetic 

microwires and DW dynamics (dependence of single 

DW velocity, v, on applied magnetic field, H) as 

described previously elsewhere [2, 5]. 

 
1.2. Experimental Results and Discussion 

 

As discussed elsewhere [5], in amorphous 

materials the main sources of magnetic anisotropy are 

the shape and magnetoelastic anisotropy, Kme, 

determined by the magnetostriction coefficient, λs, and 

the internal stresses, σi, by the relation [4]: 
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 Kme = 3/2 λsσi (1) 

 

Accordingly, the hysteresis loops of microwires are 

affected by λs value and sign (see Fig. 1). Magnetic 

bisablity can be observed in Fe-rich microwires with 

positive λs (see Fig. 1a). In Co-Fe-rich microwires with 

λs ≈ 0 better magnetic softness (low coercivity, Hc and 

low magnetic anisotropy field, Hk) is observed (see 

Fig. 1b). In Co-rich microwires with λs < 0 almost 

unhysteretic loop with elevated Hk – values are 

observed (see Fig. 1c). 
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Fig. 1. Hysteresis loops of amorphous magnetic microwires 

Fe75B9Si12C4 (λs >0) (a), Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7  

(λs ≈ 0) (b) and Co77.5Si15B7.5 (λs < 0) (c). 

 

 

The other parameter that affects magnetoelastic 

anisotropy, Kme is the σi-value, originated by 

simultaneous rapid quenching from the melt of 

metallic nucleus surrounded by glass-coating [5]. For 

the fixed chemical composition, the σi-value in mainly 

affected by the ratio, ρ, between metallic nucleus 

diameter, d, to total microwire diameter, D [5]. 

As shown in Fig. 2a, b, hysteresis loops and 

ΔZ/Z(H) dependencies of Co-rich microwires of the 

same composition are affected by internal stresses 

controlled through ρ –ratio. On the other hand, rather 

fast single DW propagation with up to 1.6 km/s is 

observed in Fe-rich microwire with rectangular 

hysteresis loop (see Fig. 2c). Stress-relaxation by 

annealing allows further improvement of DW 

dynamics in Fe-rich microwires (see Fig. 1c) 

 

 

3. Conclusions 
 

Giant magneto-impedance (GMI) or magnetic 

bstability are observed in amorphous microwires. We 

present the results on tailoring of hysteresis loops and 

GMI effect in glass-coated microwires paying special 

attention to achievement of high GMI effect and on 

optimization of domain wall dynamics. 
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Fig. 2. Hysteresis loops (a) and ΔZ/Z(H) dependencies 

measured at 500 MHz (b) of as-prepared 
Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 microwires with different  

ρ–ratios and v(H) dependencies, measured in as-prepared 

and annealed at 300 oC Fe74B13Si11C2 microwires (c). 
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Summary: Anodic stripping voltammetry (ASV) and inversion spectral photoelectrochemical (ISP) methods were used to 

determine the concentration of lead in liquid media. In both cases well-defined signals for lead were obtained. Analyses were 

performed in solutions of 0.1 M HCl, 0.4 M HCOOH or acetate buffer (pH = 5.5) using nanocrystalline Y-TiO2 thin film 

electrodes. Sensitivity to lead was better in HCl solution. The optimal conditions for the determination of Pb2+ by ASV method 

have been chosen. The prospects of using the ISP method to determine the lead content in liquid media are shown. It is shown 

that dependence of the photocurrent quantum yield of lead concentration products in the form of PbO2 thin films on the 

concentration of Pb2+ ions in the analyzed solution was linear. Sensitivity of the ASV method to Pb2+ was 0.1 mg/l and of ISP 

method – 0.05 mg/l. 

 

Keywords: Anodic stripping voltammetry, Inversion spectral photoelectrochemical method, Nanocrystalline modified TiO2 

thin-film electrode, Lead, Liquids. 

 

 

1. Introduction 

 
Lead is an industrial waste that can cause poisoning 

under adverse conditions. It enters the human body 

mainly through the respiratory and digestive organs, 

thereby harming human health even at low 

concentration [1]. Therefore, the development of new 

sensitive and simple methods for determining low 

concentrations of lead is an urgent task. 

To determine lead, the most sensitive, selective and 

relatively simple method of analysis is stripping 

voltammetry (SV) [2], which consists in  

pre-concentrating the element on the surface of the 

indicator electrode with subsequent electrochemical 

dissolution of the concentrate and recording the 

dissolution current. Mercury electrodes [3],  

mercury-film [4], electrodes based on carbon materials 

[5] and others are usually used as active electrodes in 

stripping voltammetry [5, 6]. The disadvantage of most 

techniques is the complexity of manufacturing the 

applied electrodes, as well as the toxicity of mercury 

used in the manufacture of electrodes or in 

measurements by adding a solution of Hg(II) ions to 

the background electrolyte, although the European 

Directive (European Directive 2008/105/ EU) 

prohibits the use of mercury in drinking water 

analyzes. 

This work presents the study results on the use of 

anodic stripping voltammetry (ASV) and inversion 

spectral photoelectrochemical (ISP) methods for 

determining the concentration of Pb2+ ions in liquids 

on electrodes based on nanocrystalline Y-doped 

titanium dioxide thin films. 

 

2. Experimental 
 

2.1. Preparation of Thin-film Y-TiO2 Electrodes 

 

Nanoscale titanium dioxide was synthesized by the 

sol-gel method from titanium (IV) tetraisopropoxide 

using Triton X-100 as a pore agent, as reported in our 

previous work [7]. 
 

 

2.2. Electrochemical Measurements 
 

The electrochemical measurements were 

performed under potentiodynamic conditions using a 

PC-based electrochemical setup which had the 

following characteristics: measured currents 2·10–9 – 

1·10–1 A, potential scan rate 0.01–50 mV/s, working 

electrode potential range –4 to + 4 V. The 

measurements were made in 0.1 M hydrochloric acid, 

0.4 M formic acid and acetate buffer (pH = 5.5). 
 

 

2.3. Photoelectrochemical (PEC) Measurements 
 

The РEC measurement was performed using a 

PGSTAT Elins Р-8S (Russia). Platinum was used as a 

counter electrode, Y-TiO2 as working electrode, 

Ag/AgCl as reference electrodes. The PEC study was 

carried out in 0.1 M KI solutions. The spectral 

dependences of photocurrent quantum yield of Y-TiO2 

films were measured in a quartz cell on a setup, which 

included an MDR–2 monochromator and the light 

source was a DKSSh–500 xenon lamp with stabilized 

discharge current. 
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3. Results and Discussion 

 
3.1. Determination of Lead and by ASV Method 

 

Lead by the ASV method was determined during 

anodic potential scanning, recording the current of 

electrodissolution of the reaction products formed on 

the surface of the indicator electrode after previous 

cathodic electroconcentration in an electrolyte solution 

containing lead ions. Solutions of 0.1 M hydrochloric 

acid, 0.4 M formic acid and acetate buffer (pH = 5.5) 

were used as background electrolytes. The solution 

was stirred during the preliminary electroconcentrating 

at potential of –(1000–1600) mV (vs Ag/AgCl 

reference electrode) for 60–180 s and then the potential 

was scanned from -1600 to +200 mV. It is determined 

that the value of analytical signal of Pb2+ in studied 

electrolytes at potential Е = -0,45 ± 0,02 V is 

proportional to the concentration of Pb2+ in solution 

(Table 1), thus Y-TiO2 electrodes can be used as 

indicator electrodes for determination of Pb2+ ions by 

ASV method. 
 

 

Table 1. Dependence of lead response I (mA) on Pb2+ 

concentration in solution background electrolytes. 

 

No. 
CPb(II), 

(mg/l) 

І, (mA) at Е = -0,45±0,02 V 

Acetate buffer 

(рН = 5,5) 

0,1 М 

HCl 

0.4 M 

HCOOH 

1. 0,1 0,11 0,07 0,05 

2. 0,5 0,21 0,275 0,1 

3. 1,0 0,41 0,71 0,19 

4. 1,5 0,60 1,62 0,42 

5. 2,0 0,96 2,59 0,74 
 

 

It was found that the optimum conditions of Pb2+ 

ions determination are: background solution based on 

0.1 M hydrochloric acid, electroconcentration 

potential -1,4 V; time of electrolysis 120 s, scanning 

speed of potential 50 mV/s. It was found that the 

sensitivity of the ASV method to Pb2+ was 0.1 mg/l. 
 

 

3.2. Determination of Lead Concentration by ISP  

       Method 

 

To increase the sensitivity of Y-doped TiO2 

electrodes to lead concentrations in solutions, an ISP 

method was used, the essence of which is to 

concentrate the analyte at the anode and to compare the 

value of photoelectrochemical current before and after 

concentrating in different parts of the spectral range. It 
has been shown that at concentration potential of  

-1.4 V (vs Ag/AgCl) in acetate buffer (pH = 5), the 

deposition of metallic lead from the buffer solution 

occurs. Metallic lead blocks the active centers of the 

surface, which results in significant decrease in the 

photocurrent value in the spectral range of 250-350 nm 

(Fig. 1), which corresponds to light absorption by the 

TiO2 film, even with small amounts of lead. 

Analysis of the photocurrent spectral 

characteristics at different concentrations of Pb (II) 

showed that the dependence of photocurrent quantum 

yield on Pb (II) concentration is straight-line at  

СPb(II) < 0.3 mg/l. 

The sensitivity of ISP method to Pb (II) on  
Y-doped TiO2 electrodes was 0.05 mg/l, which 

corresponds to the maximum allowable concentration 

for lead in water. 
 

 

 
 

Fig. 1. Spectra of photocurrent quantum yield of titanium 

oxide films at different concentrations of lead  

in acetate buffer. 

 

 

4. Conclusions 
 

ASV and ISP methods using nanocrystalline  

Y-TiO2 thin films electrodes are promising to 

determine the concentration of lead in liquid media. 

Under optimal conditions ISP method could be used 

for determination of lead in a wide range of 

concentrations from 0.05 mg/l to 1 g/l. Sensitivity of 

the SV method to Pb2+ was 0.1 mg/l and of ISP method 

– 0.05 mg/l. 
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Summary: An improved two-dimensional (2D) health-monitoring system using pressure sensors was developed, applied to 

hemodialysis patients, and evaluated using machine learning. To detect the balance indices, two sets of pressure sensors were 

added to the floor surface and placed parallel to the direction of travel. Data obtained from the foot pressure sensors were used 

to evaluate the sense of balance. Several parameters for feature extraction were calculated from the measurement results. We 

attempted classification by determining the time that the subject stepped on the sensor with the left and right foot, and the 

product of time and signal strength. When the subjects were examined in detail at each time point, no evidence could be 

obtained regarding the symptoms. However, the walking speed and the pre- and post-hemodialysis balance index and gait 

speed data were classified into three clusters using the K-Means method, reflecting the pre- and post-hemodialysis states of 

the subject. 

 

Keywords: Health monitoring system, Hemodialysis, Gait balance, Pressure sensors, Machine learning, K-means method. 

 

 

1. Introduction 

 
Changes in a patient’ physical condition are 

observed after hemodialysis treatment because of the 

physical strain caused by the treatment. Particularly in 

the case of a patient living alone, these changes in gait 

balance might result in falls and other serious mishap 

[1, 2]. In this study, an improved two-dimensional 

(2D) health monitoring system for gait balance using 

pressure sensors was developed. An experiment was 

conducted to determine whether the proposed system 

can detect these changes. 

 

 

2. Experiment 

 
2.1. Subjects 

 
The subjects were six patients in their 60s and 90s 

undergoing hemodialysis treatment. Additionally, a 

man in his 60s who had not been treated with 

hemodialysis was evaluated in a university laboratory 

as a reference. The subjects were made to walk on the 

measuring apparatus, both before and after receiving 

treatment. When the measurement system was 

installed, a wall, which was on the right side of the 

passageway in the hospital, and its influence on 

walking, was also taken into consideration. One 

subject was unable to participate in the measurement 

process because of a decline in his physical condition 

after hemodialysis. 

2.2. Overview of the New System 
 

The improved 2D health monitoring system, as 

shown in Fig. 1, has two pairs of position-detection 

sensors, one for each foot, which are parallel to the 

direction of walking, unlike the conventional 

perpendicular arrangement of sensors, as shown by P. 

For example, eight sensors were placed to detect 

whether a weight was applied to the inner or outer side 

of the left foot, with even and odd numbers as 

subscripts, such as Q0 and Q1, as shown in the 

diagram. They were placed 1.5 cm apart, such that the 

inner and outer sides of the foot could be detected. 

Because the length of the sensors was only 62 cm, two 

sets were placed in series so that a length of 

approximately 120 cm could be measured. 

Considering the subject’s physique, the distance 

between the left and right feet was assumed to be 

approximately 15 cm. For sensors placed 

perpendicular to the direction of travel, only the 

distance between the first P0 and the next P1 was 

assumed to be 10 cm at the starting point; the distance 

thereafter was 15 cm. The sensors were affixed with 

tape on a plastic sheet to highlight their positions, and 

the surface was protected by another plastic sheet. The 

pressure sensor used was the same type of pressure 

sensor as previously described [3, 4]; the resistance 

varied depending on the pressure, ranging from 100 Ω 

to 1 MΩ. A 1 kΩ resistor was connected in series to 

this sensor, and the voltage change of the resistor was 

used as the input signal. Each sensor measured voltage 

at 1 kHz the signals from 16 sensors were considered 
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in pairs, with the PC connected to an Arduino 

Mega2560 R3, using a program created with 

Processing3. Fifty pairs of data were obtained per 

second, considering the communication and writing 

times. The output signals from each pressure sensor 

were imported into a PC as text data and processed 

using Microsoft Excel and Python. 
 

 

 
 

Fig. 1. Improved 2D health monitoring system. 

 

 

2.3. Measurement Method 
 

The interval between the two pairs of foot sensors 

had to be adjusted to match the interval between the 

subject's left and right feet; however, in this case, the 

measurement was not optimized for each individual 

patient multiple participants were to be considered. 

Therefore, the waveforms of the inner and outer foot 

of the left and right foot differ from subject to subject. 

Since paying too much attention to walking on the 

pressure sensor during gait could result in a significant 

difference from natural gait, we only verbally 

instructed the subjects to walk in the direction of the 

sensor parallel to the direction of gait. The positional 

relationship between the sensor and foot is shown  

in Fig. 2. 
 

 

 
 

Fig. 2. Positional relationship between the sensor  

and the foot. 

 

 

3. Results 
 

Fig. 3 shows the output signals obtained by the 

proposed system for a subject not undergoing 

hemodialysis, where (a) is the output from the sensor 

Q corresponding to the balance, and (b) is the output 

on the lower slide from the sensor of P corresponding 

to the position. 

The signals (Q) from the pressure sensors, which 

are aligned parallel to the direction of gait, are two in 

a pair, as shown in Fig. 2. These two signals from 

sensors correspond to the pressure applied to the outer 

and inner regions of the left and right feet, respectively. 

The waveforms in Fig. 3 show the signals responding 

to these regions. Additionally, differences were 

observed in the shape of the rise. In the P sensor signal 

corresponding to the direction of walking, there is a 

tendency to see waveforms corresponding to the left 

and right feet, although the amount of data is small. 

Machine learning through the accumulation of data, 

may facilitate the identification of individuals. 

 

 

 
(a) Output from sensor Q 

 

 
(b) Output from the sensor P 

 

Fig. 3. Output signals obtained by the proposed system. 

 

 

An example of data from a subject undergoing 

hemodialysis is shown in the Fig. 4. Compared to the 

subjects not undergoing hemodialysis, there were 

many cases when no signal was obtained from the 

sensor numbered Q, imbalance after hemodialysis, 

although a simple comparison is difficult due to older 

age and differences in measurement locations. 

Next, the left-right time difference corresponding 

to the state of stepping on the sensors corresponding to 

the outer and inner feet was determined. The tabulated 

results are shown in Fig. 5. 

By observing the waveform of the difference, the 

characteristics corresponding to the left and right feet 

were shown. However, a method for clearly displaying 

differences was also examined. Fig. 6 shows the 

aggregate results of the absolute value of the left and 

right feet time difference corresponding to the moment 

of stepping on the sensors with outer and inner regions 

of the feet considered, with the wave of the absolute 

value of the difference. 

P0 P1 P2 P3 P4 P5 P6 P7

10cm 15cm 15cm 15cm 15cm15cm 15cm :distance 

between sensors
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Q2
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Fig. 4. Example of data from a subject undergoing 

hemodialysis. 

 

 
 

Fig. 5. Output of the left-right time difference. 

 

 

The difference could not be successfully classified 

based on the total time of the left outer and inner feet. 

Furthermore, it cannot be classified based on the time 

difference or its absolute value. Therefore, the time 

corresponding to the state of stepping on the sensors 

corresponding to the outer and inner feet is tabulated. 

Plotting the time totals for the left outer and inner foot 

resulted in the same values, as shown in Fig. 7 and no 

characteristic classification was possible. 

 

 

 
 

Fig. 6. The aggregate results of the absolute value  

of the left and right time difference. 

 

 

The product of signal intensity [mV] and time dt 

from the left and right inner and outer feet, 

respectively, was obtained as an area and plotted in two 

dimensions, as shown in the Fig. 8. Eight points were 

clustered near the origin; three other points were far 

apart and could be treated as features. However, when 

the subjects were examined in detail at each time point, 

no evidence could be obtained regarding the 

symptoms. 
 

 

 
 

Fig. 7. Plotting the time totals for the left outer and inner foot. 
 

 

 
 

Fig. 8. Product of signal intensity and time dt  

from each of the left and right inner and outer feet. 

 

 

Fig. 9 shows the output signals obtained using the 

proposed system. Gait speed was obtained from the 

data from the P-sensor signals. The foot (left or right) 

that stepped on the sensor was determined by looking 

for the Q sensor that responded simultaneously to the 

signal shown in Fig. 9, which corresponds to position 

P. The left and right sides alternated, although some 

points could not be identified. 

We found that gait speed before and after 

hemodialysis differed significantly among the 

subjects. Incorporation of walking speed as a new 

feature was considered effective. We concluded that 

the reaction time of the sensor and the product of the 

time when the subject stepped on the sensor and the 

output voltage could not be used for effective 

classification of the left-right balance, and that it is 

necessary to consider another index. 

Based on these results, the numbers of steps nL 

with the left foot (L) and 𝑛𝑅 with the right foot (R) 

were counted. The balance index is defined as follows: 
 

 
|∆𝑛|

𝑛
 =  

|𝑛𝐿 − 𝑛𝑅|

𝑛𝐿 + 𝑛𝑅
 (1) 
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As shown in Fig. 10, the pre- and post-

hemodialysis balance index and gait speed data were 

classified into three clusters using the K-Means 

method, reflecting the pre- and post-hemodialysis 

states of the subject. Triangular symbols represent the 

center of gravity of each cluster. 

 

 
 

Fig. 9. Identification of the left and right feet that stepped 

on the sensors. 

 

 
 

Fig. 10. Classified by the K-Means methods. 

4. Conclusions 
 

Using the K-Mean method with the newly defined 

left-right balance and gait speed as a feature value, it 

was possible to classify the subjects into three 

categories that are thought to reflect their 

characteristics. Although the number of recorded 

measurements was small, the difference between the 

balance index and gait data can be used as a feature of 

machine learning. 
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Summary: Insulin represents one of the main analysts which concentration needs to be monitored for patients suffering from 

diabetes mellitus. Therefore, the research is currently focused on the development of a fast, accurate, and inexpensive insulin 

diagnostic test. Non-enzymatic insulin electrochemical sensors can be considered an effective replacement for a currently used 

enzymatic glucose sensors. One of their key parameters for such a sensor is the intensity of the observed analytical signal. A 

polymer membrane plays an important role on the electrode surface as a carry for metallic particles with catalytic properties. 

Natural polymers are suitable for these applications; however, they reduce the current response as they are non-conductive. 

This shortcoming can be addressed by the application of conductive polymers. The aim of this work is the development of 

progressive, polymer (polyaniline, polypyrrole, chitosan) modified non-enzymatic electrochemical sensors for the detection 

of insulin. 

 

Keywords: Polymer membrane, Chitosan, Polypyrrole, Polyaniline, Diabetes mellitus, Insulin. 

 

 

1. Introduction 

 
Diabetes mellitus can be considered one of the 

most widespread diseases globally. Hence, diabetes 

research is currently focused on the development of an 

effective, low-cost sensor having high stability and 

suitable analytical characteristics [1]. Notably, 

electroanalytical sensors have been considered suitable 

tools for the diagnosis of diabetes. Currently, 

electrochemical sensors are widely used due to their 

fast and accurate detection without the need for 

demanding instrumentation and trained staff. The most 

common applications of the electrochemical sensors 

are the detection of dopamine, hydrogen peroxide, and 

heavy metals, and nowadays are electrochemical 

sensors also more focused on the detection of viral 

diseases and bacteria. Nevertheless, different carbon 

electrodes, such as glassy carbon (GCE), carbon paste, 

edge plane pyrolytic graphite, screen printed carbon 

(SPCE) and pencil graphite ones (PGE) have been 

extensively used for electrochemical diabetes 

diagnostics. Dropsens-made SPCEs embody one of the 

most appropriate candidates for insulin determination 

because of the small size of the working electrode  

(4 mm diameter) [3]. To improve the electrochemical 

characteristics of bare carbon electrodes, they have 

been modified by using widely used multi-wall carbon 

nanotubes (MWCNTs), which enlarge the active 

surface area and create more active sites. The huge 

disadvantage of MWCNTs is their low reproducibility. 

Therefore, other methods for enlarging the active 

surface area of the electrode have been studied. 

Moreover, the catalytic activity of different metals  

(Ni, Cu, Co) or metal oxides (NiO, RuO, CoO) 

nanoparticles towards insulin and glucose oxidation 

have been also intensively studied [4]. Ni-based 

nanoparticles ensure high electrical conductivity, low 

cost and excellent catalytic activity towards insulin 

oxidation because of the presence of NiO(OH) active 

species formed in an alkaline solution [5]. Based on 

our previous research, the utilization of polymer 

membrane on the electrode surface is necessary. 

Currently, chitosan is commonly used for electrode 

modification but due to the low conductivity of 

chitosan, application of conductive polymers like 

polyaniline or polypyrrole has been intensively 

studied. 

In this work application of polyaniline (PANI), 

polypyrrole (PPY), and chitosan (CHIT) towards 

insulin oxidation has been studied. Cyclic voltammetry 

(CV) as the most commonly used electrochemical 

method was used. 

 

 

2. Modification Procedure of SPCE 

 
PANI modified SPCE 

 

2.59 g of aniline hydrochloride was dissolved in 

distilled water in a volumetric flask to final volume of 

50 mL. 5.71 g of ammonium peroxydisulfate was also 

dissolved in water to final volume of 50 mL. Both 

solutions were kept at room temperature (~18–24 °C) 

for 1 h, then mixed in a beaker, briefly stirred, and left 

to polymerize until next day. The PANI precipitate was 

collected on a filter, washed three times with 100 ml of 

0.2 M HCl, and similarly with acetone. 10 µl of PANI 

was dropped to the working electrode of SPCE and 

dried at room temperature. 

 

PPY modified SPCE 
 

0.2 M pyrrole was oxidized with ammonium 

peroxydisulfate at 20 °C in 0.2 M HCl. The 
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precipitated polymer was collected on a filter, rinsed 

with 0.2 M HCl and acetone, and dried. Powder 

polypyrolle was diluted in deionized water and 10 µl 

of this solution was dropped on the electrode surface 

and dried at room temperature. 

 

CHIT modified SPCE 

 

The powdered chitosan was dissolved in a solution 

containing the deionized water and 0.1 M acetic acid 

with pH = 3. Thereafter, it was ultrasonicated for 1 h 

to produce a homogenous suspension. Then, 10 μl of 

the suspension were dropped on the SPCE surface and 

dried at room temperature 

 

 

3. Determination of Insulin on Polymer  

    Modified SPCEs 
 

The current response is one of the most important 

electrode parameters. Therefore, 5 µM insulin in 

Phsophate Buffered Saline (PBS) was determined on 

PPY, PANI, and CHIT modified SPCE to find the most 

appropriate polymer for development of 

electrochemical sensor for insulin determination. As 

can be seen in Fig. 1, the best current response was 

observed in the case PPY modified SPCE (Fig. 1, black 

line). The current response of PANI modified SPCE 

was lower, however it still can be considered a suitable 

polymer for insulin determination. In the case of CHIT, 

a significant current decrease has been observed. The 

electroactive surface area of PANI, PPY, and CHIT 

SPCE electrode was also determined. The obtained 

values of electroactive surface area confirmed previous 

results and the highest active surface area was 

observed for PPY modified SPCE (1.65 cm2). The 

PANI modified and CHIT modified SPCE displayed 

active surface area of 1.54 cm2 and 0.32 cm2, 

respectively. 
 

 

4. Conclusions 
 

PPY, PANI, and CHIT modified electrodes were 

tested and compared to find the most suitable 

electrochemical sensors for insulin detection. Active 

surface area of polymer modified electrodes and 

current response towards insulin oxidation has been 

studied. Based on these results, PPY modified SPCE 

can be considered the most suitable electrode for 

further insulin determination with the highest current 

response towards insulin oxidation and the highest 

active surface area of working electrode. 

 

 
 

Fig. 1. Determination of 5 µM insulin in PBS at PPY (black 

line), PANI (blue line), and CHIT (red line) modified SPCE 
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Summary: Diabetes mellitus is a metabolic disease affecting a large part of the population. Therefore, the research of a fast, 

accurate, and inexpensive diagnostic test is essential. Non-enzymatic electrochemical sensors for the detection of insulin, are 

an effective replacement for current costly enzymatic tests. One of their key parameters is the intensity of the analytical signal. 

The improvement of the signal can be ensured using metal nanoparticles. A polymer membrane is commonly used to fix them 

on the electrode surface. In the present work, our proposed breakthrough chitosan nanoparticles will be tested for the fixation 

of nickel on the electrode surface. Their surface morphology was characterized using scanning electron microscopy with EDX 

analysis. The active surface area of bare SPCE and modified SPCEs was electrochemically determined. 
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1. Introduction 

 
Cancer, heart diseases, obesity, and diabetes 

mellitus are only a few examples of current worldwide 

civilization diseases. Whereas diabetes is one of the 

top ten most common diseases globally. According to 

the statistics made by Centres for Disease Control and 

Prevention, it is known that 1 in 10 adults (537 million 

adults) live with diabetes. This number is predicted to 

rise to 643 million by 2030 and 783 million by 2045. 

Other statistics said that diabetes is responsible for  

6.7 million deaths in 2021 which means 1 death every 

5 seconds. Diabetes represents also one of the most 

financially demanding diseases which caused at least 

USD 966 billion dollars in health expenditure – a  

316 % increase over the last 15 years [1]. 

Therefore, diabetes research is currently focused on 

developing a low-cost, and effective diabetes sensor 

having high stability and suitable analytical 

characteristics [2]. The enzymatic glucose sensors 

currently commercially used to diagnose diabetes 

exhibit some drawbacks arising from the dependence 

of the used enzyme's activity on the temperature, 

humidity, and pH [3]. Hence, the development of  

non-enzymatic insulin sensors is intensively studied as 

one of the alternative techniques for diabetes 

diagnostics [4]. The necessity of a fast, accurate, and 

affordable test for direct diabetes diagnosis is essential. 

The advantage of electrochemical tests is their 

speed (20-30 s), accuracy (≥ 98 %), low cost, and 

simplicity (lead to self-testing). 

Nevertheless, different carbon electrodes, have 

been intensively studied as a perspective tool for 

electrochemical diabetes diagnostics. Screen-printed 

carbon electrodes (SPCE) embody one of the most 

appropriate candidates for insulin determination 

because of the small size of the working carbon 

electrode (4 mm diameter) [3]. To improve the 

electrochemical characteristics of bare carbon 

electrodes, they have been modified by various 

transition metal (Ni, Cu, Co) or metal oxide (NiO, 

RuO, CoO, TiO2) nanoparticles to display the catalytic 

activity towards insulin oxidation [4]. Also, the 

utilization of polymer membrane to develop a stable 

sensor with suitable analytical characteristics is 

essential. The most suitable polymers for 

electrochemical sensors for diabetes diagnostics are 

Nafion, chitosan, and polyethylene glycol, which form 

a polymer membrane on the electrode surface. 

In this paper development of a fast, cheap, and 

accurate electrochemical sensor for insulin 

determination was prepared. It was prepared by 

modifying the screen-printed carbon electrode with 

chitosan nanoparticles and nickel-modified chitosan 

nanoparticles. The size of prepared chitosan 

nanoparticles was approximately 200 nm. 

 

 

2. Preparation of Nano Modified  

    Screen-printed Carbon Electrode 
 

1 mg of medium molecular weight chitosan was 

diluted in 1 ml of 1 M acetic acid. The mixture has 

been stirred for 24 hours at 300 rpm. Then, 1 ml of  

0.5 % polysorbate 80 was added to the prepared 

solution. Then the solution was stirred at 45 °C for  

2 hours. Then 100 µl of tripolyphosphate solution was 

added and stirred for another 30 minutes. To obtain  

nickel-modified chitosan nanoparticles 200 µl of NiCl2 

was added to the prepared chitosan solution and stirred 

for 15 minutes. The prepared suspension was 

centrifuged at 10 000 rpm for 10 minutes. 5 µl of 

prepared chitosan suspension and nickel modified 

chitosan suspension was dropped to the working 

electrode of SPCE and dried on air at room 

temperature. 
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3. Characterization of Nano Modified  

    Screen-printed Carbon Electrode 
 

Scanning electron microscopy with EDX analysis 

was used to characterize the morphology and size of 

prepared chitosan and nickel-modified chitosan 

nanoparticles. The cyclic voltammetry was used to 

detect and compare the active surface area of bare, 

chitosan nanoparticles, and nickel-modified chitosan 

nanoparticles SPCE. Fig. 1 shows an SEM image of 

chitosan nanoparticles modified SPCE (Fig. 1A) and 

nickel-modified chitosan nanoparticles SPCE  

(Fig. 1B). As can be seen in Fig. 1A the size of 

prepared chitosan nanoparticles is approximately  

200 nm. Fig. 1B shows the nickel-modified chitosan 

nanoparticles modified SPCE. As can be seen in this 

Fig. the chitosan nanoparticles are not uniformly 

covered by the metal layer. The EDX analysis 

confirmed successful modification of chitosan 

nanoparticles with nickel and 32 % of Ni was 

determined on the surface of this electrode. 

 

 
                       A                                            B 
 

Fig. 1. Chitosan nanoparticles SPCE and nickel-modified 

chitosan nanoparticles SPCE. 

 

The active surface area of the working electrode is 

one of the important electrode parameters. It was 

electrochemically determined via the cyclic 

voltammetry method and calculated using  

Randles-Ševčik equation (1): 
 

 𝑖𝑝  =  0.4463𝑛𝐹𝐴𝑐(
𝑛𝐹𝑣𝐷

𝑅𝑇
)

1

2, (1) 

 

where Ip is the current maximum in A, n refers to the 

number of transferred electrons, A indicates the 

electrode surface area in cm2, C is the concentration of 

the electroactive species in mol cm−3, v denotes the 

scan rate in V s−1, D is the diffusion coefficient in  

cm2 s−1, R is the gas constant in J K mol−1, F is the 

Faraday constant in C mol−1, and T is the temperature 

in K. The calculated values of active surface area were 

as high as 0,98 cm2, 1,16 cm2, and 1,86 cm2 for the bare 

SPCE, chitosan nanoparticles modified SPCE, and 

nickel-modified chitosan nanoparticles SPCE, 

respectively. As can be seen, the rapid increase of 

active surface area was observed in the case of  

nickel-modified chitosan nanoparticles SPCE. In this 

case, the electroactive surface area increased almost 

twofold. Thus, nickel modified chitosan nanoparticles 

SPCE exhibited the highest active surface area and 

provided the highest number of active sites at the 

electrode surface, which led to an efficient insulin 

determination. 

 

 

4. Conclusions 

 
Chitosan nanoparticles and nickel-modified 

chitosan nanoparticles were deposited onto the surface 

of SPCEs to produce the electrochemical sensors for 

insulin detection. The morphology of modified SPCEs 

was investigated by SEM with EDX analysis. The 

highest active surface area was determined for  

nickel-modified chitosan nanoparticles SPCEs as 

compared with bare SPCEs and chitosan nanoparticles 

modified SPCEs, which could lead to an increase in the 

enhancement of the electrocatalytic activity. Thus, this 

modification method can be considered as a novel 

method for the suitable polymer membrane 

preparation and fabrication of stable electrochemical 

sensor for diabetes diagnostics. 
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Summary: Insulin can be considered one of the analytes whose concentration needs to be monitored in patients suffering from 

diabetes mellitus. In this publication, insulin was determined for the first time in neutral pH, which leads to the possible use of 

the developed Ni-modified sensor as a continuous sensor. In this work, insulin was determined in Phosphate Buffered Saline 

(PBS) represents the human blood conditions with pH = 7.2. Analytical characteristics like the limit of detection, sensitivity, 

and selectivity. After this insulin was determined also in real samples (human blood). Based on the obtained results summarized 

in this manuscript Ni modified SPCE can be considered as a suitable candidate for a continual electrochemical sensor for 

insulin determination. 

 

Keywords: Electrochemical sensor, Diabetes mellitus, Nickel nanoparticles, Insulin determination, Diabetes diagnostics. 

 

 

1. Introduction 

 
Diabetes mellitus can be considered one of the 

most important diseases worldwide. Therefore, it is 

necessary to focus on its early diagnosis and treatment. 

The only currently known treatment is insulin dosing. 

Currently, enzymatic glucose sensors are 

commercially used for diabetes diagnostics. These 

sensors display some dosing arising from the pH, 

temperature, and stability. Therefore, it is necessary to 

find another way for diabetes diagnostics. Recently, 

research has become more and more focused on the 

development of non-enzymatic insulin sensors as 

another approach for diabetes diagnostics. Insulin is an 

essential hormone for glucose homeostasis in the blood 

[1], and also affects the metabolism and transport of 

proteins, lipids, and amino acids. It is produced by the 

pancreatic endocrine cells called β-cells located in the 

islets of Langerhans. It is generally known that 

insufficient insulin production or action causes a 

worldwide disease called diabetes mellitus. According 

to the World Health Organization (WHO) in 2019,  

463 million patients suffer from diabetes mellitus 

(DM). This number of patients indicates that diabetes 

can be considered a serious global disease with fast 

diagnostics necessity. Patients with diabetes have 

many serious affiliated complications, such as 

cardiovascular diseases, renal diseases, visual 

impairments, and blindness [2]. 

Various chemically modified electrodes have been 

suggested for promoting the oxidation and detection of 

trace insulin. By applying a modification, it is possible 

to achieve a significant improvement in the analytical 

characteristics of bare electrodes, such as a low 

detection limit, high sensitivity, and wide linear range. 

Several publications for electrochemical insulin 

determination are based on electrode modifications 

using various metal nanoparticles (Ni, Zn, Cu, and 

Co), metal oxide nanoparticles (NiO and CuO), and 

carbon materials or some combination of the above. 

Nickel can be considered the most appropriate 

modification of carbon electrode for insulin 

determination due to its electrocatalytic activity 

towards insulin oxidation, low price, and availability. 

Therefore, a nickel-modified screen-printed (SPCE) 

carbon electrode was tested as the first potentially 

suitable sensor for insulin determination at neutral pH. 

SPCE can be considered the most appropriate 

electrode due to its small size working electrode (only 

4 mm in diameter) [3]. 

In this work, Ni-modified SPCE was used for the 

determination of insulin at neutral pH in Phosphate 

Buffered Saline (PBS) and in real samples in human 

blood serum without NaOH addition as in all previous 

works. After the modification special activation 

procedure in alkaline solution was applicated and 

therefore Ni modified SPCE was able to detect insulin 

in neutral pH. Based on the obtained results Ni 

modified SPCE can be considered a suitable candidate 

also for the continual sensor for insulin due to its 

possibility to detect insulin in neutral conditions. 

 

 

2. Characterization of Ni Modified SPCE 
 

Surface morphology of bare SPCE and Ni modified 

SPCE obtained from DropSens Spain was 

characterized using scanning electron microscopy 

(SEM) with EDX analysis. Fig. 1 shows the SEM 

images of bare (A) SPCE and Ni modified (B) SPCE. 

As can be seen the Ni is deposited on the electrode 

surface in the form of aggregates with size of 

approximately 1 µm. The EDX analysis confirmed  

16 % of Ni on the Ni modified SPCE. 
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2. Equations 

 
After the surface characterization of bare and Ni 

modified SPCEs, various concentrations of insulin 

(0.625 µM-10 µM) in PBS (pH = 7.2) were determined 

using Ni modified SPCE (Fig. 2). The dependency of 

maximal current value on insulin concentration was 

absolutely linear with correlation coefficient of  

R2 = 0.99. It is possible to claim that by extrapolation 

we are able to determine the unknown insulin 

concentration. 

 

 
                       A                                           B 

 
Fig. 1. SEM images of bare SPCE (A), and Ni modified 

SPCE (B). 
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Fig. 2. Cyclic voltammograms of various insulin 

concentration (0.625 µM-10 µM) on Ni modified  

SPCE in PBS. 

 

Based on the excellent results obtained in PBS. 

Various insulin concentrations were also determined in 

real human blood serum (Fig. 3). As can be seen in  

Fig. 3 the linear dependency of current values on 

insulin concentrations was also observed in the real 

samples in human blood serum. The correlation 

coefficient was calculated as 0.99 as in PBS. Other 

analytical characteristics of Ni modified SPCE like 

limit of detection (LOD), sensitivity, and linear range 

were also calculated and summarized in Table 1. 

 

4. Conclusions 
 

Electrochemical sensors represent the novel 

suitable method for treatment diagnosis. Ni modified 

SPCE activated in alkaline solution represents the 

novel way for insulin determination in neutral pH. This 

electrode displayed excellent LOD, sensitivity, 

correlation coefficient, and was tested also in real 

samples without pH adjustment. 
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Fig. 3. Cycli voltammograms of insulin (1.25 µM-20 µM) 

on Ni modified SPCE in human blood serum. 
 

 

Table. 1. Analytical characteristics of Ni modified SPCE. 

 

R2 LOD sensitivity Linear range 

0.99 1.65 nM 
6.94.10-6 

µA/µM 
0.625-10 µM 
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Summary: Since 1928 we know that each resistor of resistance R at temperature T shows voltage noise between terminals of 

spectral density 4kTR V2/Hz, where k is the Boltzmann constant. However, the way in which this device exchanges energy 

with its thermal bath to generate this voltage is still unknown. Leaving aside rare features assigned to its R to explain how this 

Johnson noise is generated, we have considered the reactive element of each resistor of volume VQ limited by its two terminals. 

Taking its electrical capacitance between terminals as the transducer that converts thermal fluctuations of electric field into 

voltage noise, it turns out that Johnson noise is the consequence of impulsive charge noise of 4kT/R Coulomb2/second, agreeing 

with the Fluctuation-Dissipation framework proposed by Callen and Welton for noisy processes in 1951. 

 

Keywords: Conduction current, Displacement current, Dissipation, Fluctuation, Thermal equipartition, Two-terminal device. 

 

 

1. Introduction 

 
Expressing the familiar spectral density of Nyquist 

noise (4kT/R A2/Hz) as a charge noise power in C2/s 

should alert the reader of a noise model different from 

the dissipation-based model (DBM) currently used. 

The model we refer to is a fluctuation-based model 

(FBM) developed to overcome the limitations of the 

DBM and to remove misconceptions on this subject 

that remain after ninety-four years using the DBM to 

study electrical noise. We refer to the small, random 

voltage of thermal origin [1, 2] found in two-terminal 

devices (2TDs) like resistors and capacitors. 

This notion of 2TD is essential because electrical 

noise is always measured in 2TDs. Moreover, the only 

magnitude we measure is random voltage of spectral 

density in V2/Hz, thus not a noise current that is never 

measured directly and always must be inferred from a 

noise voltage. The widespread unawareness of this fact 

shows that roughly a century after the work of J. B. 

Johnson and H. Nyquist [1, 2], electrical noise is not 

well-known, despite the work of H. B. Callen and T. 

A. Welton with regard to the Fluctuation-Dissipation 

(F-D) framework that they proposed from a quantum 

physics approach for noisy processes [3]. 

From a circuit viewpoint this F-D framework 

means that conductance or resistance for dissipation of 

electrical energy, as well as reactance or susceptance 

to hold this energy that fluctuates, are both required to 

model a noisy device. When this need of a complex 

immittance to study electrical noise is considered, the 

Johnson noise of resistors and the kT/C noise of 

capacitors, lead to a common FBM for their voltage 

noise. It is worth noting that kT/C V2 is the integral in 

frequency f of the Johnson noise of the resistor that any 

capacitor is at low frequencies [4]. Thus, resistors and 

capacitors differ from inductors, whose two “ends” are 

shorted into a single terminal to hold magnetic energy 

able to fluctuate within these devices. By contrast, the 

energy that fluctuates and is dissipated in a 2TD is 

electrical energy U(t) defined by its voltage v(t) and its 

capacitance C between terminals as shown by Eq. (1). 

Using Q(t) for the time-varying charge in one of the 

plates of C we can write: 
 

 𝑈(𝑡)  =  
1

2
𝐶𝑣2(𝑡)  =  

𝑄2(𝑡)

2𝐶
 (1) 

 

Hence, Johnson noise v(t) reflects the energy U(t) 

at any instant of time in the capacitance C = (Cstr+Cmat) 

between terminals of a resistor. This is why C includes 

any stray value due to wiring (Cstr) plus the inherent 

term due to the non-null dielectric permittivity of its 

material between terminals Cmat [5]. 

 

 

2. A Fluctuation-dissipation Noise Model 
 

Fig. 1-a sketches a resistor made from a rod of 

conductive material with two tinned iron caps where 

its two access wires are soldered. Fig. 1-b is a first 

order circuit between its two terminals. For the notions 

to come, stray inductance for its wires is not needed. 

Taking the impedance Z(jω) to study the noise voltage 

of this 2TD leads to the circuit of Fig. 1-c, where two 

circuit elements give rise to two orthogonal voltages 

from the single current they share. The sum of these 

voltages done by their series connection gives v(t), the 

voltage of Johnson noise at each frequency f = ω/(2π), 

but the annoying frequency-dependent resistance R(ω) 

and capacitance C*(ω) of this circuit, are not easy to 

link with physical phenomena. Hence, a clever choice 

for its noise v(t) is the admittance Y(jω) = 1/Z(jω). 

Admittance is a parallel notion where two mutually 

orthogonal currents add to give rise to a voltage shared 

by its conductance G and its susceptance B = ωC. The 

shared voltage v(t) is the Johnson noise and these two 

currents (the displacement and conduction ones linked 

to C and G) are mutually orthogonal due to the ∂v(t)/∂t 

term of currents in C. From these ideas, we proposed 
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that individual electrons of charge q, randomly passing 

between terminals of a resistor, would give rise to its 

Johnson noise [6]. The random series of tiny voltage 

steps of amplitude ±∆V = q/C are small fluctuations of 

energy in its capacitance C, subsequently dissipated by 

R as the voltage v(t) of C decays with the time-constant 

τrelax = R×C. This Fluctuation-Dissipation dynamics 

for Johnson noise agrees well with the F-D framework. 

 

 

 
 

Fig. 1. a) Longitudinal cross section of a cylindrical 

resistor, b) a simple circuit to study its voltage noise,  

c) the series circuit of its complex impedance Z(jω). 

 

 

A full agreement appears if the passage of electrons 

between terminals of the 2TD occurs with a null transit 

time (τt = 0). To show that this is true for the currents 

in C, we will study in the next Section how we measure 

electrical current. This result converts the FBM of [6] 

into a powerful tool for the study of electrical noise that 

among other features, explains how resistors exchange 

energy with its thermal bath. 

 

 

3. Displacement Currents Are Discrete 

 
The direct measurement of small voltages is a  

well-known task in noise studies. Those people 

believing that small currents are measured directly and 

not from voltages they produce, could find useful this 

Section with regard to the design of i-v converters to 

measure small currents in noise experiments [7]. This 

is so because the main task of this Section is to review 

the measurement of low-level currents in 2TDs. 

“Thermal agitation of electric charge” and 

“Thermal agitation of electricity” entitling [2] and [1], 

suggest what causes Johnson noise in resistors. Hence, 

finding how electric charge agitates in the volume VQ 

of a 2TD will likely show us the way Johnson noise is 

generated. Since electrical measurements are the tools 

to monitor this agitation, we will consider them here. 

Whereas a voltmeter directly gives a voltage value, the 

value of a current is always inferred from a voltage 

one. Using a current clamp (transformer), a sensing 

resistor or a Hall probe, current is first converted into 

a voltage that we measure in order to infer the value of 

the current. Therefore, electrical current is known from 

the effect it produces: a voltage. This leads to consider 

the way we measure very low currents (e. g. 

femtoAmps). 

Let us think of a current involving a few electrons 

per second on average. “Average” refers to the idea of 

electrical current as a flow of discrete, corpuscle-like 

electrons. Focusing in our task, let us consider again 

the resistor made from a rod of conductive material of 

dielectric relaxation time τ = ε/σ, cladded by its two 

metal caps at a distance d (terminals) that is sketched 

in Fig. 1-a. To better follow the notions to come, let us 

use Fig. 2 for a resistor made from a rectangular rod of 

material instead of the cylindrical one of Fig. 1-a. 

Used to charge-matter interactions that take place 

by discrete packets of charge of q = -1,6×10-19 C each 

that we call electrons, let us show how electrons that 

“jump” between terminals of the 2TD of Fig. 2 can 

agree with measurements. By the verb “to jump” we 

mean that, if an electron travels from one terminal to 

the other it will travel as a whole, because to the best 

of our knowledge pieces of electron are not found in 

low energy experiments like noise measurements. This 

leads to consider the possible behavior of the quantum 

of charge in a 2TD and the fluctuations of energy that 

it can produce in this device. Bluntly speaking, let us 

consider quantum electronics for our task. 

 

 

 
 

Fig. 2. Physical structure of a two-terminal device of volume 

VQ = w×h×d called resistor or capacitor, depending  

on frequency. Note its instantaneous “voltage” between its 

terminals and its two equal currents at each instant of time. 

 

 

Although we say “the current i(t)”, we are actually 

considering two simultaneous currents at each instant 

of time. One enters the 2TD at position x in space by 

terminal A while the other leaves the 2TD at position 

(x+d) by terminal B. Simultaneous measurements at 

two points separated by a distance d in space requires 

using Especial Relativity (just basic skills). Consider 

two observers at plates A and B of Fig. 2, whose clocks 

were synchronized by an electromagnetic (EM) signal 

going from the observer at point x (plate A) to the 

observer at point (x+d) (plate B). Needless to say, an 

EM signal going from observer in plate B to the one in 

plate A would synchronize equally well their clocks 

following Einstein’s lections. 

Although the idea of a corpuscle-like electron that 

leaves one plate at instant t0 and arrives in the other at 

instant (t0 + τt), after a transit time τt > 0 seems 

possible, we will discard it for two reasons. The first 

one is because it makes impossible a cogent 

measurement of i(t). With this corpuscular approach 

our two observers would never find the two 

simultaneous currents i(t) of equal magnitude at 

positions x and x + d that are needed to keep null the 

net charge entering or leaving the 2TD. If a current i(t) 

started to bring a charge -∂Q in plate A, another current 
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of equal magnitude i(t) should start to extract charge  

-∂Q out of plate B. 

Corpuscular electrons passing with transit time  

τt ≠ 0 would puzzle our observers. If the observer at 

plate A said: “a quantum of charge is entering the 2TD 

at t = t0”, the observer at plate B should say: “Really? 

Nothing occurs here at instant t = t0.” Then, if an 

electron passes between terminals, it will do it in a null 

transit time. This is better understood by taking Fig. 2 

as a current sensing resistor of resistance R whose 

voltage v(t) will allow us to infer its current by Ohm’s 

Law i(t) = v(t)/R. The voltmeter that measures v(t) as 

the difference of electrical potential in plates A and B 

at each instant of time is what synchronizes these 

imaginary observers as described. The right operation 

of myriads of ammeters working in this way suggests 

that if the observer at plate A said: “a quantum of 

charge is entering this 2TD at t = t0”; the observer at 

plate B should have reasons to say: “a quantum of 

charge is exiting this 2TD at t = t0”. 

The above situation is possible if an electron arrival 

in plate A created a simultaneous disturbance in plate 

B of Fig. 2 to warn its observer and vice versa. For an 

observer within VQ next to plate A, an electron arriving 

there through terminal A would create an electric field 

∆E pointing inwards plate A that would reach plate B 

as an electric field pointing outwards plate B. This 

inward pointing field in plate A would tell observer A 

that an electron has just arrived there whereas this same 

field pointing outwards in plate B, would tell observer 

B that an electron has just left the 2TD through 

terminal B. Since this field that is born in one plate 

reaches the other plate at the speed of the EM wave in 

VQ, the arrival of a single electron in one plate and its 

departure from the other are simultaneous events and 

the quantum of charge translocated in this way is what 

equates the two currents of the 2TD. 

Reviewing the measurement of weak currents in a 

2TD we find that its capacitance could help electrons 

to jump between its terminals. To show the easiness of 

an electron to pass between terminals of resistors as a 

displacement current of null dwell-time (τt = 0), we 

will say that the amount of energy needed for this 

passage is truly small (∆U << kT). Making Q = q in 

Eq. (1) we have ∆U = 1,6×10-7 eV for Cstray = 0.5 pF. 

For kT ≈ 26 meV at room T we obtain  

∆U = 0.000006kT (or less if we add to Cstray the 

unavoidable Cmat > 0 [5]). Hereby, the mean rate λ of 

electrons jumping between terminals due to thermal 

activity should be a huge number. 

Since each of these jumps is the type of fluctuations 

of energy that we proposed as the origin of Johnson 

noise in resistors [6], we can show the way this noise 

is born from these fluctuations taking place randomly 

in time and sign with average rate λ. Thinking of a very 

cold resistor, Fig. 3 shows how its Johnson noise is 

built in time by these fluctuations represented in the 

horizontal axis as Dirac’s delta functions. 

To give a number for λ let us use Eq. (1) for a single 

electron. This gives ∆U = q2/(2C) J or q/(2C) eV that 

we will take as the mean energy per fluctuation that 

enters the resistor. Note that any energy remaining in 

C after each fluctuation will continue its dissipation as 

the new voltage after the ±∆V = q/C volts due to the 

fluctuation, decays with time-constant τ = RC. The null 

mean value of the voltage noise thus obtained means 

that its causes (thermal fluctuations of electric field 

∆E, see below) will be 50 % positive on average  

(i. e. ∆E along x) and 50 % negative. This balanced 

distribution agrees with the randomness of a  

thermal bath. 

 

 

 
 

Fig. 3. 2-D model for Johnson noise generated  

from a random series of fluctuations of electric field  

in the volume VQ of a resistor that are converted into voltage 

noise by its capacitance C between terminals. 

 

 

Dividing by R the mean square voltage noise of the 

resistor in thermal equilibrium (TE), which is kT/C V2 

[6], the mean power dissipated in TE is  

Pd = kT/(RC) W. Equating Pd to λ times ∆U = q2/(2C) 

(the mean power entering the resistor by C) we  

found [6]: 

 

 𝜆 =  
2𝑘𝑇

𝑞2𝑅
 (2) 

 

For R = 50 Ω we obtain λ ≈ 6×1015 

fluctuations/second at room T. Hereby, the Johnson 

noise of 50 Ω resistors or microwave transmission 

lines of Z0 = 50 Ω looks like a continuous voltage. But 

thinking of a very cold resistor at T  0, its Johnson 

noise would be something like the spiky voltage shown 

in Fig. 3. To give a notion about the meaning of  

R = 50 Ω in our FBM, we will say that the capacitance 

between terminals of those 50 Ω devices would sense 

its 50 Ω shunting resistance as a dense rain of  

λ = 6×1015 fluctuations per second at room T. By 

contrast, the overall losses of an L-C resonator, 

represented by a shunting resistance of R = 50 MΩ at 

the same T, would be sensed by its capacitance as  

λ ≈ 6×109 fluctuations per second on average. 

 

 

4. Exchange of Energy and Charge Noise in C 

 
If a photon of energy ∆U = q2/(2C) arrives in the 

VQ of a resistor when its voltage in C is null, an 

electron of the conduction band could take this energy 

to set a voltage of q/C V in C. This would enter energy 

in this 2TD that would appear as an electric field  
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∆E = (q/C)/d V/m set in C. In this way, a photon of the 

thermal bath would create in C a voltage step of null 

risetime with amplitude ∆V = q/C volts. 

But if v(t) already was vi(t) = +q/C V when the 

photon of energy ∆U arrived in VQ, it could not be 

absorbed because to rise vi(t) up to vf(t) = vi(t) +q/C V 

requires three times its energy: (2q)2/(2C)-q2/(2C) = 

3∆U. Since the capacitance having vi(t) = +q/C V could 

emit on its own a photon to lose its energy, the arriving 

photon of equal energy could stimulate such an 

emission. In this case an energy ∆U would leave  

the resistor. 

Given the broad energy band of photons in a 

thermal bath and their statistical arrival in the 2TD, the 

noise voltage in C could depart markedly from v(t) = 0 

from time to time. We refer to much larger departures 

than ∆V, that for Cstray = 0.5 pF would be:  

∆V = q/C ≈ 0.3 μV. Given the huge value of λ, a fast 

series of fluctuations of the same sign rising v(t) up to 

30 μV for example is not unlike. All the above and  

Fig. 3 show the way the Johnson noise of a resistor is 

built in time as this 2TD exchanges energy with its 

thermal bath to be in thermal equilibrium (TE) at 

temperature T. Hence, the sense of the exchange 

(inwards/outwards) and its amount, both will depend 

on the relative signs of the v(t) of C and that of the ∆V 

set by the fluctuation taking place. 

The mean energy entering a resistor by fluctuations 

and its unceasing dissipation due to the presence of v(t) 

driving its resistance R, sustain in time its Johnson 

noise v(t) at temperature T (see Fig. 3). Let us note that 

fluctuations come from the individual behavior of each 

electron, whereas the incessant dissipation of energy 

by the current ic(t) = v(t)/R comes from the collective 

behavior of electrons accumulated in C. This behavior 

also applies to the displacement current id(t) = -ic(t) 

that appears in VQ as explained in next paragraph. 

In the dielectric relaxation taking place in the 2TD 

of Fig. 2 when its voltage v(t) decays as exp(-t/RC), the 

conduction current Ic(t) = v(t)/R is counterbalanced at 

each instant of time by the displacement current due to 

the electric field that decays in C. This means that the 

current i(t) that enters or leaves the 2TD through its 

terminals A or B is null whereas the conduction current 

associated to R (i. e. ic(t) = v(t)/R) and the displacement 

current in C (i. e. id(t) = C×(∂v(t)/∂t) both exist forever, 

although for practical purposes they vanish after a few 

time-constants τ = RC. This cancellation that discards 

any magnetic effect linked with these fluctuations that 

cause voltage noise, is considered in Fig. 4. 

Although ic(t) and id(t) are distributed currents in 

VQ going in opposed senses between plates of Fig. 2, 

let us use Fig. 4 to understand them better in a resistor 

with v(t) = 0 up to the instant t0, where the sudden jump 

of an electron from plate A to plate B took place. This 

fluctuation would set v(t0) = +q/C volts in C. As soon 

as v(t0) was set, a conduction current ic(t) of amplitude 

[q/C]/R would start in R as shown in Figs. 4-b and 4-c. 

We mean ic(t) = +[q/(RC)] × exp[-(t-t0)/RC] as shown 

in Fig. 4-b. Integrating ic(t) from t = 0 to t  ∞ suggests 

that the charge “passing from plate A to plate B 

through R” is +q C. This leads to the notion of a 

thermal action displacing a charge +q C from plate B 

to plate A and the subsequent device reaction by a 

current ic(t) that restores the 2TD to its initial state at 

the instant t = t0
-, just before the fluctuation. 

This action-reaction dynamics is a notion we used 

concerning charge noise in the 2TD before reading [3]. 

In this way there are λ sudden actions per unit time and 

exp [ λ slower reactions in opposed sense associated to 

dissipations. Fig. 4-c is the lumped circuit that results 

if we distinguish the interpenetrating currents ic(t) and 

id(t) that are distributed in the volume VQ. Regarding 

the sense of ic(t) going from plate A to plate B it is 

clear, because the positive charge is in plate A. This 

makes VA > VB and applying Ohm’s Law ic(t) will go 

downwards, as shown in Fig. 4. 

 

 

 
 

Fig. 4. Displacement and conduction currents triggered  

in the 2TD of Fig. 2 by a fluctuation (thermal action) causing 

a sudden voltage of amplitude ∆V = q/C volts in C and its 

two subsequent currents (device reaction). 

 

 

Concerning the sense of id(t) we must consider the 

electric field E set in C by the fluctuation and its time 

derivative. Since E points downwards (from plate A to 

plate B) but decreases as the voltage v(t) decays in 

time, its time derivative is negative. Hereby, id(t) will 

go upwards, as shown. Since the external currents i(t) 

of the 2TD of Fig. 2 are both null while v(t) relaxes, 

we also obtain id(t) = -ic(t). This is the reason for the 

negative displacement current starting at t = t0
 + in  

Fig. 4-a, just after the fluctuation that was positive. 

The notion of a mean square voltage is familiar for 

voltage signals. For charge signals, however, we must 

consider the charge in one plate of a capacitor and its 

mean square, since the overall charge in a 2TD is null, 

as it should be known. From the charge noise point of 

view, the two displacement currents of Fig. 4-a have a 

null overlap in time due to their cause-effect link  

[6, 8]. This means that they are uncorrelated and that 

their effects “will add in power” (i. e. quadratically). 

Once stated this, we shall go to Fig. 4-a to consider the 

charge noise associated with each fluctuation. To do 

this, we must integrate current in time. 

Since the charge brought to C (we mean: to its plate 

A for example) by the fluctuation of null dwell time 

(Dirac’s delta) is +q C, its square will be: q2 C2. Since 

the charge brought to the same plate A of C by the slow 

current id(t) coming after the former is -q C, its square 

will be: q2 C2. Hence, the mean square charge noise 
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caused by (or associated to) each fluctuation in a 2TD 

like a resistor, a capacitor or an L-C tank circuit for 

example, will be: (q2 +q2) = 2q2 C2, not only q2 as one 

would say at first sight. And given the huge rates of λ 

for fluctuations giving Johnson noise and its random 

nature, they should give rise to a quite constant power 

of charge noise. 

Regarding this charge noise power let us consider 

first the noise solely due to instantaneous displacement 

currents. Due to their null dwell-time, these currents of 

mean square charge q2 C2 each do not overlap in time 

and their effects will add in power. Hence, the average 

charge noise power of these “fast” fluctuations taking 

place at the rate of Eq. (2) will be λ times q2 C2/s  

(i. e. coulombs2/second). Multiplying Eq. (2) by q2, we 

obtain PQf = 2kT/R C2/s, a numerical result that only is 

half the Nyquist density SI = 4kT/R A2/Hz. Then, what 

about the other 50 % of SI absent in PQf? 

Considering that PQf = 2kT/R C2/s or  

SI = 2kT/R A2/Hz is a magnitude having to do with 

displacement currents causing shot noise, let us 

answer this question. The lacking 50 % of SI should be 

the shot noise coming from displacement currents 

different from those fast fluctuations of null dwell-time 

because, to the best of our knowledge, conduction 

currents do not add voltage noise in 2TDs. This 

strongly suggests to consider next the charge noise of 

those displacement currents id(t) of opposed sign to the 

preceding fluctuation that has been explained in regard 

to Fig. 4-a. In this way the overall charge noise power 

PQ producing voltage noise in a 2TD in TE at 

temperature T becomes: 

 

 𝑃𝑄  =  𝑃𝑄𝑓  +  𝑃𝑄𝑠  =  
4𝑘𝑇

𝑅
 (3) 

 

To understand the meaning of Eq. (3) we must say 

that despite the equal charge noise power 2kT/R C2/s 

of PQf and PQs, their spectra are different. Whereas PQf 

comes from the individual behavior of the quantum of 

charge, PQs reflects the collective behavior of electric 

charges in the 2TD. The null transit time of those 

electrons that jump between terminals converts their 

displacement currents into an impulsive current whose 

spectral density is flat in frequency from the electrical 

viewpoint. We mean that any electrical measurement 

in the 2TD should find voltage steps with null risetime 

reflecting the impulsive nature of these displacement 

currents producing shot noise of flat density  

SI = 2kT/R A2/Hz. By contrast, the displacement 

currents tracking exponential decays of v(t) will 

produce shot noise with Lorentzian spectrum of 

amplitude SI = 2kT/R A2/Hz and cut-off frequency  

fc = 1/(2πRC) due to the time constant τ = RC of those 

exponential decays. 

All things considered; the Johnson noise of a 

resistor will have two components. Its faster 

component a) will be a Lorentzian term of amplitude 

2kTR V2/Hz and cut-off frequency fc = 1/(2πRC) due 

to the flat density of PQf (SI = 2kT/R A2/Hz) being 

filtered by the circuit of Fig. 4-c. Its second term, 

component b), will come from the Lorentzian shot 

noise of amplitude SI = 2kT/R A2/Hz being filtered by 

the circuit of Fig. 4-c. This means that the -3 dB  

cut-off frequency fcs of this slower term will be 

somewhat lower than fc, and that its roll-off at high 

frequencies will be -40 dB/dec, twice the -20 dB/dec 

of the component a). The sum in power of these spectra 

coming from uncorrelated noises will show the well-

known density SV = 4kTR V2/Hz at low frequencies, 

but its -3 dB bandwidth will be slightly lower than fc. 

Concerning a value for frequencies close to fc 

where the otherwise flat SV will be decaying, let us 

consider a noise measuring setup of Cstray = 0.5 pF for 

the Johnson noise of a resistor of R = 50 Ω whose small 

but non null Cmat is included in Cstray. The time constant 

τ = RC = 25 ps leads to fc ≈ 6.4 GHz. Thus, the Johnson 

noise of this resistor up to 2 GHz and even in the S 

band (2-4 GHz) would show the familiar, flat density 

SV = 4kTR V2/Hz. 

By contrast, this noise in the K band (from 18 GHz 

to 26 GHz) would show a spectrum with SV decreasing 

clearly with a final roll-off approaching -20 dB/dec. 

Since measurements at these frequencies are not easy 

and most people use to work at “low f” (e. g. up to tens 

of MHz to avoid effects like the filtering due to τ = RC) 

the limit fc is barely reached and those who measure a 

flat SV = 4kTR V2/Hz at f << fc, consider that the density 

SI = 4kT/R A2/Hz that they infer from SV is flat up to 

the limit given in [2] from quantum reasons. 
 

 

5. Two Charge Noises: Empirical Evidence 
 

The two different components shown by the phase 

noise of electronic oscillators is a striking fact that we 

will consider. In frequency domain, phase noise of an 

oscillator means that the spectral content of its output 

signal is not the line at f = f0 due to a pure sinusoid of 

frequency f0 (the expected carrier). Phase noise leads 

to find spectral content in its output signal different 

from this Dirac’s delta: δ(f - f0). 

 

 

 
 

Fig. 5. Effects of a fluctuation taking place in the capacitance 

of an L-C oscillator when the damping  

of this change of energy is small during one period (see [9]). 

 

 

The first noise term we refer to is “phase noise 

close to the carrier” because it is observed as a 

broadening of the otherwise monochromatic line at  
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f = f0. To keep this Section short, we will say that the 

output spectrum is a Lorentzian line centered at f0 that 

recalls the output spectrum of lasers (optical 

oscillators). In lasers, the broadening of their line is 

already known as an effect of spontaneous emissions 

of photons that disturb the coherent optical energy 

stored in their resonant cavity (a Fabry-Perot 

resonator). 

In dual form, the L-C tank of an electronic 

oscillator (i. e. its resonator) should sustain in time a 

coherent or pure sinusoidal voltage signal, and the 

electronic loop of the oscillator is designed to do it. 

Since the L-C tank consists of a capacitance C that is 

connected in parallel with an inductance L, it is 

apparent that any sinusoidal voltage sustained in time 

by the feedback electronics of the oscillator will be 

disturbed by the spontaneous translocations of 

electrons between the plates of C that we have called 

fluctuations. 

Due to the null risetime of each voltage step  

∆V = q/C being added randomly (both in time and 

sign) to the otherwise sinusoidal oscillation in the L-C 

tank, the electronics can do nothing to avoid their 

appearance. Thus, it is quite easy to consider the phase 

noise solely due to these voltage steps of null risetime 

[9]. Fig. 5 taken from [9] shows the way each 

fluctuation disturbs the otherwise sinusoidal voltage 

signal that would exist in C, thereby in the output of 

the L-C oscillator. 

Evaluating the phase noise due to disturbances like 

those shown in Fig. 5, taking place randomly both in 

time and sign with the average rate λ of Eq. (2), this 

phase noise spectrum is found [9]: 
 

 ℒ(𝜔 − 𝜔0)  =  
2𝐷

(𝜔 − 𝜔0)2  +  𝐷2
 (4) 

 

Eq. (4) is the Lorentzian line or “phase noise close 

to the carrier” that we commented at the beginning of 

this Section. This line agrees perfectly with a classical 

paper in the field published by D. B Leeson [10]. Thus, 

the Lorentzian line of the output spectra of electronic 

oscillators comes from the truly impulsive current 

giving rise to PQf. This would explain the deep analogy 

between spontaneous emissions of photons in lasers 

and spontaneous jumps of electrons in L-C oscillators, 

and why only half the Nyquist noise (i.e., its fast term) 

produces “phase noise close to the carrier”. 

It is worth noting that the best fitting to the phase 

noise of electronic oscillators has been achieved by 

using instantaneous translocations of charge between 

nodes of the oscillator circuit [11]. Nevertheless, the 

packets of charge that these authors have used involve 

thousands of electrons (e. g. packets of fC, 10-15 C) and 

the physical meaning of such a “collective jump of 

charges” is unclear. However, the merit of this work 

using noise with sudden voltage changes is undeniable 

and really useful if the user is not very concerned for 

the physical meaning of this proposal that “works”. 

Concerning the slow 50 % of Nyquist noise we 

have called PQs let us say that it gives rise to the 

pedestal of phase noise far from the carrier that is 

proportional to PQs = 2kT/R C2/s (to 2FkT/R if we 

include the noise of the electronics by its noise figure 

F). This band-limited noise, that is “slower” than PQf, 

can be affected by the feedback electronics and when 

it occurs, the frequency band of the aforementioned 

pedestal increases. The amplitude of this pedestal 

suggesting that only half the Nyquist noise is involved 

in its generation, is another clue about the fast and the 

slow shot noises that would contain the familiar 

spectral density SI = 4kT/R A2/Hz or the less known 

charge noise power PQ = 4kT/R C2/s. 

 

 

5. Conclusions 
 

In contrast to the dissipation-based model currently 

used for electrical noise, we propose a fluctuation-

based model where the electrical capacitance of any 

2TD between its terminals is the reactive element that 

interacts with its thermal bath. The voltage appearing 

in this capacitor as energy is exchanged, is the Johnson 

noise of resistors or the voltage noise of the 2TD in 

general. Therefore, the capacitance of each resistor 

between its terminals is the transducer that collects 

thermal energy and converts it into a Johnson noise 

density SV = 4kTR V2/Hz that we can measure. 

Concerning the density SI = 4kT/R A2/Hz we use to 

infer from SV, this new model within the Fluctuation-

Dissipation framework allows to show that SI involves 

two noises: a) an impulsive shot noise of flat density 

SIf = 2kT/R A2/Hz and b) Lorentzian shot noise of equal 

amplitude, whose cut-off frequency is set by the time 

constant τ = RC of the 2TD. The phase noise of L-C 

oscillators allows to show the impulsive origin of SIf 

and this (50 %-50 %) partition of SI = 4kT/R A2/Hz. 
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Summary: The performance of a sensor system having multi sensor array (E-nose) based on surface acoustic wave (SAW) 

resonators has been demonstrated. The SAW sensors operating at room temperature have been coated by four different metal 

oxide thin films to impart sensitivity and selectivity towards the vapors under test. By using SAW multi sensor output with the 

suitable pattern recognition algorithm artificial neural network (ANN)), a recognition system has been realized for the 

identification of different class of vapors (simulants of nerve agents, fuel vapors and VOCs). The ANN was trained by feed 

forward back-propagation algorithm using inputs from the response of SAW E-nose. The ANN provide an accurate recognition 

method for the detection of target vapors with excellent success rate. 

 

Keywords: SAW, Metal oxide, Fuel vapors, VOCs, ANN. 

 

 

1. Introduction 
 

The invention of first multisensory array for vapor 

sensor sparked the technology of artificial olfaction 

[1]. Later advances in aroma technology, electronics 

and artificial intelligence made it possible to develop 

devices capable of measuring and characterizing 

volatile aromas for several applications. The standard 

and precise methodology for the determination of 

mixture of vapors is Gas Chromatography with Mass 

Spectroscopy (GC-MS). However, it is a sophisticated 

technique and is not suitable for on field detection [2]. 

Presently, the E-nose technology utilizes different 

sensor types but for on-field detection, SAW is one of 

the most widely used technologies because of high 

sensitivity, good reliability, low cost, small size and 

wireless sensing in inaccessible areas. In real field, 

selective detection of vapors is a challenge, hence an 

electronic nose (E-nose) is essentially required. The 

data output generated by E-nose can be analyzed in a 

number of ways like graphical analyses (bar chart, 

polar/radar plots), multivariate data analyses, cluster 

analysis and neural network [3].  

For the protection of civilians and military 

personnel, an important but lethal class of vapors 

include nerve agents. They have been used several 

times. There is a critical need for sensors that are able 

to warn about the imminent danger. Since its 

production is banned (UN resolution in 1867), 

simulants are used for testing. Also, the wastewater 

from oil refineries contains large quantities of VOCs 

that can cause disastrous effects on the environment 

through premature degradation of the surrounding area 

and health hazards to people living around. Also fuel 

vapors and VOCs are common sources of interferants 

in the detection of nerve agents at warfronts. Hence 

their detection becomes inevitable. In our previous 

report we demonstrated the fabrication and utilization 

of metal oxide-based SAW E-nose [4]. In the present 

work, the metal oxide SAW E-nose has been utilized 

for the accurate prediction of simulants of nerve 

agents, fuel vapors and VOCs using ANN. 

 

 

2 Experimental 
 

The sensor system consists of 433.9 MHz one port 

SAW resonator devices. The SAW resonator device 

was inserted as a frequency-control element into on 

oscillator loop with an RF amplifier implemented in 

Colpitts’s configuration [5]. Instead of measuring the 

single frequency, difference frequency (ΔF = f0 −fs) of 

two SAW oscillators is measured. Here fs is the 

frequency of the SAW sensor (coated with metal oxide 

thin film) whereas fo is the frequency of the reference 

SAW oscillator (without any sensing film). The dual 

oscillator configuration helps in minimizing spurious 

signal and also helps to bring down the output 

frequency to kHz range. The difference frequency (ΔF) 

signal was then measured using frequency counter.  

Four metal oxide thin films (ZnO, TeO2, SnO2 and 

TiO2) were deposited on the SAW device to form four 

different sensor oscillators. The growth conditions 

have been reported earlier [5]. The SAW sensors 

coated with ZnO, SnO2, TeO2 and TiO2 will be 

considered as sensor 1, sensor 2, sensor 3 and sensor 4 

respectively. Target vapors used in present work are 

from three different categories: fuel vapors (diesel 

(fuel 1), petrol (fuel 2) and kerosene (fuel 3)), VOCs 

(acetone (VOC 1) and methanol (VOC 2)) and 

simulants of nerve agents (Dimethyl 

methylphosphonate (DMMP) (simulant 1) and Di-

ethyl chlorophosphite (DECP) (simulant 2)).  
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3 Results and Discussions 
 

The response of SAW sensors with exposure to 

vapors of fuel 1 is shown in Fig. 1. The concentration 

of fuel 1, 2 and 3 was varied from 25 to 65 ppm,  

1460 ppm to 1950 ppm and 35 to 120 ppm 

respectively. The concentration of VOC 1 and 2 was 

varied from 8030 to 23810 and 1565 to 4080 ppm 

respectively. Sensor 4 was most sensitive for VOC 1 

as compared to other sensors. For VOC 2, sensor 1 was 

most sensitive. However, Sensor 2 was least sensitive 

to both VOCs. Sensor 3 was most sensitive towards 

Simulant 1 whereas sensor 2 was least. However, for 

Simulant 2, sensor 3 was most sensitive whereas sensor 

1 was least. The statistically varied response of 

different sensors of the E-nose can be really useful for 

pattern recognition algorithms. 
  

 

 
 

Fig. 1. Response of SAW sensors for fuel 1 (30 ppm). 

 

 

Artificial neural network (ANN) is a general 

framework for modelling and simulating probabilities 

in a given set of data. The ANN is built by putting the 

neurons in layers and connecting the outputs of 

neurons from one layer to the inputs of the neurons 

from the next layer (Fig. 2).  
 

 

 
 

Fig. 2. Schematic of Artificial Neural Network. 

 

 

To identify the ANN performance, ‘train and test 

method’ was employed. To evaluate the ANNs 

identification performance for vapors under test the 

responses of SAW sensors have been used. The ANN 

was implemented using feed forward back propagation 

algorithm. The three classes of vapors to be identified 

have been coded with three output neurons by 

assigning fuel vapors as code (100), VOCs as code 

(010) and simulant vapors as code (001). First the 

network (with sensor data as input) was trained using 

known vapors. Then the network was tested for  

2 different concentrations of different class of target 

vapors. It can be seen from table 1 that the network 

correctly predicted all the testing patterns.  

 

 
Table 1. Testing results of SAW E-nose using ANN. 

 

Testing 

no. 

True 

class 
Output 

Predicted 

class 

1 Fuel 1 0 0 Fuel 

2 Fuel 0.9 0 0 Fuel 

3 VOC 0 1 0 VOC 

4 VOC 0 1 0 VOC 

5 Simulant 0 0 1 Simulant 

6 Simulant 0 0 1 Simulant 

 

 

4. Conclusions 
 

The results obtained in the present work showed 

that the multi sensor SAW E-nose is able to recognize 

the three different classes of target vapors (fuel vapors, 

VOCs and simulants of nerve agents) using Artificial 

Neural Network. 
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Summary: To obtain secondary raw materials, waste from households and industry is sorted to remove metals for recycling 

as well as materials that can be used to produce refuse derived fuels. As present sorting procedures are not perfect, the 

remaining waste still contains materials like metals, glass and plastics that could be reused but are currently only landfilled. 

Here, dual energy X-ray transmission in combination with basis material decomposition is presented as an approach to 

differentiate constituents of the waste based on their material. This allows a further and more efficient sorting of the waste 

stream. Thus, the amount of secondary raw materials obtained is increased which simultaneously decreases environmental 

pollution through landfilling and supports circular economy. 

 

Keywords: Dual energy, X-ray, X-ray transmission, Basis material decomposition, Circular economy, Sensor-based sorting, 

Recycling, Household waste. 

 

 

1. Introduction 

 
In this research work, a waste stream from a 

mechanical biological treatment (MBT) plant, which is 

currently landfilled and has no further use, is analyzed 

for its components. The aim of this analysis is to 

classify the waste material stream into constituents, 

which could be used as secondary raw materials. 

MBT is a combination of biological processes, 

such as anaerobic digestion, and mechanical 

procession steps [1]. The MBT is used to gain refuse 

derived fuels (RDF) for energy intensive industries 

such as cement production and thermal power stations 

[2]. The input material for MBT is a combination of 

mixed household waste, commercial waste and 

industrial waste. The output of the MBT is RDF as well 

as ferrous and non-ferrous metals. These metals are 

already collected and recycled. All the remaining 

constituents are considered the waste stream of the 

MBT. This waste stream consists of solids such as 

minerals, glass, plastics, wood and metals and is so far 

not recycled in any way [3]. If it could be sorted into 

pure grades, high quality secondary raw materials 

would be produced and thus, reused. This would be an 

important step for future circular economy and fighting 

climate change. 

We propose a sensor-based sorting (SBS) solution 

to separate the waste steam into the pure grades. SBS 

is already used in a wide range of recycling 

applications for the processing of secondary raw 

materials. Examples include the processing of glass, 

metals and plastics. Different sensor systems such as 

color-imaging, near-infrared-imaging and  

X-ray-transmission are used [4-7]. 

The sorting of the MBT waste stream with SBS has 

not been reviewed and reported to this date. Therefore, 

we like to discuss and show that with dual energy  

X-ray transmission (DE-XRT), the material 

components can be detected and classified. A 

subsequent separation via a mechanical system such as 

air nozzles is possible. 

 

 

2. Experimental 
 

2.1. Sample Materials 

 

Sample material was collected from an MBT plant. 

Before taking samples, the material has passed through 

biological drying, mechanical crushing and multiple 

sorting steps. The sorting consists of sieving, air 

classification, separation of ferromagnetic components 

and eddy current separation for the removal of  

non-ferrous metals. After these steps, samples were 

taken from the remaining waste stream. One sample 

selection is shown in Fig. 1. 

 

 

 
 

Fig. 1. Photo of a sample selection of waste placed  

in the drawer system. 
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The sample selection contains the following 

materials (Fig. 2): 

 Organic components like wood, a wooden 

handle or a pine cone; 

 Pieces of concrete, crushed rocks and tiles; 

 Shards of glass in different colors; 

 Metal objects of various forms; 

 An electric power plug; 

 Pieces of plastics; 

 A metal toy car. 
 

 

2.2. Dual Energy X-ray Transmission 
 

The measurements were performed using a  

high-power X-ray source (Comet MXR-225HP/11) 

and a dual energy line detector (DT X-Scan 0.8iL-410  

DE-USB-C2) with a pixel pitch of 0.8 mm. This 

detector contains two detection layers and thus delivers 

two projection images at two different X-ray energies 

at the same time (low and high energy, Fig. 2 and 

Fig. 3, respectively). 
 

 

 
 

Fig. 2. Low energy X-ray transmission image. Arrows 

indicate the location of different objects. 

 

 

 
 

Fig. 3. High energy X-ray transmission image. 

 

 

The samples are moved between source and 

detector with a drawer system (Fig. 4) with a speed of 

approx. 340 mm/s, corresponding to an exposure time 

of 2.67 ms per recorded line. The scans were carried 

out with a tube voltage of 160 kV and 1.5 mA. 

 

 

 
 

Fig. 4. Schematic of the used DE-XRT drawer system 

(from [8]). 

 

 

For the evaluation of the measured data, an 

algorithm called basis material decomposition (BMD) 

was used [9, 10]. It is based on the dependence of the 

X-ray mass attenuation coefficient ' of a material on 

its chemical composition and on the energy of the  

X-rays. Analyzing two X-ray projections recorded at 

different energies (low and high energy) with BMD, 

the areal densities (mass per area) of light and heavy 

basis materials can be calculated (for more details see 

[11] and [12]). Here, light and heavy refers to the 

effective atomic numbers Zeff of the chosen basis 

materials, which determine the mass attenuation 

coefficient '. For the scope of this paper, effective 

atomic numbers Zeff of 29 and 14 were chosen to 

distinguish metal bearing objects and construction 

waste. For sorting out rocks, glass, plastic or wood Zeff 

must be changed accordingly. 

 

 

3. Results 
 

The waste stream should be separated into two 

classes, which can then be recycled. The first is the 

remaining metals, which have a high value and should 

therefore be removed from the material stream. The 

second class is formed by the mineral and ceramic 

materials. These can be re-used in road and concrete 

construction. 

The X-ray projection images recorded at low and 

high energy (Fig. 2 and Fig. 3, respectively) show 

various pieces of waste with different gray values. 

These images do not allow to distinguish different 

materials. 

In contrast, Fig. 5 shows the resulting BMD image 

of Zeff = 14 for the above-described sample selection. 

Most of the objects, except for the metallic pieces, 

appear bright, namely wood, concrete and plastics. The 

metal bearing objects appear bright in the areal density 
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image of Zeff = 29 in Fig. 6. Thus, a differentiation of 

objects based on their material properties is possible. 

Due to the fact that the Zeff of glass is close to 14, 

several colorless pieces of glass are visible in the 

corresponding areal density image but not in the image 

showing metallic objects. An exception is a blue glass 

shard visible in the photograph (Fig. 1) and indicated 

by an arrow in the low energy image (Fig. 2). This 

shard can be seen in both basis material images. The 

reason is presumably that the blue color is achieved by 

metal oxides. 
 

 

 
 

Fig. 5. Areal density image of Zeff = 14. 
 

 
 

Fig. 6. Areal density image of Zeff = 29. 
 

 

Notable are also the objects which consist of 

different kinds of materials, like the toy car or the 

electric power plug. Plastic components like the 

protecting cover of the plug or the wheels and body of 

the car appear in the BMD image of Zeff = 14 (Fig. 5), 

while the plug’s cables and the car’s wheel axles are 

made of metal and appear in Fig. 6. This shows the 

potential of DE-XRT to detect materials that are not 

visible on the surface. 

By adapting Zeff, it is possible to obtain similar 

BMD images showing only plastics and other organic 

materials like wood (not shown here). 
 

 

4. Conclusions and Outlook 
 

The presented example illustrates that DE-XRT 

can be used to detect objects belonging to a certain 

material class in a stream of mixed materials. These 

objects can be removed from the stream and be 

recycled. If, after sorting, a fraction consisting only of 

rocks, cement and similar materials could be obtained, 

it could be even used for road building or similar tasks. 

Up to know DE-XRT is not commonly used for sorting 

tasks in recycling. Nevertheless, it bears a great 

potential in terms of circular economy and the fight 

against climate change and environmental pollution. 

One challenge is the optimization of parameters 

that allow the differentiation between glass and  

rock-type materials as their Zeff are similar. This topic 

is a work in progress. 
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Summary: Pharmaceutical products need to be clean, precisely filled and efficient. Nevertheless, the weight of capsule hulls 

may vary because of production variations. Due to the fact, that mainly the filled capsules are weighed, the content itself may 

also vary, which could affect the effectiveness and lead to unwanted adverse effects. Dual energy X-ray transmission  

(DE-XRT) has proved to be a powerful tool in non-destructive testing and can be used to estimate the weight of materials. As 

a proof of principle, we examined and weighed free for sale dietary supplement vitamin B capsules with varying content in 

movement in its blister packaging as this use case is more of economic interest for the industry. 

 

Keywords: Dual energy, X-ray, X-ray transmission, Basis material decomposition, Drugs, Drug quality, Drug  

weighing, Capsule. 

 

 

1. Introduction 

 
The accuracy of the amount of filling of 

pharmaceutical capsules is important to ensure 

efficacy and reduce adverse effects for the patient and 

consumer. Weighing the final packed product, e.g., in 

its blister packaging, thus would be of great interest for 

the industry. While it is possible to measure the weight 

of the filled capsule on a conveyor/ in the packaging 

machine [1], the mass of the content alone cannot be 

determined up to now. This, however, would be 

interesting as the mass of the capsules hull varies 

because of production variations. 

Dual energy X-ray transmission (DE-XRT) is well 

known since 1976 [2] and has proved to be a powerful 

tool in non-destructive testing, especially in the 

security sector. It allows to differentiate objects based 

on their material properties. The analysis of the dual 

energy images by basis material decomposition 

(BMD) results in images showing the areal density of 

two chosen basis materials [3]. This areal density is 

proportional to mass and can thus be used to weigh 

objects after calibration. Applying DE-XRT and BMD 

to pharmaceutical capsules would allow to obtain two 

images showing only the areal densities of either the 

capsule's hull or its content. Thus, a separate weighing 

of hull and content would be feasible without affecting 

the product’s quality [4]. 

The above-mentioned measurement demands a 

detector with sufficiently small pixels to achieve the 

required spatial resolution. Unfortunately, this detector 

is currently not available to us. Therefore, this work 

presents the possibility to measure the weight of 

capsules (hull and content) placed in their package as 

a proof of principle. The transferability to the actual 

problem of separate weighing of hull and content is 

given, as it is the same problem from a physical and 

mathematical perspective. 

2. Experimental 

 
2.1. Sample Materials 

 

For a first test, the examined pharmaceutical 

capsules were bought in a drugstore and are available 

as dietary supplements over the counter. The gelatin 

capsules contain mainly sugars, starch and B vitamins 

(Fig. 1, left). 

For covering a range of weights and showing that 

it is proportional to the areal density, the capsules were 

opened carefully and subsequently loaded with 

different amounts of fillings. In total, 20 capsules were 

examined. 

The refilled samples weigh between 151.9 mg and 

694.6 mg (original filling around 550 mg), while the 

weight range of the capsules lies production related 

between 91.0 mg and 99.9 mg. 

The samples were weighed before the X-ray 

measurements with an analytical balance (Kern ACJ 

220-4M, weighing range (max) = 220 g, minimum 

load (min) = 10 mg, verification value (e) = 1 mg, 

readability (d) = 0.1 mg). The weighing was conducted 

three times each for the capsule alone, its content and 

capsule and content together. The maximum difference 

between the three measurements occurred in the last 

digit in agreement to the verification value of 1 mg. 

 

 

2.2. Dual Energy X-ray Transmission 

 

The DE-XRT setup used in this study contains a 

Comet MXR-225HP/11 X-ray source and a 

Hamamatsu C10800-09FCM-C dual energy line 

detector with a pixel pitch of 0.4 mm. The 

measurements were carried out at a tube voltage of 

70 kV and a tube current of 9 mA. The samples were 

moved between source and detector with a drawer 
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system (Fig. 2) at 170 mm/s corresponding to an 

exposure time of 2.67 ms per recorded line. 

 

 
 

Fig. 1. Left: Photo of the examined capsules. Right: Low 

energy XRT image of the capsules. 

 

 
 

Fig. 2. Schematic of the used DE-XRT drawer system 

(from [5]). 

 

The BMD method was subsequently used to 

analyze the two images obtained by the dual energy 

detector [6]. The method bases on the Lambert-Beer 

law, which describes the intensity I behind an object 

with the non-attenuated intensity I0, the mass 

attenuation coefficient µ’ und the areal density p: 

 

 𝐼 =  𝐼0𝑒−p𝜇’ (1) 

 

All occurring X-ray attenuation effects like 

Compton scattering and photoelectric absorption are 

considered in this approach. The used X-ray source is 

not monochromatic, so the non-attenuated intensity is 

given by: 

 

 𝐼0  =  ∫ 𝑑𝐸 𝑆(𝐸) ∗ 𝐷(𝐸), (2) 

 

where D(E) is the detector efficiency and S(E) the 

emitted spectrum. The product of D(E) and S(E) can be 

obtained either by simulation or measurement 

techniques [7]. 

The combination of eq. (1) and (2) leads to: 

 

 𝐼 =  ∫ 𝑑𝐸 ∗ 𝑒−𝑝𝜇’(𝐸) ∗ 𝑆(𝐸) ∗ 𝐷(𝐸)  (3) 

 

If more than one material is penetrated, the 

attenuations of all materials j sum up. With a dual 

energy detector, two measurements at different 

spectral parameters k can be obtained, leading to a set 

of two equations: 

 

 𝐼𝑘  =  ∫ 𝑑𝐸 ∗ 𝑒− ∑ 𝑝𝑗𝜇’𝑗(𝐸) ∗ 𝑆𝑘(𝐸) ∗ 𝐷(𝐸)  (4) 

 
Solving the equation system given by eq. (4) results 

in the areal densities pl and ph of two chosen basis 

materials with low and high effective atomic numbers, 

respectively (for more details see [8]). 

In this study, the samples, e.g., the capsule hull, the 

filling and the packaging are chemically complex 

objects, not pure elemental materials. Thus, their X-ray 

attenuation properties are determined by their effective 

atomic number Zeff, which can be calculated by using 

 

 𝑍𝑒𝑓𝑓
𝑟  =  

∑ 𝑍𝑖
𝑟𝜌𝑖𝑖  

∑ 𝜌𝑖𝑖
, with r ⁓ 3, (5) 

 
where ρi and Zi are the constituents’ partial chemical 

densities and atomic numbers, respectively [9]. 

Here, the light material was the capsule (hull and 

filling, assumed effective atomic number Zeff of 7.2), 

and the heavy material was the blister packaging 

(assumed Zeff of 11). 

 

 

3. Results 

 
In Fig. 1 (right) the low energy XRT image of the 

filled capsules in its blister packaging is shown. The 

varying fillings can clearly be seen. Fig. 3 shows the 

results of the BMD: the blister packaging can be 

separated from the capsule itself. 

After segmentation of each capsule the areal 

density (pl) of capsule and content can be plotted 

against the weight measured by the analytical balance. 

The results can be seen in Fig. 4 (top). Linear 

regression indicates a correlation. In Fig. 4 (bottom) 

the differences in weight of each capsule hull can  

be seen. 
 

 

 
 

Fig. 3. Left: BMD image of the material with Zeff = 11. 

Right: BMD image of the material with Zeff = 7.2. 
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Fig. 4. Top: Weight of capsule and content vs. sum  

of the areal density. Bottom: Difference in hull weight. 

 

Table 1 presents the data used in the plot. The 

weight difference between the measurement of filled 

capsules and the sum of the separate measuement of 

hull and filling is below 1 mg in all cases. 

 
Table 1. Mean values of the weight of capsules, filling  

and capsule + filling obtained by an analytical balance  

and the sum of the areal density calculated with the BMD. 

Fillings indicated with * contain the original fillings. 

Difference is the sum of the weight of capsule and filling 

minus the weight of both. 

 

# 
Capsule 

[mg] 

Filling 

[mg] 

Both 

[mg] 

Difference 

[mg] 

Σpl 

[g/cm2] 

1 96.9 198.5 295.8 -0.4 245.9 

2 96.9 389.9 486.8 0.0 375.0 

3 99.6 361.0 460.6 0.0 353.7 

4 97.6 454.1* 551.9 -0.2 419.2 

5 99.9 129.9 229.9 -0.1 190.4 

6 96.4 365.2 462.0 -0.4 356.1 

7 96.3 383.3 479.9 -0.3 388.1 

8 96.5 170.6 267.2 -0.1 234.0 

9 94.6 306.3 400.8 0.1 325.1 

10 94.6 183.5 277.9 0.2 237.3 

11 95.5 234.3 330.0 -0.2 253.4 

12 95.0 167.0 261.7 0.3 203.7 

13 94.8 449.5* 544.4 -0.1 400.4 

14 97.0 54.9 151.9 0.0 103.5 

15 96.2 399.7 495.4 0.5 387.6 

16 97.9 476.6 574.5 0.0 428.7 

17 93.4 600.9 694.6 -0.3 499.9 

18 96.4 220.9 317.1 0.2 255.4 

19 91.0 101.6 192.3 0.3 147.4 

20 94.7 530.1 624.5 0.3 449.6 

 

4. Conclusion and Outlook 

 
The above study indicates that it is possible to 

weigh pharmaceutical capsules within their blister 

packaging with the help of DE-XRT, not only 

statically but also in movement. It needs to be noted 

that the accuracy of the method depends on the used 

hardware and can be improved to satisfy the 

requirements of pharmaceutical industry. 

With the same method, a separate weighing of the 

hull and the content of a capsule is possible, provided 

the spatial resolution is sufficient and capsule and 

content differ chemically. While this was confirmed in 

preliminary studies with a static setup (not shown), 

measurements in movement will be executed in future 

with other X-ray detectors. Here, the use of a TDI 

detector with smaller pixels and better signal-to-noise 

ratio may be promising. 

Additionally, alternative fillings of the capsules 

will be investigated to show the potential of the method 

for different products. 

 

Acknowledgements 
 

The authors would like to thank Hamamatsu 

Photonics Deutschland GmbH for providing the 

measurement setup. 

 

References 
 
[1]. F. Bessler, W. Bauer, X-ray net weight control of 

pharmaceutical products, in Proceedings of the 7th 

World Conference on Nondestructive Testing, 

Shanghai, China, 25-28 October 2008. 

[2]. R. E. Alvarez, A. Macovsk, Energy-selective 

reconstructions in X-ray computerized tomography, 

Physics in Medicine and Biology, Vol. 21, Issue 5, 

1976, pp. 733-744. 

[3]. M. Firsching, J. Mühlbauer, A. Mäurer, F. Nachtrab,  

N. Uhlmann, Quantitative sorting using dual energy  

X-ray transmission imaging, in Proceedings of the 

Optical Characterization of Materials Conference 

(OCM’13), Karlsruhe, Germany, 6-7 March 2013,  

pp. 259-264. 

[4]. K. Uehara, T. Tagami, I. Miyazaki, N. Murata,  

Y. Takahashi, H. Ohkubo, T. Ozeki. Effect of X-ray 

exposure on the pharmaceutical quality of drug tablets 

using X-ray inspection equipment, Drug Development 

and Industrial Pharmacy, Vol. 41, Issue 6, 2015,  

pp. 953-958. 

[5]. R. Wagner, C. Bauer, M. Firsching, J. Leisner, From 

food to mining: dual energy XRT applications, 

Advances in Sensors: Reviews, Vol. 8, 2022, to be 

published. 

[6]. M. Firsching, F. Nachtrab, N. Uhlmann, R. Hanke, 

Multi-energy X-ray imaging as a quantitative method 

for materials characterization, Advanced Materials, 

Vol. 23, Issues 22-23, 2011, pp. 2655-2656. 

[7]. E. Y. Sidky, L. Yu, X. Pan, Y. Zou, M. Vannier, A 

robust method of X-ray source spectrum estimation 

from transmission measurements: Demonstrated in 

computer simulated, scatter-free transmission data,  

J. Appl. Phys., Vol. 97, Issue 12, 2005, 124701. 

[8]. C. Bauer, R. Wagner, B. Orberger, M. Firsching,  

A. Ennen, C. Garcia Pina, C. Wagner, M. Honarmand, 

G. Nabatian, I. Monsef, Potential of dual and multi 

energy XRT and CT analyses on iron formations, 

MDPI Sensors, Vol. 21, Issue 7, 2021, 2455. 

[9]. B. Heismann, J. Leppert, K. Stierstorfer, Density and 

atomic number measurements with spectral X-ray 

attenuation method, J. Appl. Phys., Vol. 94, Issue 3, 

2003, pp. 2073-2079. 



8th International Conference on Sensors Engineering and Electronics Instrumentation Advances (SEIA' 2022),  

21-23 September 2022, Corfu Holiday Palace, Corfu, Greece     

100 

(047) 

 

 

 

 

All-fiber Coupled Laser Heterodyne Radiometer (LHR) for Greenhouse 

Gas and Their Isotopes Measurements in the Atmospheric Column 
 

Tingting Wei 1,2, Jingjing Wang 1,3, Fengjiao Shen 1, Tu Tan 3, Zhensong Cao 3, Xiaoming Gao 3, 

Pascal Jeseck 4, Yao-Veng Te 4, Stéphane Plus 5, Lei Dong 2 and Weidong Chen 1 

1 Laboratoire de Physicochimie de l'Atmosphère, Université du Littoral Côte d'Opale, 59140 Dunkerque, France 
2 State Key Laboratory of Quantum Optics and Quantum Optics Devices, Institute of Laser Spectroscopy, 

Shanxi University, Taiyuan 030006, China 
3 Anhui Institute of Optics and Fine Mechanics, Chinese Academy of Sciences, 230031 Hefei, China 

4 LERMA, Université Pierre et Marie Curie, 75252 Paris, France 
5 PhLAM, IRCICA, Université de Lille  

Tel.: + + 33 3 28 65 82 64 

E-mail: chen@univ-littoral.fr 

 

 

Summary: A proof of concept (PoC) laser heterodyne radiometer (LHR) operating in the near-IR around ~1.5 µm is developed 

for ground-based remote sensing of greenhouse gases and their isotopes. Multiple species are simultaneously detected 

including H2O (and its isotopologue HDO), 12CO2 and 13CO2, as well as CH4. Their measured LHR spectra in the atmospheric 

column are compared, in good agreement, with referenced Fourier-transform infrared spectra from the TCCON observation 

network and with the simulation spectra resulting from an atmospheric transmission modeling. A portable three-channel all 

fiber-coupled LHR is designed and the development is ongoing. 

 

Keywords: Laser heterodyne radiometer (LHR), Three-channel LHR, Ground-based remote sensing, Greenhouse gases 

isotopes, Atmospheric column. 

 

 

1. Introduction 

 
Greenhouse gases (GHGs) play a vital role in the 

global climate change process. Water vapor (H2O) is 

the major greenhouse gas in the atmosphere, 

accounting for around 60-70 % of the entire 

greenhouse effect, followed by carbon dioxide (CO2), 

which accounts for approximately 26 %. Furthermore, 

methane (CH4) has gradually become one of the 

important gas components that aggravate the 

greenhouse effect on the earth's surface due to its 

superior infrared absorption ability. Therefore, real-

time monitoring of atmospheric concentrations of 

H2O, CO2 and CH4 is critical for fighting against global 

warming [1]. In addition, tracing the stable isotope of 

the relevant GHGs is a powerful tool for assessing the 

sources (emissions to the atmosphere) and the sinks 

(removals from the atmosphere) of these GHGs. As a 

result, reliable and precise long-term measurements of 

these greenhouse gases and their isotopes are an urgent 

demand for better understanding their influence on 

climate change. 

In this context, development of infrared (IR) laser 

heterodyne radiometers (LHR) [2] has been quickly 

reactivated during the last decade for ground-based 

remote measurements of GHGs in the atmospheric 

column [3-7]. The LHR technique was introduced and 

developed in 1970s to meet the needs of observing O3 

hole in the atmosphere [8]. After that, the LHR 

applications stayed almost in silence due to the lack of 

suitable tunable laser source being used as local 

oscillator (LO) for the heterodyne measurement. 

 

 

2. Principle 

 
The sunlight traverses the Earth's atmosphere and 

undergoes absorption by atmospheric species 

(molecules and aerosols). The shape of the  

ground-based measured absorption spectrum of the 

molecular absorber contains information on its vertical 

concentration distribution. By de-convoluting this 

spectral signal (absorption line shape and depth) 

through an appropriate retrieval algorithm, the target 

gas abundance at different altitudes can be retrieved 

(Fig. 1). 
 

 

3. Experimental Details 
 

A wideband near infrared LHR apparatus, 

employing a tunable external cavity diode laser  

(1500–1640 nm) with a FC/APC output port as local 

oscillator laser, was developed as a basic prototype of 

an all-fiber coupled portable LHR system. Optimal 

absorption lines and transmission spectra of GHGs and 

their isotopes (H2O/HDO, 12CO2/13CO2, and CH4) in 

this wavelength range were determined. Field 

campaigns have been performed on the roof of the 

platform of IRENE in Dunkerque (51.05°N/2.34°E). 
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The measured LHR spectra in the atmospheric column 

are compared, in good agreement, with referenced 

Fourier-transform infrared spectra from the TCCON 

observation network and with the simulation spectra 

resulting from an atmospheric transmission modeling. 

A 3-channel all fiber coupled LHR is then designed 

and developed for field remote sensing of GHGs such 

as CO2, H2O and CH4, as well as their stable isotopes 

like 13CO2 and HDO. Preliminary results will be 

presented and discussed. 
 

 

4. Conclusion 
 

A PoC LHR instrument, based on a tunable 

external cavity diode laser operating in the telecom 

wavelength region of 1500-1640 nm, was developed 

for ground-based remote measurements of GHGs in 

the atmospheric column. A portable all-fiber coupled 

three-channels LHR instrument is in development for 

field measurements of 12CO2/13CO2, H2O/HDO  

and CH4. 

 
 

Fig. 1. Principle schematic of a basic LHR. 
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Summary: Aging is one of the biggest challenges of modern society. The development of wearable technological solutions 

for telemonitoring biological signals has been viewed as a strategy to enhance elderly health care sustainability. This study 

aims to review the biological signals remote monitored by technologies in older adults. 

The review protocol was registered on PROSPERO under the number CRD42021282273. Pubmed, Cochrane Database of 

Systematic Reviews, Web of Science, and Joanna Brigs Institute Database of Systematic Reviews and Implementation Reports 

were systematically searched between November 2021 and May 2022. Only systematic reviews and meta-analyses of remote 

monitoring of older adults’ assessment were considered, with publication dates between 2016 and 2022 and written in English, 

Portuguese, or Spanish. Studies referring to conference proceedings, ineligible articles, or articles with abstract access only, 

were excluded. 

Eighteen studies were included, fourteen systematic reviews and four systematic reviews with meta-analysis. Nine of the 

reviews included older adults from the community, whereas the other studies included also hospitalized participants. Heart 

and respiratory rate, physical activity, electrocardiography (ECG), body temperature, blood pressure, glucose and heart rate 

variability were the most frequently measured variables, being physical activity and heart rate on top. Waist, wrist and ankle 

were the most mentioned body regions for wearable's placement and measurement. Six of the reviews presented the 

psychometric properties of the systems, being most of the systems valid and accurate. The need for large-scale, long-term 

monitoring implementation of studies with larger samples sizes is pointed by several reviews to define feasibility levels of 

wearable devices. 

 

Keywords: Older adults, Elderly, Telemonitoring, Biological signals, Systematic review. 

 

 

1. Introduction 
 

Digital technologies, such as smart wearable 

healthcare devices, are increasingly being used to 

support well-being, the independence of older adults, 

and the health monitoring, including telemonitoring 

[1]. Telemonitoring, defined as the use of technologies 

for patient monitoring geographically separated of the 

health professional, being used at home, health care 

units, and hospitals [2], is currently viewed as a 

promising solution for elderly health care. It allows the 

continuous information of caregivers/physicians/ 

health care professional about abnormal changes and 

help in the early detection and management of a health 

condition, and in the self-management of older adults, 

promoting appropriate changes to their daily routines 

or behavior [3, 4]. 

Different technological systems with different 

capacities, underlying technical specifications, and 

algorithms have been developed in the last years [5]. 

Depending on each system, devices can be placed in 

the wrist, the chest, the fingers and the ankle, allowing 

the measurement and monitoring of different 

biological signals, such as body temperature, heart 

rate, respiratory rate, blood pressure, pulse 

oxygenation and blood glucose. Because of the 

diversity of systems, signals, algorithms and different 

reliability and validity values, a review of the type and 

ways of telemonitoring technologies in older adults is 

needed [6-9]. Accordingly, this study intends to 
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develop an umbrella review to gather the biological 

signals and instruments used by the most recent 

telemonitoring technologies used in older adults. 
 

 

2. Methodology 
 

An umbrella review was registered in PROSPERO 

under the number CRD42021282273 and carried out 

between November 2021 and May 2022. For the 

literature review, the selection of articles followed the 

guidelines of the Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses (PRISMA) 

[10]. The collection of articles was carried out in 

scientific databases such as Pubmed, Cochrane 

Database of Systematic Reviews, Web of Science and 

Joanna Brigs Institute Database of Systematic Reviews 

and Implementation Reports. The search string was 

designed taking in account the specific terms for each 

database present in Appendix 1. 

Were included complete systematic reviews and 

meta-analyses, published between 2016 and 2022 

written in English, Portuguese, or Spanish, which 

presented a theme based on telemonitoring biological 

signals in older adults. 

The studies were reviewed independently by two 

reviewers (JF and JM). In case of doubt, another 

independent reviewer (ASP) was consulted. A first 

analysis was carried out by reading the titles and the 

abstracts, excluding all those that did not fit into the 

criteria. A second analysis was repeated by analyzing 

the full texts by two reviewers and in case of doubt, 

another independent reviewer was consulted. 

The quality of the studies and Risk of Bias (Rob) 

was assessed through Assessing the Methodological 

Quality of Systematic Reviews 2.0 (AMSTAR) [11]. 
 

 

3. Results 
 

Eighteen studies were included, fourteen 

systematic reviews and four systematic reviews with 

meta-analysis. The number of studies included in each 

review ranged from 7 to 73 [12-29]. Nine of the 

reviews were developed in European countries, four in 

north American countries, three in Australia and one in 

Pakistan and one in India. 

Nine of the reviews included elderlies from the 

community as a sample, and other studies included 

also hospitalized, in health care units and in a 

controlled environment. The reviews included samples 

ranging from 290 and 17131 participants [12-29]. 

The reviews included studies involving healthy 

participants (38.9 %) [16, 19, 21, 22, 24, 27, 29] and 

participants with different pathologic conditions as 

cardiovascular (50 %) [12, 14, 19, 22-24, 26, 28, 29], 

neurologic (38.9 %) [13, 19, 20, 22, 23, 28, 29] 

metabolic (38.9 %) [19, 21-24, 28, 29], respiratory 

(22.2 %) [12, 19, 26, 28], and other conditions  

(22.2 %) [16, 18, 19, 28]. 

The systems used to monitor biological signals of 

elderlies included more frequently accelerometers  

[13, 15, 17, 18, 20, 23, 25, 27], ECG sensors  

[12, 23, 24, 29], photoplethysmography sensors  

[24, 25], blood pressure devices [14, 19, 24, 25, 29] 

and cameras, gyroscopes, pedometers, oximeters, 

force platforms, consumer grader activity trackers and 

thermometers, being data transmission by Bluetooth, 

wireless and/or by using cables [12-29]. 

The systems have been placed in several body 

locations, including wrist, waist, ankle, pocket, bra, 

neck. The wrist seems the most frequently used region, 

followed by the waist, and the ankle. Areas such as the 

neck, bra, and elbow seem to be less used [12-29]. 

The most measured variable was physical activity 

(steps, daily activity time, calories, energy 

expenditure) present in 13 reviews, followed by other 

different biological signals, namely heart rate, 

respiratory rate, ECG, blood pressure and sleep. Only 

one review presented the assessment of environmental 

signals with a home base-station. This equipment had 

several sensors such as a contact sensor, a motion 

sensor, an electrical current sensor, a thermometer, a 

flowmeter, a camera, an infrared camera, a pressure 

sensor, a humidity sensor, a gas sensor (air quality, 

smoke), and other sensors, measuring the presence at 

home, the activity of daily living, the time on act, the 

activity level, and several environmental data 

(temperature, humidity, gas, light, rain, flame) [29]. 

Some of the reviews are orientated to analyze the 

psychometric properties of the systems, being most of 

the systems valid and accurate. The validity values 

ranged between 0.250 and 0.978 and the reliability 

value ranged from 0.15 and 0.99. 

There are some considerable differences between 

the reviews regarding the sample, age, methodology, 

sensor type, sensor location and the data obtained, 

which made it difficult to summarize and interpretate 

the results. 
 

 

4. Conclusions 
 

PA and HR are the most remote monitored 

biological signals in older adults, being the wrist, waist 

and chest, the more frequent locals used to monitor 

older adults. It is possible to monitor different older 

adults’ biological signals with different types of 

systems, allowing a diversity of systems and data 

obtained in different conditions. 
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Summary: The principal component analysis (PCA) is a dimensionality reduction method that has identified significant 

differences in older adults' motion analysis, previously not detected by discrete exploration of biomechanical variables. This 

systematic review aims to synthesize the current evidence regarding PCA use in the study of movement in older adults 

(kinematics and kinetics), summarizing the tasks and biomechanical variables studied. From the search were retrieved  

1685 results, and 19 studies were included for narrative review. Most of the included studies evaluated gait or orthostatic 

position. The main variables evaluated were spatio-temporal parameters, range of motion and ground reaction forces. A limited 

number of studies analyzed other tasks. Further research should focus the PCA application in tasks other than gait to understand 

older adults’ movement characteristics that has not been identified by discrete analysis. 

 

Keywords: Principal component analysis, Biomechanics, Kinematics, Kinetics, Older adults. 

 

 

1. Introduction 
 

The number of older adults, those 60 years and 

over, in the European population will escalate in the 

coming decades [1]. As this age group accounts for 

almost half of the total health costs [2], the rapid 

expansion of the aging population will increase the 

burden of healthcare services, long-term care, and 

pension plans for all countries [3, 4]. 

As biological aging progresses, there is an ongoing 

decline in body functions [5, 6]. As a multicomponent 

process, it is associated with the reduction of reparative 

and regenerative potential in tissues and organs [5, 6]. 

The molecular and cellular modifications occurring in 

the neurological, muscular, and skeletal systems are 

expressed as changes in movement patterns [7]. 

Biomechanical analysis has identified several 

variables associated with fall risk in older persons, 

such as the displacement of the center of pressure in 

the standing position [8] and decreased gait speed, 

stride length, single limb support time, increased gait 

variability, and double limb support time [9, 10]. 

Additionally, other biomechanical determinants were 

identified in the performance of other functional tasks, 

such as climbing stairs [11], sit-to-stand [12], and 

anterior and lateral steps [13]. However, because the 

movement analysis has been based on a discrete 

approach [8-10, 12, 13], there was a consistent risk of 

information loss [14]. To overcome this and fully 

translate the complexity of the interactions between the 

variables, advanced multivariate analysis, and machine 

learning methods have been applied [15]. The principal 

component analysis (PCA), is a method that reduces 

the dimension of biomechanical data by creating a new 

set of uncorrelated variables, the principal components 

[16]. These are linear combinations of the possibly 

correlated original variables [16]. Accordingly, PCA 

has allowed to find significant differences previously 

not detected by motion analysis through discrete 

variables [17, 18]. 

The increased use of PCA to assess older adults’ 

biomechanics supports the need of summarizing the 

methodological issues of the previous studies. The 

purpose of this systematic review is to summarize the 

tasks and biomechanical variables studied, and the way 

PCA was used in data processing. 

 

 

2. Methods 

 
The systematic review protocol is registered in 

PROSPERO 2022 CRD42022329200 

(https://www.crd.york.ac.uk/prospero/display_record.

php?RecordID = 329200) and followed PRISMA 2020 

guidelines [19]. 

 

 
2.1. Eligibility Criteria 

 

The review included studies that applied the PCA 

to study the movement of healthy older adults aged 60 

or over compared with younger adults (<60 years), 

living in the community. Observational studies  

(cross-sectional and longitudinal) in Portuguese and 

English languages in the last 20 years were included. 
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2.2. Information Sources and Search Strategy 

 

A systematic search was performed in three 

electronic databases, MEDLINE (PubMed), Web of 

Science, and Scopus on May 12th, 2022. Specific 

search strings were elaborated for each database, 

according to the terms defined in the PICO strategy. 

Each concept was searched according to the database’s 

search directives, using the MeSH terms and 

synonyms. 

 

2.3. Selection and Data Collection Process 

 

Two reviewers independently assessed the studies’ 

titles, abstracts, and later the full text. Disagreements 

were solved by consulting a third reviewer. The two 

reviewers used a pre-defined table to extract data from 

included studies. 

 

2.4. Assessment of Methodologic Quality 

 

Risk of bias was assessed with a modified version 

of Downs and Black [20], adapted to observational 

studies [21]. Scores were given corresponding quality 

levels: excellent (18-19), good (14-17), fair (10-13), or 

poor (≤9) [20,22]. 
 

3. Results 
 

From the 1685 results obtained in data search,  

19 studies [23-41] were included in narrative analysis 

(Fig. 1). 
 

 
 

Fig. 1. Systematic review PRISMA 2020 flow diagram. 

 

3.1. Content Analysis 
 

Eleven studies assessed gait in treadmill under 

perturbed conditions [23, 35], different speeds [25, 28] 

and dual tasking [39] and overground [26, 30, 36, 37, 

40, 41]. Three studies assessed upright standing in 

unperturbed [31] and perturbed conditions [27, 38]. 

The remaining five articles assessed different tasks as 

stepping [24], preparing a cup of tea and a letter [29], 

grasping an object placed at the ground from a standing 

position [32], climbing stairs [34] and during fingers 

maximal voluntary contraction [33]. 

The spatial-temporal parameters [23, 28-30, 32, 

35-37, 39-41], the range of motion (ROM) of lower 

limbs joints [23, 25-28, 30, 34, 36, 38, 40], and the 

ground reaction forces [24, 26, 28, 30, 32, 36, 37] were 

the most assessed variables. 

PCA was applied to extract features from several 

waveforms data [23-37, 39]. The functional PCA was 

used in one of the included studies to produce a 

measure of variability across an entire curve captured 

as a small subset of functional principal components 

[38], and Kernel-based PCA was used in two studies, 

in one for nonlinear feature extraction and evaluation 

of its effect on a subsequent classification in 

combination with learning algorithms (support vector 

machines) [40], and on the other for dimensionality 

data reduction for support vector machine 

classification [41]. Several included studies reported 

findings that were not possible by discrete analysis. 

Therefore, there is a need for the application of PCA in 

other tasks to understand older adults’ movement 

characteristics that has not been identified by discrete 

analysis. 
 

3.2. Methodological Quality Assessment 

 

The average score of the articles included is 

approximately 12.79 points, the fair level. Seven 

articles (36.8 %) obtained a good classification  

(17-14 points) and the remaining twelve (63.2 %) 

obtained a fair classification (13-10 points). In general, 

the articles revealed very similar "Reporting" and 

"Internal validity" values, but only one scored in the 

“Power” section, while none scored at the  

"External validity". 

 

4. Conclusions 

 
PCA has been increasingly used in older adults 

kinematic and kinetics gait assessment. Other 

determinant tasks for older adult’s independency need 

to be explored by the use of this methods as  

sit-to-stand, climb stairs or sit-to-walk. 
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Summary: Calorimetry is often used as a material characterization method but needs large amounts of materials to be studied. 

Determination of reaction heat provides important information about the physical processes that take place during heating up 

the samples. Recently, the application of solid thin film structures became more important in various fields of surface sciences, 

microelectronics, coatings, etc. Microcalorimetry is an effective tool for investigating various thin film reactions. The volume 

of the materials needed for the measurements are limited. New MEMS membrane type chip of twin micro heaters, electrical 

control system and temperature calibration method is developed and presented in this paper. The large temperature 

homogeneity of the heaters, the small volume of material needed for the studies and the sophisticated analog electronics 

provides a high-quality DSC signal to be measured. 
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1. Introduction 

 
Power compensated microcalorimeters can be 

utilized for the measurement of phase transformations 

or other sensing purposes [1]. A recent very detailed 

summary of microcalorimetry instrumentation and its 

applications can be found in [2]. Most of the literature 

of this subject focuses on the design and fabrication of 

microcalorimetry systems [3-6], the 

microheater/sample holder membrane structure [1, 7], 

the operation of the driving and readout electronics  

[1, 8, 9] and the application of microcalorimetry to 

solve different physical or materials science problems 

[3, 7, 10-12]. 

The present work focuses on a specially designed 

membrane based micro-heater chip [13], which has 

two independent, but identical platinum heater 

elements with large temperature homogeneity over the 

heater surface. The sample and/or the reference 

material can be deposited onto the surface of one or 

both isolated microheaters. 

The two independently controlled and power 

compensated elements are used to determine the power 

difference, i.e., the DSC (Differential Scanning 

Calorimetry) signal. A novel two channel analog 

electronics and control software are developed and 

presented here. The new measuring system allows us 

to record and calibrate the temperature scale of the 

DSC signal with high precision. 

Several approaches are used for the calibration of 

microcalorimeters. In [14] a MEMS type DSC 

microcalorimeter using a thermopile for temperature 

sensing is presented. The calibration was performed by 

observing the well-established melting points of 

several alloys: In (156.6 °C), Sn (231.9 °C), Pb  

(327 °C) and Ge/Al eutectic (449.5 °C). The 

calibration procedure of the NIST MEMS 

nanocalorimeter, which uses a Pt film heather/sensor 

element is described in [15]. They have shown that the 

self-heating effect of the MEMS sensor must be 

considered even for low applied currents. 

 

 

2. Microcalorimeter MEMS Sensor 

 

Full membrane twin micro-heater platform 

originally was designed for calorimetric sensors, 

which operate under ambient circumstances [13], as 

presented in Fig. 1. The 150 μm diameter annular 

shaped platinum filament was fabricated on SiO2 – 

Si3N4 multilayer from 400 nm thick platinum film by 

RIE (Reactive Ion Etching) process and covered with 

300 nm SiO2. The heating filament of the microheater 

is made up of sections of constant thickness, variable 

width and geometry filaments connected in series, thus 

a homogeneous temperature distribution can be 

ensured. Dimensions of the outer ring and inner rings 

of the filament had been designed to maintain uniform 

temperature distribution with ± 1-3 % difference in the 

temperature range of 100-850 °C (patent pending). The 

filaments are powered through 220 μm long 

interconnections, furthermore four-point contacts were 

adopted to ensure accurate filament resistance 

measurement. Anisotropic wet silicon etching was 

used at the backside of the wafer to form the cavity and 

release the membranes with c.c. 380×590 μm2. The 

temperature of the membrane based microheater is 

determined by the precise measurement of the 

resistance change of the Pt filament during heating. 

The Temperature Coefficient of Resistance (TCR) of 

the platinum filament was found to be 2.85×10-3 1/ °C, 

measured up to 500 °C. 

The advantage of the direct measurement of the 

temperature through the resistance of the filament in 
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comparison to the separated temperature sensor 

integrated on the chip is that the real temperature at the 

sample position can be monitored by minimizing the 

effects of thermal conduction and convection  

over the chip. 

Thin sample and/or reference films were deposited 

onto the surface of the microheaters of 150 μm 

diameter. Silicon hole mask manufactured by deep 

reactive ion etching was applied for the thermal 

evaporation. For testing the measurement system,  

200 nm thick In and Sn films of the diameter of  

150 nm were deposited. 
 

 
 

 
 

 
 

Fig. 1. SEM image (a) of the micro-heater chip fabricated  

by Si bulk micromachining. Two embedded Pt heaters are 

formed into the membrane structure. Electrical connections 

of a microheater (b): 1 membrane, 2 Pt microheater, 3 current 

and 4 voltage contacts. (c) optical image of the mounted chip, 

the heater on the right side is covered by a thin  

film of In. 

 

 

3. Microcalorimeter Development 

 

The electrical contacts of the heating element can 

be seen in Fig. 1(b). The Pt resistor is heated by a 

current source and the actual voltage on it can be 

measured. So as to neglect the effect of additional 

voltage drop on the current wires, a four-wire heating 

element is realized. The measurement system (Fig. 2) 

contains two independent, identical analog channels, 

each realizing an analog control loop. The two control 

loops are individually driven by two separated DA 

converters. This setup gives the capability – by 

applying slightly different signal levels – of taking care 

of the difference on the two control loop electronics 

and Pt heater-sample systems. The control system 

keeps the heating elements at the same temperature set 

by the computer during the full process. The difference 

of the required power of the heaters, contains the 

information about the heat of transformation of the 

sample. 

Two independent analog control loops are realized 

for driving the heating elements. On Fig. 3 the block 

diagram of the control loop is shown. One channel for 

the reference (with or without reference material) and 

the other for the sample is developed. 

The temperature of the heating element is 

determined by its resistance in the control loop. The 

resistance is linearly proportional to the temperature of 

the heating element as the TCR of the Pt heater is 

constant below approx. 500 °C. The input power, i.e., 

the temperature of the heater element is set by a PID 

type controller. The power applied to the heater is 

proportional to the square of the driver current, so it 

makes the system transfer function nonlinear. In order 

to make the control system linear, a square root 

function is used to linearise the whole system transfer 

characteristic. 

The tiny Pt heating elements are very sensitive to 

the driving current: the maximum current applied on 

our device should be below 25 mA. At maximum 

continuous current the temperature of the heater is 

around 600 °C. Over this current limit the device may 

be damaged. In pulsed current operation mode 

however, the temperature of the heater can reach and 

withstand 1000 °C. Another problem arises related to 

the analog divider (V/I), when the denominator 

becomes too close to zero, its output signal becomes 

too high and saturates the divider amplifier stage 

output. The solution to both previous problems is to 

insert a limiter network in front of the current source. 

Even at lower voltage levels, there is a minimal current 

which heats up the Pt heaters. This means, of course, 

that we can’t start the measurement from room 

temperature. This preheating temperature is about  

60 ℃ in our system, so it does not significantly reduce 

the possible applications. On Fig. 4 the measurement 

starts at approx. 80 ℃. This preheated state of the 

heating Pt elements blocks the determination of the 

room temperature resistivities, so this measurement is 

made prior to placing the sensors into the measurement 

setup and the values are set into the software as 

parameters. 

Analog electronics always contain offset, gain, 

linearity and temperature drift errors. These errors 

must be minimized by selecting proper circuit 

solutions and components, but in spite of this, cannot 

be fully eliminated. To manage the residual error 
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content, the transfer functions of all the system blocks 

are carefully determined. The offset and gain error 

parameters are compensated in the control software. 

The linearity of the applied amplifiers is very high  

(-120 dB minimum) and the drift parameters are very 

low (1 μV/ °C maximum), so there is no need for 

compensating them. 

 

 

 
 

Fig. 2. The scheme of the realized measurement system. 

 

 

 
 

Fig. 3. Analog temperature control loop. 

 

 

 
 

Fig. 4. Front panel of the LabVIEW control software – driving voltage (left upper), resistance and power applied  

on both heater (left bottom) and DSC signal (right middle). 
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4. Instrumentation and Calibration 

 
The hardware is controlled by an NI USB6212 data 

acquisition card. The two DA output channels provide 

the reference signals for the analog controller. The 

main measured quantities are the power, resistance 

values and the power difference. The control software 

was developed in LabVIEW (Fig. 4). 

The calibration process starts with the 

determination of the room temperature resistances of 

the heater elements. This is performed with an HP 

34401A multimeter using the four-point resistance 

measurement mode. The measurement was done in a 

thermally isolated chamber. The temperature was 

measured with a precision thermometer. The excitation 

current was kept low by manually selecting a high 

resistance measurement range (0.1 mA), which creates 

a negligible self-heating effect [15]. The two cells 

usually have a slight, but not negligible resistance 

difference, which should be taken into account during 

the DSC measurements. The platina films are used 

both as the heater and the temperature sensor. We 

assumed a linear temperature dependence for both 

resistors within the operational range of the  

DSC (eq. (1)-(2)). 

 

 𝑅1  =  𝑅0
1 (1 + 𝛼(𝑇 − 𝑇0)), (1) 

 

 𝑅2  =  𝑅0
2 (1 + 𝛼(𝑇 − 𝑇0)) (2) 

 

As the feedback is based on a voltage proportional 

to the resistance to the heater, we have to use different 

reference voltages for the two controller loops. The 

ratio of the resistances is independent of the 

temperature, and can be set by requiring the two cells 

to reach the same measured maximal temperature. The 

two reference voltages are proportional to each other, 

the ratio is equal to the ratio of the room temperature 

resistances. These two steps ensure that the two 

calorimeters are in the same temperature range during 

the measurement. 

The last parameter for the calibration is the linear 

temperature coefficient of the platina heaters. For this, 

we applied special calibration samples where thin 

metal layers of In and Sn were deposited on the Pt 

heaters. In the power difference curve these peaks will 

appear with different signs relative to the baseline. The 

temperature calibration was performed by the 

observation of the melting temperatures of these alloys 

at different heating rates [14]. 

The peak temperature shifts to higher values for 

larger heating rates, but the onset temperature remains 

nearly the same for both In and Sb. The onset of 

melting temperature was determined based on the 

slowest heating rate, and the temperature coefficient 

was changed to receive the reference values for the 

samples in (156.6 °C) and Sn (231.9 °C). 

After the determination of the temperature 

coefficient 𝛼, the same value can be used for the other 

DSC chips. The only parameter, which must be 

determined are room temperature resistance values 𝑅0
1 

and 𝑅0
2. 

 

 
 

Fig. 5. Melting curves for In before calibration.  

The horizontal axis is the uncalibrated temperature scale  

in °C. The vertical axis is the power difference. The heating 

rates are 500 K/s, 250 K/s, 167 K/s and 125 K/s. 

 

 
 

Fig. 6. Melting curves for In and Sn for the different heating 

rates after calibration. The vertical axis is the recorded power 

difference. The heating rates are 500 K/s, 250 K/s, 167 K/s 

and 125 K/s. 

 

 

5. Conclusions 

 
A novel differential micro calorimeter system, 

based on MEMS membrane type heater elements was 

developed. The present solution has several 

advantages over the previous works like the 

homogeneity of the temperature over the heated 

elements and the fast analog linearized feedback 

control system. By using two well-known metal thin 

film materials, accurate temperature calibration is 

realized. In the near future, we intend to use the 

developed DSC measurement system to solve new 

thin-layer physical problems. The reaction heat of first 

and second order phase transitions on multilayer thin 

film structures are going to be determined. 
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Summary: Acidity is used to manipulate the assembly of biopolymers like DNA or peptides that are essential for a wide range 

of applications. Miniaturization of its control can increase the speed and the possibilities to increase the number of different 

combinations delivered, similarly to the way that the miniaturization of transistors allows the high throughput of logical 

operations in microelectronics. Here we propose a new way to control the acid in miniaturised environments through 

electrochemically driven reactions. We demonstrate that is possible to achieve acidity control in a multiplexed microreactor 

chip in miniaturized volumes (2.5 nL) with smaller footprint. 
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1. Introduction 

 
Acidity is a parameter that can drive chemical 

reactions, its control is one of the most important 

strategies in processes like the assembly of DNA [1], 

the control of polymer structures or the solid phase 

synthesis of biopolymers [2] like peptides, nucleotides 

and saccharides which are the basis of combinatorial 

chemistry. The miniaturized control of these reactions 

provides several advantages: the increase in the 

kinetics by reducing the distance between the 

molecules, the reduction of consumption of reagents, 

minimizing the costs of production and the possibility 

to increase the number of simultaneous reactions 

providing a multiplexed control to achieve high 

combinatorial throughput with high-density arrays. 

Solid phase synthesis is used to miniaturize the control 

of chemical reactions by changing the acidity in each 

of the spots where immobilized molecules are being 

grown. Producing the acid locally has the advantage 

that after deprotection, it allows to introduce reagents 

in parallel and multiplex the coupling reactions. This 

strategy decreases greatly the time to produce assays 

with large numbers of molecules. 

Here we present a device able to produce large 

acidity contrasts in confined microreactors and 

maintain it for times much longer than what the 

diffusion of the protons in free space would allow. The 

new device in Fig. 1(a), (b) contains four 

electrochemical reactors with each containing a 

working, reference, counter electrode partial cells 

separated by diffusion barriers. These reactors contain 

less than 2.5 nL and occupy an area of ~ 0.4 mm2. We 

show a binary mode of pH actuation from 7 to 2.6 and 

we also present the multiplexed control of acidity in 

two of the reactors showing contrast pH changes 

between cells separated by few hundreds of µm. 

2. Results and Discussion 
 

2.1.  Design and Preparation of the 

Electrochemical Chip for pH Control on the 

Platform 
 

Four electrochemical microreactors were 

fabricated on a 3×3 cm2 chip. Each reactor contained 

three partial cells: working (WE), counter (CE) and 

reference (RE) electrodes functionalized with  

4-Aminothiolphenol (4ATP) molecules separated by 

diffusion barriers. The chip was mounted on a 

microfluidic platform with an optical window to 

monitor pH fluorescence and a pneumatic actuator to 

open and close the cells. More details about the 

fabrication methods, designs and the experimental 

setup are presented in our previous works [3, 4].  
 

 

2.2. Acidity Control in One Microreactor 
 

The acidity in the cells was controlled by reversible 

redox reactions of the 4ATP that exchange protons 

with the electrolyte at low voltages. The 

electrochemical chip was mounted on the microfluidic 

platform. The WE and CE were electropolymerized by 

cyclic voltammetry (CV) and later flushed with 

electrolyte for pH control measurements. The pH 

variations were followed with the intensity of an 

SNARF fluorescent pH marker at 655 nm focusing a 

microscope on the WE during the CV measurements. 

Fig. 1(c) shows the CV of 5 cycles that express proton 

exchange reactions of 4ATP in a closed cell. The 

applied voltage and the measured current vs time are 

plotted along with the corresponding SNARF 

fluorescence. The fluorescence intensity shifts from 

maximum to minimum associated to low and high pH, 

respectively. The process is repeated for successive 
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cycles showing reversible pH changes. The pH range 

of the SNARF fluorescence was limited between  

7.2 and 5. The minimum pH achieved was beyond the 

detection range of the SNARF. To calculate we 

converted the exchanged charge Q into number of 

protons and retrieving the concentration using the 

volume in the cell: 
 

 pH = -log[Q/(Favell)], (1) 
 

where F is the Faraday constant and Vcell is the volume 

in the WE partial cell (~ 2.5 nL). Q was obtained from 

the integrated area under the oxidation peak and the 

scan rate. In Fig. 1 (d) the oxidation peak for cycle 2 

indicating the area under the peak (shaded region in 

(c)) is shown along with the inset presenting the 

Gaussian fitting. The minimum pH attained in the cell 

resulting from the equation (1) was calculated as 2.6. 
 

 

2.3. Multiplexed Control of Acidity in Two Cells  

       with Different Phase 
 

To show pH multiplexed controlled two 

potentiostat channels were connected to two adjacent 

microreactors. We adjusted the CV cycles to apply the 

voltage out of phase introducing delay time at the start 

of the CV of channel 2. We used a voltage range of  

-0.3 V to 0.7 V at a scan rate of 20 mV/s in both 

channels. To measure the fluorescence signal in each 

cell using our single channel spectrometer we 

alternated the position of the microscope every  

5 cycles to complete ten cycles. Fig. 1(e) shows the 

applied voltage and the corresponding pH plotted 

against time in cells 1 and 2 in black and red, 

respectively. 

To visualize the behaviour of the acidity in each 

cell, the data from the previous 5 cycles is projected 

with dotted lines for while each cell is not being 

monitored. Both cells 1 and 2 (plotted in black and red, 

respectively) show the behaviour already described, 

and the fluorescence following the acidic and neutral 

behaviour of the redox reactions. The fluorescence is 

shown to be out of phase on both cells, following the 

respective bias actuation. It is also remarkable that the 

projected fluorescence plotted in dotted lines for both 

cells show very good continuity with the real 

fluorescence, implying that during the time the 

fluorescence is not monitored, the acidity follows the 

expected behaviour. For 10 cycles alternating pH 

conditions acidic – neutral was demonstrated in cell 1 

and cell 2 maintaining the contrast conditions. No 

potential leakage was observed. As conclusion we 

drove the multiplexed control of the acidity in these 

two miniaturized cells in an independent way. 

 

 

 
 

Fig. 1. (a) Microscope image of the 4 microreactors; (b) Enlarged view of one microreactor with WE, RE, CE cells separated 

with diffusion barriers; (c) The graph shows the voltage, the current and the normalized intensity of the SNARF marker  

vs time; (d) Current is plotted against the voltage for the cycle 2 (shaded region in (c)); The inset shows the Gaussian fitting  

of the peak in red dotted plot and the subtracted data of current vs voltage is shown in black; (e) The voltage applied in cell 1 

and cell 2 is shown in black and red respectively, the corresponding fluorescence spectra is plotted against time. The dotted 

plots of cell 1 and cell 2 represent the projection of the spectra. 

 

 

 

3. Conclusions 
 

In summary, we have demonstrated to the best to 

our knowledge, the largest control of the acidity in 

terms of acidity range driven by electrochemical 

means in cells miniaturized in the range of hundred 

microns. We also showed that the pH could be 

independently activated in different cells. We believe 

that the key features of our device large pH range, 

reversibility and multiplexing could be used to control 

chemical reactions with increased throughput assuring 

stability of acid contrast between nearby spots. 
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Summary: Schizophrenia is a serious mental disorder in which people interpret reality abnormally, often requiring lifelong 

treatment. This project aims to develop a Virtual Reality (VR) tool capable of assisting on the therapy of schizophrenia patients 

(SP). A systematic review search was performed from which 53 papers were obtained, and 17 were filtered, revealing the 

differences between healthy individuals (HI) and SP in various VR exercises. Continuous exposure to VR exercises revealed 

improvements in the SP's quality of life, in some studies. This demonstrates that VR can be used as a diagnostic and therapy 

tool for SP. This project aims to develop a VR tool, in the form of a serious game, capable of assisting medical professionals 

on the therapy sessions of SP. 

 

Keywords: Virtual Reality, Schizophrenia, Serious games. 

 

 

1. Introduction 
 

Schizophrenia is a serious mental disorder in which 

people interpret reality abnormally. Schizophrenia 

may result in some combination of hallucinations, 

delusions, and extremely disordered thinking and 

behavior that impairs daily functioning, and can be 

disabling, often requiring lifelong treatment. 

Serious games are games designed to fulfil a 

serious goal. These games are already used in several 

ways, such as learning aid for children  

(e.g., mathematical games), as physical exercise  

(e.g., football), as a medical training tool, health 

education, among others. 

Virtual reality (VR) technology is a type of 

technology that immerses the user in a virtual world, 

with the use of VR glasses and controllers that detect 

the movements of the hands and head. VR has been 

evolving rapidly, being already used in several video 

games (e.g., Beat Saber, Minecraft, among others), as 

well as being used for simulation training (e.g., aircraft 

piloting simulation). However, the use of VR as a 

means of therapy for Schizophrenia is still a little 

studied topic, partially because the technology has a 

much faster evolution than the testing and approval 

period of the scientific community. 

This paper is organized in 4 sections. Section 2 

presents the research methodology, Section 3, shows 

the literature review and Section 4 enunciates the  

final remarks. 
 

 

2. Methods 
 

A systematic search in March 2021 was performed, 

with the keywords “Virtual Reality”, and 

“Schizophrenia” or “Schizophrenic” being included on 

the abstract of the articles, or on all contents of the 

articles for sources with few (-10) results. Sources 

included IEEExplore (yielding 13 results), 

ScienceDirect (yielding 31 results) and dl.acm 

(yielding 9 results), from which 53 papers in total were 

obtained. 

Inclusion criteria were then applied as follows: 

 The paper is written in English or Portuguese; 

 The paper is clear and accessible; 

 The paper mentions practical use of VR; 

 The paper mentions solutions for therapy and/or 

diagnosing schizophrenia. 

After inclusion criteria was applied, 38 papers 

remained and 15 were rejected. 

Papers were further selected if they could answer: 

 How can VR help SP? 

 How were VR solutions tested with SP? 

 What were the tests results? 

 Did the tests results favor or not the use of VR as 

a therapy/diagnostic tool for schizophrenia? 

From these questions, 17 final papers were 

selected, and 21 more were rejected. 

Lastly, upon analysing the papers, some conducted 

similar tests and research, therefore they were sorted 

into categories for easy viewing, including: 

 Spatial navigation – These exercises consist of 

having patients navigating through virtual 

environments, and analysing their performance; 

 Task simulation – This consists of challenging 

SP with common day-to-day tasks in a virtual 

world, and analyzing their performance; 

 Facial expression recognition – These exercises 

consist of identifying emotions from various 

facial expressions; 

 Social exercises – These exercises consist of 

exposing SP to social environments, and 

analysing behaviour; 

 Memory exercises – These consist of 

remembering specific elements within the 

exercises. 
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3. Literature Review 

 
3.1. VR Task Simulation 

 

In a study with Schizophrenia Patients (SP), tests 

were conducted with the task of purchasing multiple 

items in a store. Performance in a virtual environment 

was compared to performance with tests in a real 

environment. The results were similar in terms of 

correct items collected, and very similar in terms of 

efficiency (distance traveled). It's worth considering 

that the tests in the real world included a more intense 

social variable compared to the virtual task (existence 

of other customers, it was permitted to request help 

from the shop workers) [1]. 

It is remarkable that the use of VR for treatment 

and/or diagnosis of schizophrenia was a method 

generally accepted by SP on some studies, with them 

having noted that the virtual world was pleasant, 

learned to use the technology without difficulties, and 

kept focused on the world and the tasks requested, 

revealing even enthusiasm for them (Fig. 1) [2]. 

 

 
 

Fig. 1. SP using the HMD (I-glasses) [2]. 

 

 

3.2. VR Spatial Navigation 

 

One of the studies carried out consists of the 

appropriation of the «Virtual Morris water maze" test 

(traditionally used for the testing of spatial cognition in 

animals), using VR (which has the advantage of easily 

creating and using environments difficult to experience 

in the real world). This test consists of patients 

repeatedly finding an invisible point in an arena using 

landmarks, changing their starting position in each 

iteration. A second test was performed, the only 

difference being the arena, which rotated slowly. The 

time spent on the task and the used route are analyzed. 

SP showed worse results when compared to a control 

group (time spent, distance traveled...), which 

demonstrates spatial cognition deficits. This was 

especially accentuated in the rotating arena [3, 4]. 

In a study, which consists of navigating a virtual 

neighborhood area and maze, patients received a 3D 

map of their virtual environment with a marked goal, 

and after a period of study, they navigated the virtual 

environment starting on a random initial position. The 

time used and the success or failure of the tasks are 

analyzed here. The results reveal that schizophrenia 

and schizoaffective patients have a lower performance 

in general when compared to a HI group. There was 

also a noticeable difference in the performance of 

schizoaffective and schizophrenic patients, the latter 

having a worse performance overall [5]. 

In a study using an eight-arm radial maze 

(consisting of a center and eight possible "arms"  

(Fig. 2) in VR, one group of SP and another group of 

healthy individuals (HI) were observed. Four of the 

eight arms contain rewards, and in each iteration the 

rewards are placed on the same arms. These tests 

working memory and operational memory, such as re-

entering an arm already visited correlating to working 

memory errors, while errors such as getting into an arm 

that has never had a reward correlate to operational 

memory errors. The results reveal a significant 

difference between the two groups, with the SP group 

being the one with the most errors of both types. 

Interestingly, after some iterations of the test, the 

number of errors in the operating memory on the SP 

group decreases, while the number of errors of 

working memory remained [6]. 

 

 
 

Fig. 2. View of the eight-arm radial maze [3]. 

 

Another study compared two navigation tests, one 

in a virtual park and the other in a virtual maze, the 

virtual park being rich in references, and the maze void 

of any references, with the goal of finding a pot of 

gold. The objective of this test is to observe the 

difference in the processing capacity of object-to-

object (o-o) navigation (virtual park with references) 

and individual-to-object (i-o) navigation (virtual maze 

without references). Two groups participated in the 

tests, a control group with HI and a group of SP. The 

results revealed significant differences in performance 

in the park test, with SP having significantly lower 

performance than the control group. However, the 

virtual maze test revealed no significant performance 

differences between the two groups [7]. 

A similar study evaluates navigation in a virtual 

labyrinth without references, with the objective of 

comparing the processing capacity of the i-o 

navigation in SP to HI. This test had several iterations. 

In general, in the first and second iteration there was 

not much difference between the groups, then from the 

third iteration the performance of the SP group was 

significantly worse. Magnetic resonance imaging of 

the brain in each iteration revealed that the area 

dedicated to i-o navigation was significantly 

decreasing over iterations in the HI group, and the area 

dedicated to o-o navigation was increasing 
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significantly. In SP, the o-o navigation area remained 

inactive, and the i-o navigation area kept similar levels 

of activity at each iteration. This may be because, in 

each iteration, the HI group was building a mental map 

of the maze, effectively transitioning to o-o navigation, 

while the SP group relied only i-o navigation, since 

schizophrenia particularly affects o-o navigation [8]. 

One study compared the performance of SP with a 

group of HI volunteers in a series of tasks in a virtual 

city, including a planning phase where you can analyze 

the city map and the tasks to be performed. This test 

analyzes the navigation phase in particular, and 

provides the map and to-do list during the test to avoid 

overloading working memory, thus considering only 

the efficiency of the route (distance traveled when 

compared to a pathing algorithm A*), the number of 

errors and successes achieved, and their association 

with unmotivation in schizophrenia. The study showed 

that only SP had strong associations in unmotivation 

and navigation efficiency, revealing a deficiency in 

goal-oriented motivation. This can be caused by the 

inability to execute a plan efficiently, which causes 

unmotivation [9]. 

 

 

3.3. VR Facial Expression Recognition Exercises 

 

In one study, human models were used, being 

capable of producing various expressions linked to 

certain emotions (angry, fear, sad, contented, satisfied, 

neutral), and delivering spoken context linked to this 

emotion in a story format (with lip movement). The 

reactions of a group of SP were compared to a group 

of HI. It was observed that the group of SP had an 

abnormal fixation at sites like the avatar's forehead, or 

completely off of the face area. This was quite different 

from the HI group, which settled mostly on the eyes 

and mouth of the avatar (Fig. 3). These results have not 

changed even without the context told by the avatars 

(facial expressions only) [10]. 

 

 
 

Fig. 3. Masked maps overlaid with heat map visualizations. 

Top figure shows the SP group gaze while the lower figure 

depicts the HI gaze aggregated across subjects and trials [10]. 

 

A similar study challenged a group of SP and a 

group of HI to detect emotions on different pictures 

containing faces, including real and virtual faces, as 

soon as possible. The objective of this test is to 

understand if there is a difference between the sense of 

virtual and real faces in SP and/or HI. The group of SP 

performed generally worse in the correct identification 

of emotions, and there were no significant differences 

between the identification of emotions of real and 

virtual faces, with the exception of revulsion, which 

was significantly more mistaken with other emotions 

by both groups on the virtual faces. This can be 

explained by the low number of polygons on the virtual 

face, which caused wrinkles in the nasal area to not be 

so pronounced (which is a major feature of  

revulsion) [11]. 

 

 

3.4. VR Memory Exercises 

 

In one study, the performance of a group of SP and 

another group of HI was observed in an exercise that 

consisted of picking up objects in various locations in 

a virtual dwelling, and then returning them to the same 

place, in a given order and after a certain time, with a 

variable number of objects. This test revealed that the 

group of SP generally performed worse, in terms of 

errors and time spent in the challenge [12]. 

One study analyzed the associations of memory 

between objects, places and people. The test consisted 

of traveling through a virtual city, to a specific place 

where a person (virtual avatar) and an object were 

waiting. After some time, users were guided to another 

place, with another person and object, and repeated this 

process a number of times (Fig. 4). In the end, the user 

tried to remember which parameter was associated 

with another parameter (person, object and place). 

Two groups, one with SP, and the other with HI 

performed the test. The brain activity of the 

participants was analyzed, which revealed that the 

group of SP generally had less activity in the area of 

object-oriented memory, but still managed to complete 

the tasks, which can be explained by the main 

processing area of object-oriented memory not being 

very affected, but being the related peripheral areas 

affected, which make the processing faster and more 

efficient [13]. 

 

 

3.5. VR Social Exercises 

 

In one study, a virtual boutique was created, where 

SP performed various levels of shop worker training 

(organize inventory, deal with sales). The store 

includes a virtual manager, as well as virtual customers 

who interact with each other, and with the SP, in the 

case of the manager. Before and after these tests, the 

cognitive abilities of the SP were analyzed, and 

compared with that of SP who performed a similar 

exercise in a real store with a therapist as a manager. 

The performance study revealed that the VR group 

generally had better performance and more confidence 

in its capabilities, which can be explained by the VR 

environment being a safe medium when compared to 
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real life, while allowing for an immersive experience 

and presence in the requested challenge [14]. 

 

 
 

Fig. 4. (A) Aerial view showing the layout of the virtual city, 

with green dashes indicating the path taken. (B) Encounter 

with a character paired with an object at a location.  

(C) An example of a recognition trial from the “Person” 

parameter [13]. 

 

In one study, the behavior of a group of SP and a 

group of HI was compared in an exercise that consisted 

of asking avatars in a virtual office if they could help 

using a new software, and later asking for money to 

buy a gift for the head of that office. Avatars could 

respond negatively or neutrally, and the dialogue was 

triggered manually by an examiner. The purpose of 

this test was to observe whether a virtual environment 

can create stress in SP. After the tests it was remarkable 

that a number of SP gave up on the tests due to the VR 

system, the task, or private issues. However, the 

sample of SP is not sufficient to ascertain whether the 

side effects of VR use caused this situation. The group 

of SP reported, in general, having suffered more stress 

than the HI group. This reveals that virtual worlds are 

able to simulate realistic situations to challenge  

SP [14]. 

One study used realistic virtual avatars to simulate 

VR conversations with SP. This was part of several 

therapy sessions, accompanied by a therapist. After the 

sessions, social tests revealed changes and 

improvement in social performance, with fewer 

negative symptoms and less social anxiety [16]. 

Another study challenged SP to join a social 

context presented in the virtual world, considering the 

situation presented (e.g., joining a table in a canteen 

(Fig. 5)). After the tests there were observed decreases 

in the negative symptoms of SP, as well as SP reporting 

their satisfaction with the technology used, and the 

intention to continue with the tests [17]. 

 

4. Final Remarks 

 
This paper aims to review the usage of VR tools 

capable of assisting medical professionals on the 

therapy sessions of SP, in a convenient and  

interactive way. 

The tests analyzed between SP and HI reveal a 

significant difference in performance [3-9, 11-14], 

which demonstrates the feasibility of using VR as a 

diagnostic tool, since the difference in performance 

allows the identification of SP when compared to HI. 

On some studies, it was also possible to observe 

improvements in the quality of life of SP when 

continually exposed to exercises in VR [14, 16, 17], 

which demonstrates this could be used as a means of 

therapy for schizophrenia. 

 

 
 

Fig. 5. Sample scenes from the virtual tool [17]. 

 

Schizophrenia is usually treated with an 

individually tailored combination of therapy and 

medicine. Personalizing therapy exercises for each SP 

is resource and time consuming, whereas VR therapy 

benefits of being easily customized, as well as offers a 

safe and pleasant virtual environment for SP to try 

exercises they wouldn't otherwise be comfortable with, 

in a more exciting and engaging way [2, 14, 17]. It's 

notable that in some studies, the VR environment was 

so realistic as to induce stress in virtual social 

environments, as it would in the real world [14], as 

well as produced similar results to non-VR  

methods [1]. 

Therefore, a VR therapy tool could be a valuable 

asset for the treatment of schizophrenia, providing 

safe, yet realistic environments, while being accessible 

and convenient to use. 

This project aims to develop a VR tool, in the form 

of a serious game, capable of assisting medical 

professionals on the therapy sessions of SP, in a 

convenient and interactive way. The use of a VR tool 

in schizophrenia therapy is a novelty project, even 

more so considering the lack of practical tests 

performed in the area. Even among the few researched 

tests, some couldn't provide reliability to draw accurate 

conclusions [1, 11, 15]. 

The game will make use of the Oculus Quest 2 

device as a platform, since it is wireless and easy to 

use, as well as it supports hand tracking. 

The game will consist of two main environments: 

A home environment and a city environment, where 

the player will be tasked with performing day-to-day 

chores, of customizable and adaptive difficulty, and 

have its performance evaluated. During the game, the 

accompanying therapist will have an interface which 

will allow viewing of data as well as options to manage 

game difficulty. All SP interaction data obtained from 
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the game will be recorded in a database for analysis by 

the medical team. 

The specific requirements that will specify the 

game are currently being evaluated, and the 

development of this project will further receive 

guidance from a medical team, which will later 

validate the game's capability as a therapy tool with SP. 
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Summary: There is increasing interest in application of imaging technologies on commercial farms for various tasks related 

to herd management such as tracking the weight and health of animals. Ultrasound imaging is used for the internal examination 

of animals, however, an ultrasound examination, especially on regular basis, is expensive and time consuming due to the high 

skill level of analysis required. Therefore, in this work, we have presented a study on ultrasound images containing three 

classes of internal cellular structures, growing, static and atretic. Several machine learning algorithms are compared for their 

ability to correctly classify the images after pre-processing and feature extraction. To extract the features from raw images, 

two algorithms (GLCM and HOG) were used to generate the input data for classifiers using both raw and de-noised images. 

Classification performance was higher for the raw images. Classification based on HOG outperformed GLCM. 

 

Keywords: Ultrasound images, Agriculture, Image analysis, GLCM, HOG. 

 

 

1. Introduction 
 

The application of image processing on 

commercial farms is an emerging topic of interest due 

to the increasing affordability, portability and 

robustness of imaging technologies. For example, [1] 

presented a study in which they estimated the body 

measurements (wither height, chest depth, hip height 

and body length) of cows using only 2D images with 

accuracy of 90-98 %. Other applications of animal 

imaging in the agricultural sector include: estimating 

the weight of chickens [2], pigs [1,3]; estimation of 

body condition index in cattle [4]; identification of 

disability in limbs of cows [5]; classification of 

theoretic radiographs in cats [6] and detection of haptic 

diseases in dogs using ultrasound images [7].  

Ultrasound imaging is used for the internal 

examination of animals for several important purposes 

in the management of agricultural herds. There are 

numerous benefits of using ultrasound as a diagnostic 

tool due to its safety and the feasibility of on-farm 

scanning. The routine examination of animals using an 

ultrasound device has not shown any negative 

biological effects [8]. However, an ultrasound 

examination, especially on regular basis, is expensive 

and time consuming due to the high skill level of 

analysis required. While the portability and costs of 

modern scanning equipment makes the technology 

very accessible, the lack of availability and associated 

expense of a skilled scanning technician or vet limits 

the extent of scanning that is feasible on animal herds.  

Therefore, in the past few decades, there has been 

increasing interest in the use of image processing and 

machine learning to automate image analysis in 

agricultural applications. [9] proposed a study to 

predict the amount of intramuscular fat in live bulls. 

The results show that the prediction of intermuscular 

fat using ultrasound images and image analysis is 

possible. In another work [10], authors investigated the 

correlation between attributes of ultrasound images of 

ovarian structures and changing concentrations of the 

reproductive hormone progesterone.  Although only a 

very weak correlation was established in this case, 

advancements in image processing and machine 

learning have not yet been fully explored for their role 

in agricultural ultrasound image analysis. 

In this work, we apply and compare the results of 

different image processing and classification 

algorithms on veterinary ultrasound images of internal 

cellular structures in agricultural herds. Both Grey 

Level Co-occurrence Matrices (GLCM) and 

Histogram of Oriented Gradients (HOG) approaches to 

texture analysis of the ultrasound images are explored 

in combination with several linear and non-linear 

machine learning classification algorithms. The 

performance of the algorithms is evaluated with 

reference to vet observations. 

 

 

2. Methodology and Experimentation 
 

2.1. Data Collection 

 

Ultrasound images were captured for 11 animals 

scanned each day for a three week period in July 2020. 

Cellular structures in the images were identified as 

Growing (G), Static (S) and Atretic (A) from post-data 

collection analysis by a vet. Estimates of the size of 

each structure were recorded by the vet at the time of 

scanning. The images were captured with a 

DRAMINSKI 4Vet Slim device equipped with a rectal 

ultrasound probe using 8.0 MHz frequency and a depth 

of 40mm, all other settings were adjusted accordingly 

during operation to acquire the best image possible. 
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Each sonogram was digitally stamped with the settings 

used to acquire them. Images were acquired in a single-

day trial six months later from a different herd for 

testing of the performance of the algorithms across 

different seasons and animal breeds. The same 

ultrasound scanner and settings were used in both 

trials. 
 

 

2.2. Image Pre-Processing 
 

The raw images were first thresholded to identify 

cellular structures of interest in the tissue, these areas 

were converted to a Region of Interest (ROI) which 

were cropped for further processing and analysis.    
 

 

2.2.1. Image De-noising 
 

Ultrasound images are widely known to be 

inherently noisy due to the presence of a signal 

dependent noise called speckle. Two speckle denoising 

filters were investigated: 

1. Wiener filter; 

2. Optimized Bayesian non-local means filter. 

Feature extraction and classification was also 

performed on raw images without any filtering for 

comparison purposes. 
 

 

2.2.2. Feature Extraction 
 

For the selected regions of interest (ROIs), two 

methods of feature extraction were applied: Grey-

Level-Co-Occurrence Matrices (GLCM) and 

Histogram of Oriented Gradients (HOG). GLCM 

characterizes texture based on the number of pixel 

pairs with specific intensity values arranged in a 

specific spatial relationship. This method is widely 

applied in image processing of ultrasound images, for 

example in medical screening applications. HOG is a 

feature descriptor that is typically used to extract the 

features of an image when the structure or texture of an 

image needs to be considered. The histogram 

(distribution) of directions (vertically and horizontally 

oriented gradients) are computed. The application of 

HOG analysis in ultrasound imaging is not yet well 

explored in the literature. 
 

a. Feature extraction using GLCM 

GLCM analysis resulted in a total of 80 features 

comprising contrast, correlation, energy, homogenity 

and entropy with different offset distances and 

orientations for the reference pixel. The area of the 

ROI was also calculated. 81 features were computed in 

total for each image (80 GLCM and 1 area). As the 

number of extracted features was high relative to the 

number of training images, we applied a feature 

selection algorithm (Neighbourhood Component 

Analysis (NCA)) to select only the important features 

for correct classification. The NCA algorithm selected 

only the area of the structure and four out of the 80 

GLCM features. 

b. Feature extraction using HOG 

To compute the HOG features the values used 

were; gradient algorithm=Sobel, cell size (C)=4, no. of 

bins (B)=16. Thus, each image gave a total of  

64 features (CxB). A sample HOG image is shown in 

Fig. 1. 

 

 

 

 

                           (a) 
 

               

(b) 

 

Fig. 1. Oriented gradients and resulting HOG image. (a) 

Oriented Gradients (X and Y). (b) HOG Image. 

 

 

2.2.3. Training of Machine Learning Algorithm 

on Extracted Features 

 

The Matlab Statistics and Machine Learning 

Toolbox was used to build and test classification 

algorithms. This allowed simultaneous training and 

comparison of 22 different classification algorithms 

including:  

1. K-Nearest Neighbours and its variations; 

2. Linear & Quadratic discriminant analysis 

(LDA, QDA); 

3. Support Vector Machine (SVM), (with Linear, 

Quadratic, Cubic and Gaussian kernels); 

4. Decision Trees (Fine, Medium, Course); 

5. Ensemble Methods - Bagging & Boosted Trees 

and subspace methods.  

 

 

3. Results and Discussion 
 

It was found that classification performance was 

better for raw images than those which had been pre-

processed by a denoising feature prior to feature 

extraction. This may be because noise, edges and 

textures are high in frequency, so sometimes it is 

difficult for algorithms to distinguish between the 



8th International Conference on Sensors Engineering and Electronics Instrumentation Advances (SEIA' 2022),  

21-23 September 2022, Corfu Holiday Palace, Corfu, Greece     

127 

noise and useful features. As a result, denoised images 

may have lost some important details present in the 

original images.  

The application of Neighbourhood Component 

Analysis for feature selection dramatically improved 

the performance of GLCM-based classification of the 

structures. However, automated sizing of the Region of 

Interest worked less well than the vet estimates of size 

recorded at the time of scanning, indicating difficulty 

in automatically determining the edges of the 

structures of interest. 

Classification based on HOG features 

outperformed classification based on the selected 

GLCM features (87.5% classification accuracy vs 

76.2% classification accuracy on 5-fold cross 

validation). In both cases Support Vector Machine 

(SVM) gave the best classification results. The 

confusion matrix of a cubic SVM (the best performing 

classifier) on NCA-selected GLCM features is shown 

in Fig. 2 (Classes in the confusion matrix are numbered 

as, 1=Growing, 2=Static and 3=Atretic).  

 

 

 
 

Fig. 2. Confusion Metrix of SVM with selected features 

from GLCM. 
 

 

Table 1 outlines the classification accuracy of the 

best performing classifier on individual structure 

classes. This was an SVM with HOG input features 

generated from the raw thresholded RoI. It should be 

noted that the HOG-based classification did not use 

any information on the size of the structures. 

 
 

Table 1. Results of 5-fold cross validation of SVM  

based on HOG features. 

 

Accuracy Raw 

Train Data 100 % 

Test Data 87.5 % 

Growing 96.2 % 

Atretic 92 % 

Static 96.3 % 

 

The classification models trained on the July trial 

images were applied to the images taken from a 

different breed six months later. Unfortunately, none 

of the models performed well on classification of these 

images. 

 

 

4. Conclusions 
 

In this work, a study was carried out on veterinary 

ultrasound images consisting of three classes, growing, 

static and atretic. To extract the features from raw 

images, two algorithms (GLCM and HOG) were used 

to generate the input data for classifiers using both raw 

and de-noised images. Classification performance was 

higher for the raw images. It was found that, despite its 

limited investigation to date in analysis of 

veterinary/medical ultrasound images, HOG 

outperformed GLCM. However, when the same 

trained classifier was tested on a dataset from different 

breed, the results were poor. Therefore, while 

automated image analysis of ultrasound images may 

have a future role in precision agriculture, larger 

labelled datasets are needed to build robust classifiers 

which can perform well across different herds and 

breeds. 
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Summary: A wireless smart insole was used to measure walking with joint motion restriction. This smart insole outputs data 

for four parts: toe, heel, inside, and outside, and the color of the parts changes according to the degree of weighting. Physical 

disability was simulated. Motion restrictions included ankle joint restrictions, knee joint restrictions, and upper limb 

immobilization with a sling. In addition, normal walking without motion restrictions was assessed. Through the analysis of 

data with and without motion restrictions, it was shown that plantar pressure data with motion restrictions were more variable. 

Using smart insoles leads to assessments of physical conditions based on objective data. 

 

Keywords: Smart insole, Physical condition assessment, Wearable devices, Walking monitoring, Wireless data. 

 

 

1. Introduction 

 
Wearable devices that support health are becoming 

increasingly popular. Sensors that can monitor health 

conditions in daily life can be beneficial to the elderly 

and people with health issues [1]. In particular, the 

soles of the feet can be used not only to detect the 

subject's gait pattern but also to assess fatigue and 

other health conditions. 

Falls among the elderly can also cause serious 

injuries, such as broken bones and head trauma, and 

may result in the need for nursing care. Assessing 

walking conditions is important for maintaining and 

improving the ability to perform the activities of daily 

living. Smart insoles are devices that can be used to 

monitor the condition of the foot and walking [2]. We 

have already conducted a study using smart insoles 

with occupational and physical therapists [3]. 

Occupational and physical therapists reviewed the 

response to the smart insoles and studied the motor 

status, making observational judgments regarding the 

sensor responses of smart insoles during simulated 

motion restrictions. It is important to have objective 

data, such as the response of the pressure sensors on 

smart insoles, to assess walking. 

In this study, we investigated the pressure sensor 

response of the wireless smart insoles during walking 

with simulated upper and lower limb motion 

restrictions for the assessment of people with poor 

physical conditions. This research was approved by the 

ethics committee on research with humans as 

participants of the Teikyo University of Science. 

 

 

2. Experiment Method 
 

2.1. Device and Measurement System 

 

The smart insoles used are a wireless type 

(FEELSOLE ®) that measures four parts per foot and 

eight parts in total on both sides. Before insoles can be 

used, they must be calibrated. Calibration was 

performed four times: no pressure with no feet in the 

shoes, standing on both feet, and standing on one foot 

on each side. A 10-s operation was possible. The colors 

of the four parts (toe, heel, inside, and outside) changed 

according to the amount of weight applied. Therefore, 

the user can visually determine the difference in the 

application of weight to the four parts. The data were 

saved on the tablet iPad-Air and could be viewed on 

the screen; they were transferred from the tablet to the 

PC via email and made available for analysis. The 

sampling frequency was 50 Hz, and the data were 

output in CSV format. 

 

 
 

Fig. 1. Data Transmission Process. 

 

 
 

Fig. 2. Tablet screen of device 

 

 

2.2. Measurement 

 
This study simulated physical disability by 

deliberately restricting joint movement with a 

supporter and sling. Motion restrictions included ankle 
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joint restrictions, knee joint restrictions, and upper 

limb immobilization with a sling. In addition, normal 

walking without motion restrictions was assessed. 

Seven walking patterns were studied with and without 

restriction: three for each side of the upper and lower 

limbs (six for the left and right limbs) and normal 

walking without restrictions. The responses of the 

sensors to four parts of one leg and eight parts of both 

legs were examined. The ankle joint range of motion 

was measured in advance. There were two subjects, a 

female in her 50s (Case A) and a male in his 70s  

(Case B). 
 

 

3. Results 
 

3.1. Walking Data in Normal Condition 
 

The graph of the number of steps and time of 

normal walking without restrictions for Case A is 

shown in Fig. 3. The output times of the left and right 

sensors can be judged to be synchronized based on the 

integrity of the data. 
 

 

 
 

Fig. 3. The number of steps and time with normal  

in Case A. 

 

 

Figs. 4 and 5 show data at the four insole parts 

when walking normally without restrictions in Case A. 

The horizontal axis is the measurement period of the 

data. With respect to time, 500 is 10 seconds. This 

corresponds to everything after Fig. 4. Figs. 4 and 5 

show the right and left insoles, respectively. The inside 

data values have a left-right difference, with the right 

side larger and the left side smaller. 
 

 

 
 

Fig. 4. Right insole with normal walking in Case A. 

 
 

Fig. 5. Left insole with normal walking in Case A. 

 

 

Figs. 6 and 7 show the data at the four insole parts 

when walking normally without restrictions in Case B. 

Fig. 6 is the right and Fig. 7 is the left insole. There are 

left-right differences in the data for all four parts, with 

particularly large left-right differences in the heel  

and outside. 

Even without the simulated motion restriction, 

differences from left to right and from case to case, 

even in the same case. For example, Case B shows 

larger heel data and also a left-right difference; in Case 

A, the heel data is small. The ankle joint range of 

motion is shown in Table 1. Case B has a greater left-

right difference than Case A. 

 

 

 
 

Fig. 6. Right insole with normal walking in Case B. 

 

 
 

Fig. 7. Left insole with normal walking in Case B. 

 
Table 1. Ankle Joint Range of Motion 
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3.2. Walking Data with Motion Restrictions 

 
Figs. 8 and 9 show the data for the right insole toe 

and heel in Case A, when walking with the right ankle 

joint, knee joint, and upper leg restricted. Comparing 

the data when walking normally and with the three 

patterns of restricted motion, the data showed a change 

the values tend to be smaller when the upper limb were 

restricted. 

The data for the four parts of the right insole with 

right ankle joint restriction for Case A are shown in 

Fig. 10. The inside waveform peak values were higher 

than those during normal walking. In addition, a 

variation was observed in the peak waveform values of 

the toes. 
 

 

 
 

Fig. 8. Right toe in Case A with ankle joint restriction. 

 

 
 

Fig. 9. Right heel in Case A with ankle joint restriction. 

 

 
 

Fig. 10. Four parts of the insole in CaseA with right ankle 

joint restriction. 

 

 

3.3. Waveform Peak 
 

The waveform peak values for cases A and B 

during normal walking and with restricted ankle joints 

are shown in Tables 2 and 3. Table 2 lists the waveform 

peak values for the toes and Table 3 lists those  

for the heels. 

The differences with and without restrictions are 

greater at the heel in Case B and at the toe in Case A. 

Even for the heels of Case A, differences with and 

without restrictions are observed. The toes in Case B 

show small differences. 
 

 

Table 2. Waveform peak values for toe. 

 

 
 

Table 3. Waveform peak values for heel. 

 

 
 

 

3.4. The Rate of Decrease after Waveform Peak 

 

The mean of the absolute rate of decrease after the 

waveform peak with and without ankle joint restriction 

was calculated for each insole part. The rate of 

decrease is the inclination of the waveform. The results 

of the right insole when the right ankle joint is 

restricted in CaseA and CaseB are shown in Figs. 11 

and 12. The inside data values were higher with 

restriction. 
 

 

 
 

Fig. 11. Mean rate of decrease after waveform peak  

in CaseA. 

 

 
 

Fig. 12. Mean rate of decrease after waveform peak  

in CaseB. 
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4. Conclusions 
 

The response to the smart insoles varied from left 

to right and case to case, even in the same case. 

However, it was for a change to occur during walking 

with simulated joint restriction. In addition, a 

relationship between ankle joint range of motion 

flexion and extension was noted. The sizes of the 

insoles used in this study differed between cases A and 

B. Although the placement of the sensors was changed 

to match the size of the insole, the detailed positioning 

of the sensors for the soles of CaseA and CaseB was 

not set. The pressure applied to the sensor changes 

even if the sensor position is displaced by 0.5 cm 

relative to the sole of the foot, which means that the 

value of the pressure sensor data is not the same as the 

force with which the foot kicks the floor. 

Therefore, we suggest that when assessing walking 

with smart insoles, three points should be considered: 

(1) the differences from the norm based on the 

characteristics of each individual case, (2) the response 

of the pressure sensor of the smart insole to common 

physical characteristics, such as ankle joint range of 

motion and gait, and (3) the relationship between the 

sensor and the sole of the foot. 

We studied this issue to assess the health conditions 

manifested in walking rather than a detailed gait 

analysis to improve gait. According to studies already 

performed by occupational and physical therapists 

using the same smart insoles, they agree that the toes 

are considered important in terms of predicting motion 

restrictions and useful sensor parts. However, other 

aspects differ depending on the therapist. Smart Insoles 

can be applied objectively and can complement 

therapists’ assessments. We plan to conduct a study, 

after capturing the characteristics of the smart insoles, 

extending their measurement time, increasing the 

number of subjects, and adding machine learning 

analysis. 
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Summary: To date, the value of entire waste printed circuit boards (WPCBs) for recycling is usually estimated by human 

experts, which is time consuming and cost intensive. Our approach for automated value estimation on a conveyor belt is based 

on the detection of valuable components like integrated circuits, ball-grid and pin-grid arrays, tantalum capacitors and 

connectors on images of the WPCBs. In this paper, we compare the automated detection based on different imaging modalities, 

namely optical RGB images and X-ray images using deep neural network object detection models. As X-ray imaging is a 

transmission technique, it has the advantage that it is not depending on which side of the WPCBs is up or down, whereas 

optical imaging is limited on what is visible on one side. We scanned and evaluated 104 WPCBs (both single sided and double 

sided) with both imaging modalities. The resulting F1 score of the component detection is presented. 

 

Keywords: PCB recycling, X-ray imaging, RGB imaging, Deep learning, Object detection. 

 

 

1. Introduction 

 
In the recycling of waste from electrical and 

electronic equipment (WEEE), many steps – especially 

in sorting – still need to be done manually. For 

automated evaluation and value prediction of waste 

printed circuit boards (WPCBs), reliable sensor 

systems are required. One possible way to predict the 

value of a complete WPCB is to detect the relevant 

components on optical RGB images [1] or X-ray 

images [2], using a deep neural network object 

detection model. 

Due to the cost of equipment and the required 

radiation protection X-ray imaging is the more 

expensive technology compared to optical imaging. 

However, X-ray imaging provides multiple 

advantages: it is more robust in dirty and dusty 

environments and it is a transmission technique. 

Especially the latter one is very important, as it makes 

the imaging system independent of which side of the 

WPCB is facing towards the camera and it even can 

image components on both sides at the same time. We 

apply the same object detection models on both 

imaging modalities, perform the training, validation 

and test on the respective data sets and compare the 

performance. 

 

2. Methodology 

 
2.1. Data and Labels 

 

The underlying data set consists of 104 WPCBs. 

Each of their sides were measured with the X-ray and 

RGB sensor. The corresponding label sets contain four 

component classes: Integrated circuits (IC), tantalum 

capacitors (TC), ball and pin grid arrays (BGA/PGA) 

and connectors (C), which can be seen in Fig. 1. 

Further, the sets are randomly split into three sets for 

training, validation and test to evaluate the deep 

learning model. 
 

 
 

Fig. 1. Illustration of two WPCBs in the X-ray and RGB 

domain and the underlying annotated component classes 

(white boxes). Components equipped on both sides (left)  

and components equipped on one side (right) of the WPCB. 

Side B shows the mirrored RGB image, so that the same 

coordinates for the labels can be used. 

 

2.2. Measurement System and Sensors 

 

For data acquisition an optical line camera 

Teledyne ELIIXA+ 8k/4k CL and an X-ray system 

with a Comet MXR225/HP11 tube operating at 

100 kV with 15 mA and a Hamamatsu C10800 dual 

energy line detector with a pixel pitch of 0.4 mm is 
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used. The WPCBs were placed on a conveyor belt and 

transported through the acquiring sensors with a belt 

speed of 0.45 m/s (27 m/min) in our lab. Both X-ray 

and RGB images contain some image noise, as they are 

real world measurements. 

 

2.3. Deep Learning Model 

 

This work focuses on deep neural network object 

detection models [3-5] for the detection of component 

classes on WPCBs. The benefit of these models lies in 

the prediction speed and the design, which allows to 

predict classes and their location with a single neural 

network. This is an advantage for a holistic 

optimization of the model and for the deployment in 

the recycling sector where a huge amount of waste has 

to be processed efficiently. 

 

3. Experimental Setup 

 
To evaluate the capability of component detection 

on WPCBs on RGB and X-ray data, we optimized two 

individual deep neural network models for each sensor 

domain. The 𝐹1 score  
 

𝐹1  =  
2 TP

2 TP + FP +  FN
 (1) 

 

is used for the evaluation of the model performance, 

where TP (true positive) is the amount of correct 

prediction of the corresponding component class, FP 

(false positive) belongs to incorrect predictions and FN 

(false negative) are undetected components on the 

WPCBs. Further, to observe more precisely the 

performance in each sensor domain, we evaluate both 

sides (A) and (B) of the WPCBs individually. In 

addition, an evaluation of single-sided (SS) and 

double-sided (DS) WPCBs is executed for each sensor 

domain to draw conclusions on the prediction 

capability of the models on regions, where components 

cover both sides of the WPCBs. Side A of SS WPCBs 

has the components assembled, i.e., visible for visual 

detection. The resulting data sets and sample numbers 

are shown in Table 1 for one side. 
 

Table 1. Amount of data samples (individual WPCBs)  

for each set. 

 

Sets SS-WPCBs DS-WPCBs Total 

Training 55 17 72 

Validation 11 5 16 

Test 11 5 16 

Total 77 27 104 

 

4. Results 

 
The achieved results on the test set (the set that was 

not seen by the model before) are presented in Tables 2 

and 3. Each Table highlight the model performance 

score for each component class, how the input side of 

WPCBs are related to SS and DS WPCBs and the 

overall results. If SS WPCBs are observed from the 

assembled side, RGB and X-ray show similar results. 

In all other cases X-ray outperforms RGB. 

 

 
Table 2. Test results of the RGB data optimized model. 

 
  𝑭𝟏 
  IC TC C BGA/PGA 

SS 
Side A 92 % 88 % 58 % 86 % 
Side B 40 % 23 % 49 % 60 % 

DS 
Side A 69 % 60 % 39 % 40 % 
Side B 32 % 16 % 24 % 29 % 

Overall 64 % 54 % 46 % 55 % 

 
Table 3. Test results of the X-ray data optimized model. 

 
  𝑭𝟏 
  IC TC C BGA/PGA 

SS 
Side A 86 % 89 % 66 % 89 % 
Side B 86 % 88 % 61 % 89 % 

DS 
Side A 75 % 60 % 65 % 80 % 
Side B 76 % 50 % 67 % 89 % 

Overall 82 % 74 % 64 % 87 % 

 

5. Conclusion 

 
In this work, we showed results comparing two 

sensor technologies with each other and highlighted 

their pros and cons. In the case of SS WPCBs, 

observed from the correct side, RGB and X-ray show 

similar performance. However, we could show that the 

X-ray model outperforms the RGB model in the 

detection of each component class in the overall test 

results, where both SS and DS are observed from sides 

A and B (see results in Table 2 and 3). 

In a real application, WPCBs are not necessarily 

placed on the favorable side for optical detection, thus 

the X-ray model has a real-world benefit. Furthermore, 

we see great potential for fusion of both data domains 

which we are currently investigating. 
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Summary: Ultrasound imaging is a useful inspection method that is non-destructive and non-exposure. Therefore, if the 

accuracy of ultrasound images is improved, it will be easier to identify problem areas, which will greatly contribute to the field 

of medicine and other fields. However, the high spatial resolution method we propose requires ultrasonic waves to be 

transmitted and received several times at multiple angles, resulting in reduced temporal resolution. In this research, we 

proposed a method of simultaneously transmitting plane waves in multiple directions and receiving them separately using the 

M-sequence, aiming to improve the time resolution. By comparing the imaging performance of this method with the 

conventional method of individually transmitting in each direction, the appropriateness of simultaneous transmission and 

reception was confirmed. 

 

Keywords: Ultrasound imaging, Beamforming, Maximum-length sequence, Angular compound, Simultaneous transmission. 

 

 

1. Introduction 
 

Ultrasound imaging is a useful method in terms of 

non-destructive and non-exposure [1]. In the 

biomedical field, this method is used to detect cancers 

and observe the fetus. However, due to the variation in 

the speed of sound inside the human body, ultrasound 

images are degraded. Many research aimed at 

resolving the ultrasound image degrading using deep 

learning, harmonic, and other techniques is active [2]-

[5]. Our previous study [6] transmitted plane waves of 

wideband frequency in many directions, and after the 

reception, they were divided into sabbands using 

filtering, and all of those echoes were compounded 

with filtered FPWC-MVDR (frequency and plane-

wave compounding-minimum variance distortionless 

response) to generate high spatial resolution images.  

However, in this method, it is necessary to divide into 

subband using filtering after the reception, which 

reduces the time resolution of the obtained image.  To 

improve temporal resolution, our previous study 

proposed a method that allows simultaneous 

transmission and reception in all directions by 

assigning a sub-band to each direction and separating 

them after reception [7].  However, image degradation 

occurred due to the reduced bandwidth allocated to 

each direction. From this, we found that a wider 

bandwidth used in each direction would improve the 

accuracy of B-mode images with fewer artifacts 

generated from unwanted signals. 

In this paper, we attempted to introduce phase 

modulation in order to transmit and receive broadband 

signals in all directions and to be able to separate the 

transmitted wave at each direction. Considering 

subband combining by filtering wideband signals as a 

future task, this paper considers the simultaneous 

transmission of signals in the same frequency band in 

each direction. FM chirp wave is adopted as the basic 

transmission wave from the viewpoint of SNR, and M-

sequence coding is introduced to it. This makes it 

possible to separate received echoes from all directions 

into echoes from each direction. The effectiveness of 

this method is confirmed through the finite element 

method (FEM) simulations. 

 

 

2. Method 
 

In order to improve the frame rate while 

maintaining the resolution of ultrasound images, we 

propose a method of simultaneously transmitting and 

receiving signals over the entire effective bandwidth of 

the transducer for all directions. We introduce phase 

modulation using M-sequence codes to prevent 

interference between directions while simultaneously 

transmitting over the entire bandwidth and to be able 

to separate the transmit signal of each direction from 

the received echo. The procedure for generating 

ultrasound images is shown in Fig. 1. Phase 

modulation was performed by multiplying the chirp 

signal by the M-sequence. The transmit waves used for 

simultaneous transmission were generated by adding 

up all the signals for each direction, taking into account 

the time delay for angling. Received echoes at each 

direction are generated by compressing the echoes 

recorded during simultaneous transmission and 

reception with the transmitted signal at each direction. 

Thereafter, ultrasound images are generated by delay-

and-sum (DAS) and adaptive weighted DAS as 

individual transmission. 

The plane waves for each direction are generated 

by multiplying a broadband FM chirp signal with a 

different M-sequence for each direction. In this study, 

a 7-stage shift register, as shown in Fig. 2, is used to 
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generate the M-sequence. The adaptive B-mode image 

is generated using adaptive weights for each pixel 

calculated by the following procedure. 
 

 

 
 

Fig. 1. (a) Image of generating echo matrix, and  

(b) Imaging procedure where data matrix 𝒀(𝒕) is echo data 

matrix 𝑰𝑸(𝒕) with appropriate time delay. 

 

 

Element 𝑎 recorded the echo signal of angle 𝑏 as 

𝑥𝑎𝑏. After receiving echoes, an average of all echoes 

excluding echo of element 𝑖 defines as 𝑦𝑖𝑗, and vector 

𝒔𝑖 = [𝑦𝑖1, 𝑦𝑖2, … , 𝑦𝑖𝐿]𝐻 is obtained. Variance-

covariance matrix 𝑹𝑗 can be written as follow. 

 

 𝑹𝑗 =
1

𝑁
∑ 𝒔𝑖𝒔𝑖

H𝑁
𝑖=1  (𝑗 = 1,  … ,  𝑁), (1) 

 

where H is the Hermitian transposition, 𝑁 is the number 

of directions, and 𝐿 is the number of elements. The 

optimal weight vector for element 𝑗 is obtained from 
 

 
𝒘�̂� =

𝑹𝑗
−1𝟏𝐿

𝟏𝐿
T𝑹𝑗

−1𝟏𝐿
, (2) 

 

where 𝟏𝐿 is the vector of dimension 𝐿 and all elements 

are 1. Then, pixel intensity 𝑝 can be obtained as the 

absolute value of the following complex number. 
 

 𝑝 = ∑ ∑ 𝒘�̂�
𝐻𝑥𝑖𝑗

𝑁
𝑗=1

𝐿
𝑖=1 . (3) 

 

 

3. Simulation 
 

3.1. Simulation Setting 
 

The echo signals used in this paper are computed 

by using the Onscale, which is a standard FEM 

simulator for ultrasound analysis. The echo is recorded 

by96 transducer elements individually. In these 

simulations, the sampling frequency is 812.87 MHz. 

The FM chirp signal has a center frequency of 5.5 MHz 

and a bandwidth of 6 MHz. Transmissions were made 

in a total of 5 directions every -12 to 6 degrees. We use 

2 models for the simulation. One is a one-point target 

shown in Fig. 2 (a) and the other is a 5-point target 

shown in Fig. 2 (b). 

 
 

Fig. 2. Simulation Models of (a) one-point  

and (b) five-point target. 
 

 

 
 

Fig. 3. 7-Stage Shift Register for Generating M-sequences. 
 

 

3.2. Generation of M-sequences 
 

The transmitted signal in each direction is an FM 

chirp signal that is phase-modulated so that it can be 

separated from the other direction after the reception. 

The phase modulation is performed by multiplying the 

M-sequence with values 1 and -1 generated from the 

five settings, A to E, shown in Table 1 with the chirp 

signal. The f0~f7 in Table 1 correspond to those  

in Fig. 3. 
 

 

Table 1. Setting Values of M-sequences. 

 

 𝐟𝟎 𝐟𝟏 𝐟𝟐 𝐟𝟑 𝐟𝟒 𝐟𝟓 𝐟𝟔 𝐟𝟕 

A 1 0 0 0 0 0 1 1 

B 1 0 0 0 1 1 1 1 

C 1 0 1 0 0 1 1 1 

D 1 1 0 0 1 0 1 1 

E 1 1 1 0 0 1 0 1 

 

 

4. Results and Discussion 
 

4.1. One-Point Target 
 

Fig. 4 shows the B-mode images simulated by a 

one-point target. Figs. 4 (a) and (b) show the B-mode 

images when the FM chirps are transmitted separately 

for each direction, Figs. 4 (c) and (d) show the  

B-mode images when the FM chirps multiplied by  

M-sequence are transmitted separately for each 

direction (Method A), and Figs. 4 (e) and (f) show the 

B-mode images when the FM chirps multiplied by  

M-sequence are transmitted simultaneously for all 

directions (Method B). The left column is generated 

by the simple DAS and the right column is the 

adaptive compounded images. The lateral and range 

direction profiles of Figs 4 (b), (d), and (f) are also 

shown in Fig. 5. Moreover, the half widths in Figs. 5 

(a) and (b) are shown in Table 2. In addition, Figs. 6 

(a) and (d) show the pulse-compressed waveforms for 

the rightmost/ center/ leftmost elements when plane 
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waves are transmitted in the frontal and max-angle 

directions using only FM chirp.  The same waveforms 

of Methods A and B are shown in Figs. 6 (b), (c), (e), 

and (f). 

 

 

 
 

Fig. 4. One point target B-mode images of (a),(b) FM 

Chirp, (c),(d) Method A, and (e),(f) Method B. The left 

column is DAS and the right column is adaptive 

compounded B-mode images. 

 
 

Fig. 5. Profiles of B-mode images shown in Figs. 4 (b), (d), 

and (f), for (a) Range and (b) Lateral direction, and profiles 

of B-mode images in Figs. 4 (e) and (f), for (c) Range and 

(d) Lateral direction 

 
 

Table 2. Half Widths of Figs. 5 (a) and (b) 

 

 Range Lateral 

Chirp Only 0.3407 mm 0.2470 mm 

Method A 0.1741 mm 0.2808 mm 

Method B 0.1698 mm 0.4010 mm 

 

 

 

 
 

Fig. 6. Compressed signals (Blue line) and its envelope (Red line) for Rightmost/ Middle/ Leftmost elements in (a)(d) FM 

Chirp only, (b)(e) Method A and (c)(f) Method B. (a), (b), and (c) are transmitted for 0 degree direction, and (d), (e), and (f) 

are transmitted for 12 degree direction. 
 

 

Compared to FM chirp only, the resolution for the 

lateral direction was maintained and, for the range 

direction was improved for the individual transmission 

(Method A) and the simultaneous transmission 

(Method B). On the other hand, at the non-target 

location, image quality had been degraded by artifacts 

when phase modulation is used. This artifact increased 

by the use of simultaneous transmission. We 

attempted to improve this artifact by applying an 

adaptive weighted compound. From Figs. 5 (c) and 

(d), it can be seen that in the adaptive weight 

compounded B-mode image, the effect of the weights 

improved the accuracy. However, this weighting 

method did not result in a significant improvement. 

The improvement of the half-width in range direction 

by using phase modulation could be attributed to the 

improvement in pulse width compared to the case of 

FM chirp only. But unwanted signals were generated, 
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which show up in the B-mode image as artifacts. Such 

signals increased with simultaneous transmission 

(Method B) and appeared as additional artifacts in the 

B-mode image. We consider that the cause of the 

unwanted signals in Method A is that the effective 

band of the oscillator is limited, and ideal phase 

modulation cannot be performed. Fig. 7 shows the 

frequency spectrum of the phase-modulated signal 

before and after transmission. Before transmission, 

there is a spectrum over a wide bandwidth, whereas 

after transmission, there is no spectrum except for  

2~9 MHz, the effective bandwidth of the element. 

Further, in Method B, unnecessary signals are 

increased due to the influence of the cross-correlation 

between the coded transmission waves in each 

direction. 

 

 

 
 

Fig. 7. Frequency spectrums of (a) transmission and (b) 

receiving echo signal of phase modulation 

 

 

4.2 Five-Point Target 

 

Fig. 8 shows the B-mode images simulated by a 5-

point target. Figs. 8 (a) and (b) are B-mode images 

when the FM chirp is transmitted separately for each 

direction, Figs. 4 (c) and (d) show the B-mode images 

in Method A, and Figs. 4 (e) and (f) show the B-mode 

images in Method B. The left column is DAS, and the 

right column is adaptive weighted DAS. Profiles of 

Figs. 8 (b), (d), and (f) for the range and lateral 

direction are shown in Fig. 9. 

In this model, as with the one-point target, it was 

found that the lateral resolution was generally 

maintained when a phase-modulated FM chirp signal 

was transmitted separately for each direction, and the 

range resolution could be improved compared to the 

case where only FM chirp was used. This trend 

remained almost unchanged when all directions were 

transmitted simultaneously, although artifacts caused 

by unwanted signals from phase modulation, which 

was still an issue when using a single point target, were 

still present. It was also found that the respective 

echoes from multiple targets could be correctly 

separated using phase modulation. 

 

 

5. Conclusions and Further Works 
 

In this paper, we evaluated the performance of 

angular compounds by simultaneous transmission in 

different directions with 2 simulation models. First, 

although many unnecessary signals are generated in 

simultaneous transmission, the resolution of the target 

is almost the same, and a significant improvement was 

confirmed compared to FM chirp alone. Furthermore, 

it was confirmed that performing phase modulation 

does not adversely affect the improvement in lateral 

resolution due to the adaptive angle compound. 

However, the current adaptive weighted compounds 

could not significantly improve the artifact caused by 

phase modulation. In the future, in order to improve 

resolution in the range direction and suppress artifacts, 

we plan to divide the echoes into subbands after they 

are received and construct subband compounds with a 

more effective compounding method than the current 

one like a generalized sidelobe canceller [8] and 

coherent factor [9]. 
 

 

 
 

Fig. 8. 5-point target B-mode images of (a),(b) FM 

Chirp, (c),(d) Method A, and (e),(f) Method B. The left 

column is DAS and the right column is adaptive 

compounded B-mode images. 
 

 

 
 

Fig. 9. Profiles of B-mode images shown in Figs. 8 (b), 

(d), and (f), for (a) Range and (b) Lateral direction. 
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Summary: The NIR spectrometer of the Atmospheric Chemistry Suite (ACS) on board ExoMars TGO (Trace Gas Orbiter) is 

currently used to probe the atmosphere of Mars, in particular thanks to its solar occultation mode. This mode provides the solar 

spectrum when the spectrometer's line-of-sight is above the Mars atmosphere when pointed at the sun. This solar spectrum is 

used as a reference for the spectra acquired through the atmosphere of Mars but also for spectral calibration. The data 

processing chain of the images of NIR diffraction orders needs to be efficient to build a solar spectrum of good quality on the 

band authorized by the instrument. Specific data was then recorded for this objective. This paper presents how these data are 

used to develop new methods for estimating the flat field and stray light matrices needed to correct diffraction order images. 

 

Keywords: Flat field, Stray light, Spectrometer, Sun, Mars. 

 

 

1. Introduction 
 

The processing of images of NIR diffraction orders 

is a central part for the restitution of the final solar 

spectrum. It is defined to follow several identified 

steps. The dark current of the images is already 

systematically corrected on board thanks to an 

automatic procedure [1]. First, images are corrected for 

bad pixels due to cosmic rays or detector defects before 

any further correction. The correction of flat field then 

of the stray light is applied as well as that of the spatial 

variations of intensity. At the end, the images are 

integrated on certain regions of interest (e.g. centre or 

limb of the sun), to then allow to build the solar 

spectrum. The two main corrections applied to 

diffraction order images, which are those for flat field 

and stray light, are presented in this paper. An 

overview of the NIR spectrometer and the specific data 

used is first given. 

 

 

2. The NIR Spectrometer and Data 
 

2.1. The NIR Spectrometer 

 

The main optical elements composing the NIR 

spectrometer are a solar periscope, an Acousto-Optic 

Tunable Filter (AOTF), a slit, a collimating mirror, a 

diffraction grating and a 2D detector as well as various 

filters and mirrors [1]. The spectrometer slit makes it 

possible to select only a narrow part of the solar image 

formed by the solar periscope through the AOTF. This 

light is then diffracted by the diffraction grating whose 

orders are then imaged on the detector array. 

Frequency control of the AOTF allows the selection of 

diffraction orders. 

2.2. Data Description 

 

The calibration data are images acquired during 

3742 orbits between 04/10/2020 and 06/08/2021. They 

correspond to the images of the NIR diffraction orders 

ranging from 45 to 103 that are the orders authorized 

by the continuous variations of the AOTF frequency 

over the range 64 to 155.9 MHz in steps of 0.1 MHz. 

There are 31280 order images. Fig. 1 shows a sample 

of diffraction order where the solar lines are clearly 

visible (vertical dark lines) as well intensity variations 

along the 2 axes which must be taken into account. 
 

 

 
 

Fig. 1. Image of a NIR diffraction order with clearly visible 

solar lines and 2D intensity variations. 
 
 

3. Estimation of the Flat Field 
 

The flat field correction is essential to process the 

raw images of NIR diffraction orders. It will correct 

the pixel intensity response of the detector i.e. the pixel 

noise. There was no flat field provided with the data so 

it had to be estimated. The following idea was 

considered for its estimation directly from the data. It 
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was assumed that the average of the 31280 images (see 

Section 2.2) would blur the solar lines because each 

diffraction order image is formed on the same part of 

the detector and the solar lines present inside are 

formed at different locations from an order to the other. 

This average image without the traces of the solar lines 

will contain the flat field carried by the low frequency 

variations along the rows and columns of the detector 

as can be seen in the image of Fig. 1. However, some 

issues were observed in the average image though due 

to deep solar lines that were not fully blurred. The 

issues were solved by locating these solar lines and 

discarding them from the averaging process. At this 

stage, the averaged image had to be corrected for its 

2D intensity variations to obtain the final flat field. To 

do this, the best solution was to fit each line of the 

image by a polynomial of order 6. The final result is 

shown in Fig. 2.  

Regarding the quality of the flat field, its analysis 

reveals that the standard deviation of its fluctuations is 

about 1.2 % in the center while it is about 1.7 % on the 

the regions of the diffraction order edges where the 

intensity level is low. 

The flat field was then applied to a typical order 

image and the centreline was plotted to judge its 

effects. The curves of Fig. 3(a) clearly show that the 

flat field improves the images by reducing pixel-to-

pixel noise, this without any loss of information on 

solar lines. The effect of flat field correction is best 

seen in Fig. 3(b) and 3(c) where zooms on these curves 

are plotted. 
 

 
 

Fig. 2. Flat field obtained from NIR observations. 
 

 

 
 

Fig. 3. (a) The centreline plot of an order image before (blue) and after (red) the flat field correction. Zoom on the continuum 

(b) and on a solar line (c). 
 

 

4. Estimation of Stray Light 
 

The order images also need to be corrected from 

stray light to improve the quality of the final solar 

spectrum. The stay light image is not provided with the 

data and therefore must be estimated. For this, the 

average image of the diffraction orders before intensity 

correction calculated during the flat field process was 

used to estimate it. When slices of the average image 

are taken along the y-axis at different x-locations, 

which correspond to solar limbs i.e. the variation in 

intensity along a diameter of the sun, one can see that 

the more one moves to the right, the more the limb is 

spread out (Fig. 4). This finding on the average image 

reveals that all NIR diffraction orders have this 

systematic distortion. 

Two distinct groups of limb shapes can be 

distinguished. The first consists of almost symmetrical 

limbs, very smooth at the bottom and always present 

in the middle and to the right of the images (red and 

green curves in Fig. 4). The second group consists of 

non-symmetrical limbs, very sharp on the right, which 
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are present on the left of the images (blue curve in Fig. 

4). This difference of shape between the limbs is most 

likely due to complex instrumental effects that cannot 

be precisely explained. One of the hypotheses is the 

shape of the psf (point spread function), which is very 

variable in the field of view of the instrument. In the 

following, a symmetrically spread limb will be 

considered, that is to say more in the centre or to the 

right of the average image. 

 

 

 
Fig. 4. Limbs extracted from the average image at different 

x-coordinates: left location in blue, middle in red,  

right in green. 

 

 

It can be seen by looking more closely at the shape 

of the limbs extracted from the NIR images that it is 

very spread out compared to that expected from the 

theory such as that given by the model of the solar limb 

darkening function of Hestrofer and Magan (H&M) 

[2]. This is probably due to the optical properties of the 

spectrometer components. Moreover, since the limb 

along the y-axis is not resolved by the NIR 

spectrometer, stray light and the dark current of the 

detector will be responsible for its spreading at the 

extreme limb i.e. at the low image intensity levels. The 

idea is therefore to estimate the stray light at the 

extreme limb where it is preponderant. Indeed, there is 

very little light detectable by the spectrometer beyond 

the sun delimited by its radius that is to say near its 

photospheric surface. To confirm this idea, the solar 

limbs as observed in the images formed with the NIR 

spectrometer were simulated thanks to the H&M 

model. The simulation must also have a model 

explaining the linear spreading of the limbs by the 

optical components of the NIR spectrometer.   

The solar image was first created using the H&M 

model giving in parameter the apparent sun radius 

obtained from the ephemerides [3] and the wavelength. 

The optical element suspected of spreading the solar 

limb is the AOTF. Indeed, it acts as a spectrometer [4] 

and therefore several shifted images of the sun will 

form in the spectral band allowed by the frequency 

controlling the AOTF and will be superimposed on the 

photometer slit. To account for this effect, the 

simulated image of the sun is summed several times 

(500) by shifting it in a given direction between each 

summation. The simulated solar images depend on the 

wavelength but this effect has not been considered 

because it is of second order. The number of 500 

frames added was determined empirically, testing 

different values and taking after what best matches the 

observed limbs. 

From there, the effect of the NIR spectrometer slit 

is introduced by taking a section in the integrated 

image and giving it a certain angle. The slit has also 

been decentered from the centre of the image. These 

two parameters are then estimated in an optimization 

process to have the best fit with the real data. The 

adjustment between the real limb plotted in black in 

Fig. 5 and that obtained from the simulation in green 

shows a very good agreement justifying the significant 

optical effect induced by the AOTF. The slit angle is 

found to be 7.5 degrees, which is close to the published 

value of 5.5 degrees [1]. 

 

 

 
 

Fig. 5. Theoretical limb (green) with Gaussian stray light 

(red) and the real one (black). 

 

 

Gaussian stray light is then also added in the 

simulation process to see how it will affect the limb. 

The standard deviation and the centre of the Gaussian 

stray light are also parameters retrieved with the 

optimization process. The fit between the real limb and 

the simulated one when Gaussian stray light is added 

is shown in red in Fig. 5. It confirms that the stray light 

affects the bottom parts of the limb at the low intensity 

levels. Fig. 6 zooms in on the lower parts of the 

simulated limbs of Fig. 5 and clearly shows that stray 

light is predominantly present at these intensity levels. 

A method has therefore been developed to estimate 

the stray light thanks to these conclusions from the 

simulations and by considering the average image of 

all the diffraction orders. As already noticed 

previously, the fall in intensity of the limbs has a linear 

decrease from 20 % of its maximum. These parts have 

therefore been approximated by straight lines as shown 

in red in Fig. 7. The passage through 0 of the straight 

lines provides the limit abscissae which define the 

stray light which is extracted. They correspond to the 

nonlinear and low intensity parts of the limbs 

represented in green in Fig. 7. This stray light at these 

two ends of the limb is then fitted by a Gaussian 

function (Fig. 8). The resulting stray light image is 

shown in Fig. 9. Its intensity level is about 6.7 % 

relative to the average image. 
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Fig. 6. Zoom in on the limbs in Fig.5 to show the effect of 

the stray light. 
 

 

 
 

Fig. 7. Linear fitting of the limbs. 
 

 

 
 

Fig. 8. Limb and its associated stray light. 
 

 
Fig. 9. Average image of diffraction orders (top) with its 

associated stray light image (bottom). 

5. Conclusions 
 

The NIR spectrometer aboard the TGO mission 

orbiting Mars records the solar spectrum as it points 

toward the sun and its line of sight is above the 

atmosphere. This spectrum serves as a reference for all 

the spectra that will then be acquired through the 

Martian atmosphere which is probed. The NIR 

spectrometer provides for this purpose images 

corresponding to each of its diffraction orders which is 

generated according to the AOTF frequency used. 

These images must then be processed. If the dark 

current of the images is systematically corrected on 

board, the fact remains that the images must be 

corrected for flat field and stray light. It is therefore 

this work that is the subject of this paper. For this, data 

specially acquired both to build the solar spectrum on 

the 0.7-1.7 µm domain and for the calibration of the 

spectrometer were used in order to estimate the flat 

field and the stray light images of the instrument. A 

new flat field estimation method has been exposed here 

and developed. It made it possible to obtain a flat field 

of sufficient quality for the processing of the images of 

the NIR diffraction orders. Indeed, the level of flatfield 

fluctuation is of the order of one percent (1.2 %) at the 

center of the images of the diffraction orders and is  

1.7 % at its order edges due to the low level of light 

intensity in these regions. The stray light image was 

also estimated. A simulation was first developed to 

explain the shape of the solar limbs, which are slices 

taken from the average image of the diffraction orders 

along the y axis. The Hestroffer & Magnan solar model 

of the center-limb darkening function of the intensity 

was used to simulate wavelength-dependent images of 

the sun as observed at the AOTF output. It has thus 

been shown that the AOTF is responsible for the shape 

of the average image of the diffraction orders but also 

that the stray light can be obtained from the intensity 

at the bottom of the extreme limb. It was found that the 

intensity level of the stray light image is about 6.7 % 

compared to that of the average image.  
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Summary: In the framework of modern gamma spectroscopy experiments, the higher counting-rate and radiation hardness 

requirements highlight the need for a new generation of detectors, based on electrons-collecting electrodes. The N3G (Next 

Generation Germanium Gamma detectors) experiment was born in order to achieve this goal, applying the PLM (Pulsed Laser 

Melting) doping-technique to hyper-pure germanium (HPGe) detectors. In parallel to the development of innovative segmented 

HPGe crystals, this experiment is also aimed at the development of a detector containment system complete of contact 

structures and front-end electronics. An ASIC pre-amplifier is being designed: a first version has been tested at room 

temperature but further versions are foreseen with capability to operate at cryogenic temperatures, or at least suitable to work 

with a cryogenic input external JFET transistor. A resolution of 1.08 keV with 15 pF of input capacitance was obtained on a 

test-bench with 6 �s of shaping time using a pulser as pre-amplifier input. 

 
Keywords: Gamma spectroscopy, Low-noise electronics, Charge-sensitive pre-amplifier, Germanium detectors. 

 

 
1. Introduction 
 

Hyper-pure Germanium (HPGe) segmented 

detectors have a key role in modern gamma 

spectroscopy experiments, as demonstrated by the 

research campaigns with the arrays AGATA [1] and 

GRETA [2]. These devices, eventually coupled with 

ancillary arrays [3, 4] are characterized by two key 

features. The first one, shared with conventional  

non-segmented HPGe detectors like the ones adopted 

by arrays like GALILEO [5], is the excellent energy 

resolution. The second key feature is the 

unprecedented positional resolution. The former is 

ensured by the physical properties of the HPGe crystals 

while the latter is obtained thanks to the external 

electrodes’ segmentation. The various interaction 

points of the 𝛾-rays performing Compton scattering 

inside the crystals are reconstructed thanks to Pulse-

Shape Analysis (PSA) algorithms. In fact, the position 

of each interaction influences the collection time of the 

charge carriers and induces different zero-area signals 

in the neighboring electrodes thanks to the Ramo 

theorem. PSA algorithms analyze the rise-time of the 

signals of the segments that have fired and the pulses 

induced on the adjacent ones. These data are compared 

with a database of position-known events and an 

estimate of the position of the interactions is obtained 

with an accuracy of 5 mm FWHM [6, 7]. 

At the state of the art, the external segmented 

electrodes collect holes while the common inner rod 

collects electrons. Due to the lower capacitance, lower 

dark current and lower event rate, and thus overall 

better resolution, the energy measurement is 

performed using the information coming from the 

external segments. Unfortunately, holes tend to be 

easily trapped in the defects of the crystals caused by 

neutron damage. In the upcoming years’ nuclear 

physics experiments, higher event rate and harder 

radiation environments are foreseen and the neutron 

damage concerning the detectors may consequently 

increase. For this reason, an evolution of the detector 

technology will be paramount: in particular it will be 

essential to develop doping techniques to realize 

external electrons-collecting segments, with long-term 

benefits on the energy resolution. In fact, contrary to 

holes, electrons are much less prone to trapping by 

defects induced by neutron damage. 

The N3G (Next Generation Germanium Gamma 

detectors) project fits in this context. It is a national 

project funded by the Italian National Institute of 

Nuclear Physics (INFN). It was born in 2021 from the 

collaboration of Laboratori Nazionali di Legnaro 

(LNL-INFN), University and INFN of Padova, 

University and INFN of Ferrara and University and 

INFN of Milan. The main goal of this three-year 

project consists of the implementation, management 

and maintenance of complex coaxial segmented HPGe 

detectors doped with the innovative Pulsed Laser 

Melting (PLM) technique. Together with the aspects 

strictly concerning the detector crystals, this project 
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includes the development of cryogenic containment 

and contact systems. The usage of state-of-the-art 

discrete pre-amplifiers is foreseen, together with the 

development of dedicated, innovative, integrated 

Charge-Sensitive Pre-amplifiers (CSP). 

In Section 2 general project strategies and 

methodology are presented. In Section 3 the results of 

the preliminary characterization of an ASIC CSP 

prototype are shown. 
 

 

2. Methodology 
 

In the next subsections the strategies for the 

realization of the detector containment and contact 

systems will be reported. In Subsection 2.3 a simple 

yet effective technique to experimentally simulate the 

detector, the contact system and their interaction with 

the aluminium case is reported. 
 

 

2.1. Detector Containment System 
 

Five coaxial cylindrical detector prototypes are 

foreseen in the project. The first ones will be smaller 

(50 mm height, 50 mm diameter, 12 lateral segments, 

4 frontal segments) with respect to the final ones that 

will have roughly the same size of an AGATA detector 

(90 mm height, 80 mm diameter, 36 lateral segments, 

6 front segments). Each crystal will be inserted in an 

aluminium barrel-like case that can both ensure proper 

operation in cryogenic vacuum and work as an IR 

shield (see Fig. 1). Inside the containment system FR4 

boards and/or dielectrics with high loss should be 

avoided in order to ensure best noise performances. 

For these reasons only ROGERS 4003c or polyimide 

substrates will be used for rigid/flexible PCBs (Printed 

Circuit Boards) inside the container. PTFE will be also 

avoided since fluorine interacts with neutrons and may 

pollute the measured 𝛾 spectra. Glass-fiber-reinforced 

PEEK [8] will be evaluated as material for the 

realization of a non-conductive crystal case inside the 

aluminium container. The crystals will be supported by 

a rod (realized with the same material of the case) 

inserted in their inner cylindrical cavity. Since the 

inner electric contact is realized with a thick deposition 

of Lithium, the mechanical friction with the support 

rod, with or without a protection Indium layer, is 

supposed to not scratch and damage the detector. On 

the contrary, the bottom surface of the crystals is 

passivated and must not be touched by mechanical or 

electrical elements. Research will be performed to find 

a mechanical single-wave spring that will retain 

sufficient elasticity to keep the crystal in position 

independently on the container absolute orientation. 

According to information sourced by spring suppliers 

[9], 302 or 316 stainless steels are good candidates for 

the purpose. The aluminium containment barrel is 

closed by a stainless-steel flange on which are welded 

both the electrical feed-through connections and the 

vacuum inlet. Although this material is not transparent 

to 𝛾 radiation, it can be used for the flange since it is 

placed on the opposite side with respect to the radiation 

entering surface. 

 

 

2.2. Connection System 

 

The connections of the electrodes of the detector 

must guarantee a good electrical contact, even at 

cryogenic temperatures, without scratching their 

surface. For this reason, a flexible PCB realized on a 

Kempton (polyimide) substrate was designed that 

wraps the crystal. The copper contacts are flashed with 

gold and may host a small Indium solder ball in order 

to guarantee optimum contact adhesion on the detector 

electrodes. 

 

 
 

Fig. 1. Rendering of the detector inside the PEEK case  

and the aluminium container. Flexible PCB omitted  

for clarity. The rigid PCB directly hosts the feed-through 

contacts. A dummy simulacrum substitutes the detector,  

as explained in Section 4. 

 

 

This flexible PCB is connected with pin strips to a 

rigid one, which is shaped according to the constraints 

set by the geometry of the feed-through connectors. 

Through these components, signals are sent outside the 

canister to the PCB that hosts the input transistors of 

the CSPs, kept at cryogenic temperature by the cold 

finger in order to minimize the electronic noise. 

The high voltage rod has a dedicated feed-through 

that reaches the inner contact of the detector and 

ensures electrical connection with a small,  

spring-loaded clip. 

 

 

2.3 Dummy Detector 

 

In order to validate the electrical and mechanical 

system described in the previous sections, a dummy 

detector was designed (Fig. 2). It is a simulacrum of 

the first detector prototype developed for the N3G 

experiment, since it faithfully reproduces its geometric 

shape and electrical properties. Its structure is a  

3D-printed ABS hollow cylinder with diameter and 

height of 50 mm. The bottom of such cylinder is 
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separately printed and removable. The detector 

segmentation is simulated with copper foils applied on 

the external surface: 12 rectangular electrodes are 

placed on the side while the four on top have a quarter-

circle shape. The crystal inner electrode is simulated 

with a copper tube with adequate diameter. 

The electrical behavior of the HPGe detector is 

simulated by connecting through a test capacitor each 

external segment of the dummy with the central 

electrode and injecting a step voltage signal on it. In 

this way it is possible to simulate with a pulser the 

delta-like current signals produced by the detector in 

consequence of radiation interaction while faithfully 

representing the electrodes capacitance that, according 

to simulations, is in the order of 15 pF. This value is 

slightly lower for the 4 segments of the upper surface, 

where a reasonable value is around 4.7 pF. The usage 

of the dummy allows to validate the whole contact 

system and the front-end electronics. In addition, it 

allows to accurately evaluate the stray capacitance 

seen by the detector electrodes due to the coupling to 

the grounded canister. 

 

 

 
 

Fig. 2. On the left: photograph of the dummy detector.  

On the right: simplified schematic of the dummy electric 

connections. The capacitors drawn in solid black are the ones 

used to inject the current pulses on the outer segments.  

The dashed ones represent the stray capacitive coupling  

to the canister. 

 

 
2.4. Front-end Electronics 
 

The N3G project will rely in its first phase on 

conventional discrete-type charge-sensitive  

pre-amplifiers (CSP). The core of such circuits is a 

low-noise wide-bandwidth operational amplifier in 

active-integrator configuration. This is constituted of a 

cold part and a warm part. The first is contained inside 

the detector’s cryostat and is made of the input JFET 

transistor and the passive feedback network, made of a 

high-valued resistor in parallel with the feedback 

capacitor. This part is kept at liquid nitrogen 

temperature to minimize the series (from the JFET) 

and parallel (from the feedback resistor) noise 

contributions. The warm part of the circuit, housed 

outside the cold part of the cryostat, completes the  

op-amp and generally includes additional features like 

a pole-zero compensation stage that reduces the 

exponential-decay time constant. 

The N3G project foresees the development of 

ASIC CSP solutions and the comparison with 

conventional solutions. The experimental results 

obtained with the first ASIC CSP prototype are 

presented in Section 3. 
 

 

3. Experimental Results 
 

The first N3G integrated pre-amplifier prototype is 

realized in AMS C35B4C3 (350 nm) technology. Two 

different versions of the charge-sensitive pre-amplifier 

are being designed. The first one is fully integrated 

[10] and meant to be placed inside the cryostat. It 

makes use of a MOS input transistor. The second one, 

instead, is a hybrid discrete/integrated circuit that 

requires an external JFET input transistor. Thanks to 

the latter configuration it is possible to divide the  

front-end electronics, placing the input transistor 

inside the cryostat at cryogenic temperature and the 

CSP outside it at room temperature [11]. The design of 

a cryogenic CSP [12] is particularly challenging, since 

no transistor models are available for such a low 

temperature. Best practice will be to characterize a 

bunch of test structures at Liquid Nitrogen (LN) 

temperatures and create custom models to perform 

simulations. 

The first prototype of fully-integrated CSP (Fig. 3) 

was tested at room temperature on a test bench using a 

pulser. A 15 pF capacitor was used to reproduce the 

single segment capacitance. The pre-amplifier is 

equipped with a feedback path consisting of an 

external 1 GΩ resistor in parallel with an integrated  

0.2 pF feedback capacitor. The choice of a discrete 

resistor is determined by the necessity to minimize the 

parallel noise contribution [13, 14]. The CSP is 

characterized by an 8 MeV dynamic range which, 

thanks to an innovative system of fast-reset [15, 16], 

can be extended up to 40 MeV or more. The extension 

of the conventional dynamic range of the pre-amplifier 

above the saturation threshold not only allows to 

reconstruct the energy deposited by heavy ions 

impinging on the detector, but also allows to reduce 

roughly by a factor 103 the dead time in case of 

saturation. 

For energies below the saturation threshold, the 

pre-amplifier works in a conventional way. It produces 

exponential-type signals with leading-edge fall-time in 

the order of 20 ns and a time constant of 200 us. The 

circuit Equivalent Noise Charge (ENC) was measured 

feeding the CSP output to a commercial  

Quasi-Gaussian shaping amplifier. The results 

obtained for different shaping times are reported in 

Table 1. With the optimal τs of 6 μs and 10 μs, the best 

energy resolution of 1.08-keV was obtained. 

The innovative fast reset circuit that equips the CSP 

allows to retrieve the energy information on the events 

that bring the pre-amplifier into saturation. This 

technique is based on the idea of the collection, in case 

of CSP saturation, of all the charge deposited on the 

input node by means of a constant current generator. 
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Fig. 3. Microphotograph of the ASIC CSP prototype.  

The center and each of the four sides contain a circuit  

with different parameters. The top side, in particular, hosts 

the version that requires an external JFET as input transistor. 

 

 

Table 1. ENC and energy resolution for 1 MeV interactions 

for different values of shaping time. 

 

𝞃(𝝻s) ENC (eRMS) FWHM (keV) 

0.5 244 1.71 

1 204 1.42 

2 173 1.21 

3 163 1.14 

6 155 1.08 

10 154 1.08 

 

 

The measurement of the time required for the 

complete collection gives information about the charge 

removed: in particular, such time duration is 

proportional to the charge released during the 

saturation interaction summed up with the residual 

charge due to the pre-event baseline level [17, 18]. 

Other solutions have been developed to remove the 

contribution from the baseline itself [19]. The CSP 

behavior during the reset phase is pictured in Fig. 4. 

When the output signal crosses a predefined threshold, 

the reset phase is activated. The pre-amplifier stays in 

saturation until enough charge is removed from its 

input. Recovering from saturation, the CSP output 

voltage comes back to its quiescent voltage level with 

a constant slope naturally determined by the value of 

the feedback capacitor and the reset current. When the 

signal crosses a second predefined threshold the reset 

ends and the CSP is ready to work again in the 

conventional mode. While the reset is active the CSP 

outputs an auxiliary rectangular waveform that can be 

profitably used to measure the duration of the 

procedure. The linearity and resolution measurements 

for this operational configuration were performed with 

a 2-GS/s oscilloscope and are reported in Table 2. A 

pulser was connected to the CSP input in order to 

simulate events in an HPGe detector from 8 to 40 MeV. 

For each of the 9 selected energies, 100 events were 

recorded. The reset time duration was measured by 

means of trivial digital algorithms. After proper 

calibration, the energy resolution obtainable with the 

reset technique was calculated from the time-duration 

dispersion. 

As can be seen, considering events impinging on 

the detector with energy greater than 15 MeV, the 

resolution obtained is better than 0.11 % FWHM. The 

resolution below the threshold of 0.2 % at 8 MeV in 

reset mode can be considered the best result obtained 

so far with such a technique. This result is relevant 

since the 0.2 % FWHM value is considered to be the 

standard resolution requirement in gamma 

spectroscopy. 

 

 

 
 

Fig. 4. Fast-reset signal for a high energy event that brings 

the CSP into saturation. The time duration of the signal is 

proportional to its energy. 

 

 

Table 2. Linearity and energy resolution of the fast-reset 

circuit. In the last column the FWHM is reported in terms 

of percentage of the measurement. 

 

Tduration 

(ns) 

Energy 

(MeV) 

FWHMres 

(keV) 

FWHMres 

(%) 

822.5 8.15 15 0.18 

1266.0 12.22 15 0.13 

1707.6 16.30 18 0.11 

2152.2 20.37 17 0.08 

2599.0 24.44 18 0.07 

3046.0 28.52 18 0.06 

3492.5 32.59 19 0.06 

3940.8 36.67 19 0.05 

4387.3 40.74 19 0.05 

 

 

6. Conclusions 
 

The developments for the N3G project are still 

ongoing. The collaboration is waiting for the first 

canister and flexible connections prototypes before 

summer of 2022. The first results obtained with the 

integrated electronics are very promising and pave the 

way for future developments and tests, especially at 

cryogenic temperatures. Innovative structures are 

being studied [20] to improve the read-out and 

minimize the number of required digitizer channels per 

detector. Great effort is being spent on guaranteeing 

the mechanical/electrical compatibility of this system 



8th International Conference on Sensors Engineering and Electronics Instrumentation Advances (SEIA' 2022),  

21-23 September 2022, Corfu Holiday Palace, Corfu, Greece     

148 

with the cryogenic setups available among the 

collaboration, including the mechanical support of the 

cryostats cold fingers and the external electrical 

connections. Tests with real detectors are planned for 

the end of 2022. 
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Summary: In this work, a low-component-count low-noise charge-sensitive preamplifier for nuclear spectroscopy is 

presented. This device is designed for an experimental application that performs particle multiple-scattering experiments using 

silicon photodiodes as alternatives to commercially available silicon detectors. The foreseen spectroscopic energy range in the 

target application is between 10 and 500 keV. This pre-amplifier is designed to maximize the resolution in high counting-rate 

situations. It has a resolution of 1.2-1.3 keV FWHM (measured at the test bench) with shaping times between 0.5 μs and 2 μs 

and a rise-time of 39 ns (10-90 %). The first circuit stage is made of discrete components, while the second is based on the 

LM6171 operational amplifier. The circuit has been characterized both on a test bench with a pulser and in a realistic 

experimental condition, connected to an OSRAM photodiode. The device was compared with two commercially-available 

models, showing the best performance in terms of resolution and similar performance in terms of leading-edge rise time. 

 
Keywords: Silicon detectors, Particle spectroscopy, Charge-sensitive pre-amplifier. 

 

 

1. Introduction 
 

Multiple-scattering experiments [1, 2] involve the 

measurement of the angular distribution of a  

charged-particle beam after impinging on a thin target 

of different materials. One or more detectors are placed 

at different angles with respect to the beam direction 

and are used to measure the energy distribution and the 

fraction of the beam particles that are deflected and 

pass through the sensitive area of the detector. The 

results obtainable with such experiments can be used 

to improve the multiple-scattering simulation 

algorithms implemented worldwide in different fields 

that include but not limited to medical physics. 

Even if commercially available photodiodes are 

generally coupled to current amplifiers [3, 4], some 

state-of-art works [5, 6] demonstrate the possibility to 

couple them with charge-sensitive preamplifiers to 

detect electrons and protons in the 20-100 keV range 

scattered by thin targets made of metals, carbon and-or 

composites with equivalent thickness between some 

μg/cm2 and some mg/cm2. The preliminary results are 

very encouraging. These experiments can require the 

spectroscopic chain (preamplifier, shaping amplifier, 

multichannel analyzer) to work with a relatively high 

counting rate (>10 kHz): an energy resolution around 

1 keV with short shaping times (under 2 μs) is strongly 

advised. A good spectroscopic chain requires the 

preamplifier rise-time to be considerably shorter (not 

less than an order of magnitude) than the shaping time. 

Considering a shaping time of 0.5 μs, a rise-time not 

longer than 50 ns is mandatory. 

In this paper a discrete-type Charge-Sensitive 

Preamplifier (CSP) is presented that has the required 

properties for the aforementioned application. In order 

to evaluate its performance, it is compared throughout 

this work with two commercially-available 

discrete/hybrid charge-sensitive preamplifiers for 

radiation detectors. The usage of photodiodes as  

low-cost detector alternatives have multiple practical 

applications, both commercial and academic. The 

possibility to couple them with an easy-to-build 

discrete-type charge-sensitive preamplifier with good 

energy resolution can allow, among the other things, 

for the realization of low-cost fully functional 

spectroscopic chains for educational purposes. 

In Section 2 the circuit structure will be briefly 

described. The results of the first test-bench 

characterization are reported in Section 3. After the 

preliminary tests, the preamplifier was mounted inside 

a vacuum chamber and tested with a pulser in realistic 

operating conditions. The final preamplifier 

characterization/comparison was performed with the 

acquisition of the photon spectrum of a 241Am source. 

All these results are reported in Section 4. 

 

 

2. Circuit Description 
 

The circuit (Fig. 1 and Table 1) is based on a two-

stage design. The first stage consists of a charge-

sensitive amplifier made of discrete bipolar transistors. 

The input structure is realized with a low-noise JFET 

in common-source configuration. The second stage, 

which acts as a buffer and gain stage, is built on a 

LM6171 operational amplifier. Simple active filtering 

for the power supply has been chosen to ensure a good 

preamplifier noise performance even with noisy power 

sources. Simplicity and low component count has been 

the driving philosophy in the design of this 
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preamplifier. This work is aimed at providing a circuit 

that is simple enough to be realized on a single-layer 

printed circuit board (PCB). 

 

 

2.1. Input Stage 

 

The single-ended input stage is made with a BF862 

channel JFET from NXP semiconductors with 1 kW 

load. This transistor ensures both high 

transconductance and relatively small input 

capacitance (from the datasheet it is around 10 pF). It 

is biased with a 6 mA current. This transistor has been 

chosen successfully in uncountable CSP projects in the 

nuclear spectroscopy community [7-9], especially in 

those aimed at high resolution gamma spectroscopy 

with germanium detectors. Even if this device is now 

officially obsolete it is still possible to find it in 

resellers worldwide. According to simulations, with 

small-to-none circuit modifications (and without 

performance loss) this component can be substituted 

with other JFETs like the On Semiconductor 

CPH3910. Simulations demonstrate that these 

transistors, characterized by low 1/f noise and 6-10 pF 

input capacitance, given 6 mA of bias current, ensure 

20 mS of transconductance. 

 

 
 
Fig. 1. Schematic diagram of the preamplifier.  

For the components values please refer to Table 1. For better 

clarity the power supply filtering circuit is omitted. 

 

 

2.2. The Discrete Differential Stage 

 

The JFET collector voltage is sent to the input of a 

custom-operational amplifier made of discrete UHF 

(Ultra-High Frequency) BJTs (MMBTH10 for NPN 

and MMBTH81 for PNP). This circuit topology 

ensures an open-loop gain around 4·104 and a  

unity-gain bandwidth of 400 MHz. The signal  

rise-time (10 %-90 %) on the Q5 emitter (output of the 

first stage) is under 10 ns (more realistically 5 ns). The 

bandwidth of the op-amp can be reduced by adding 

capacitor C4. The natural base-collector stray 

capacitance of Q1 was enough to keep the device stable 

with no added detector capacitance, providing a 

dominant pole in the order of 200 kHz. The following 

pole is due to the stray gate-drain capacitance of J1 and 

is located around 20 MHz. The base voltage on 

transistors Q1 and Q2 is chosen, given the input FET 

load resistor, according to the desired current on J1. 

Simulations demonstrated that choosing a telescopic 

cascade structure, essentially doubling the already 

present pairs of MMBTH10 and MMBTH81 

transistors, would only increase the open-loop gain by 

a factor 2 at the expense of limiting the positive output 

dynamic range. This result encouraged the choice of a 

simpler yet effective design. 
 

 

Table 1. List of components and values of the schematic  

in Fig. 1. For the values of CTEST please refer to Table 2. 

 

Component 
Value or 

Model 
Component 

Value or 

Model 

R1,3 50 CF 0.2p 

R2,4,9,10 1K C1,2,3 2×4.7u 

R5,6 51 C4 optional 

R7,8 4.7K C5 1u 

R11 10K Q1, Q2, Q5 MMBTH81 

R12 39 Q3, Q4 MMBTH10 

R13 11 U1 LM6171 

RF 1G J1 BF862 

 

 

Table 2. Test capacitor values and corresponding ratio 

between pulser signal and equivalent energy in silicon.  

The 50 Ω termination of the pulser signal is made of a 10 Ω 

resistor in series with a 39 Ω resistor, which constitutes  

a 10/49 voltage divider. If the pulser produces a 10 mV  

peak-to-peak signal, the actual voltage step that drives  

the test capacitor is 2.04 mV. 

 

Board 

Number 

CTEST 

[pF] 

Pulser 

Amplitude [mV] 

Equivalent Energy 

in Silicon [keV] 

1 0.2 10 10.7 

2, 3 1 10 53.5 

 

 

Being the device designed for positive charge 

signals, the output stage is an A-class single-transistor 

one, optimized for negative voltage signals. The 

feedback network is made of a 0.2 pF capacitor and a 

1 GΩ resistor. The first ensures a gain of 5 mV/fC 

while the second contributes to the input current noise 

with a physical spectral density as low as 4 fA/√𝐻𝑧. 
Discrete feedback resistors ensure to avoid unwanted 

colored parallel noise components due to the feedback 

device capacitive coupling [10, 11]. A test capacitor 

between 0.2 pF and 1 pF has been chosen (Table 2). 

 

 

2.3. The Second Stage 

 

The second stage is based on LM6171 operational 

amplifier configured as inverting amplifier. It provides 

just a signal boost of a factor 10. In principle the pure 

amplification of the signal cannot improve the  

signal-to-noise (S/N) ratio in any way. This is true for 

compact environments with strong and reliable ground 

references. In actual experimental conditions long 

cables and unreliable ground references make the pure 
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amplification of the signal at the source a good solution 

to limit the S/N worsening. Where possible, this should 

be solved with proper differential output from the 

preamplifier and differential-to-single-ended 

converters next to the shaping amplifiers. The LM6171 

reduces the bandwidth of the preamplifier, becoming 

the limiting factor in determining the 39 ns rise-time. 

Although the noise specifications of this operational 

amplifier suggest that its impact on resolution should 

be minimal, both simulations with LM6171 model and 

experimental results may suggest differently. Future 

works must address this point, evaluating the 

resolution enhancement obtainable by substituting the 

LM6171 with a more performing op-amp. 

The choice of the AC coupling between the first 

and second stage is mainly due to the unpredictability 

of the quiescent DC point of the first stage, determined 

by the operating point of the input transistor J1 and, to 

a smaller extent, to its tiny gate current insisting on the 

1 GΩ feedback resistor. Not only this DC value but 

also its fluctuation in time or respect to temperature can 

be an issue if multiplied by a factor 10 by the second 

stage. The AC coupling ensures a 0 V DC operating 

point at the output of the CSP. The only precaution is 

to keep the characteristic time of the pair C5-R10 

larger than the decay constant of the preamplifier in 

order to ensure proper coupling of the CSP with the 

pole-zero-cancellation stage of the shaping amplifier. 

Even if a single-ended output was chosen for this 

circuit, a differential signal can be easily obtained 

substituting the LM6171 with a LM6172 and using the 

spare operational amplifier to drive a non-inverted 

signal. The use of a differential line would solve the 

issues related to poor ground references. 

Unfortunately, numerous spectroscopies shaping 

amplifiers that can be found in labs accept only a 

single-ended input signal. 

 

 

2.4. Power Supply Filtering 

 

In order to avoid energy resolution degradation due 

to noisy supplies, a simple yet effective active filtering 

was added to the board (see Fig. 2 and Table 3). A pair 

of MMBT3904 and MMBT3906 transistors drive the 

two power rails of the circuit, properly filtered by  

RP1-CP1-CP2 and RP3-CP3-CP4. Resistances RP2 

and RP4 work as protections for QP1 and QP2 in case 

of accidental short circuit. CP6, CP8, CP9 and CP10 

act as bypass capacitors and thus require to be placed 

in close contact to the discrete opamp power lines and 

LM6171 power supply pins. This device is not 

designed with strict power consumption restrictions in 

mind. The average power consumption (Table 4) is 

500 mW. In the following paragraphs some advice is 

given in order to reduce the power consumption 

without excessively sacrificing the overall circuit 

performance. 

If a lower power consumption is required, the first 

possible modification is to substitute R9 with a larger 

resistor, reducing the current of the output buffer. 

Ideally even a 10 kΩ resistor can be used. 

 
 

Fig. 2. Schematic diagram of power supply section  

of the preamplifier. For the components values please refer 

to Table 3. Capacitors with the “+” are polarized. 

 

 

Table 3. List of components and values of the schematic  

of the power supply section in Fig. 2. Polarized capacitors 

are indicated with the label "pol." 

 

Component 
Value or 

Model 
Component 

Value or 

Model 

RP1, RP3 50 CP1,3,5,7 10u pol. 

RP2, RP4 200 CP2,4,6,8,9,10 10n 

RP5 1M CP11 1n 

QP1 MMBT3904 QP2 MMBT3906 

 

 
2.5. Considerations on Power Consumption  

       and Possible Power-saving Modifications 

 

This would affect the positive output dynamic 

range, limiting the linearity of the first stage to input 

charges not larger than -200 fC. This doesn’t affect the 

dynamic range at the output of the second stage 

because, due to the gain of 10, it saturates before the 

first one. The net result would be the reduction of the 

power consumption down to 270 mW. 

A further power reduction can be obtained 

reducing the bias current of the differential stage Q1-4 

substituting R4 with a larger one. Such modification 

doesn’t affect in appreciable way the noise 

performance of the circuit, but has impact on the  

open-loop gain. According to simulations, substituting 

R4 with a 6 kΩ resistor would reduce the open-loop 

gain by a factor 3. The reader should consider that 

reducing the bias current means not only reducing the 

Q1 and Q2 transconductance but also increasing the 

output resistance of Q1-4 (and that the open-loop gain 

is proportional to the product of the two). Also, the 

impedance seen on the base of Q5 (500 Ω multiplied 

by a reasonable Q5 current gain of 100) affects the  

open-loop gain since it goes in parallel with Q2-Q4 

output impedance. A high open-loop gain is crucial for 

the long-term CSP gain stability and for the energy 

resolution in long acquisitions. 

Such modification would further reduce the power 

consumption by 120 mW. It’s not advisable to reduce 

the bias current of the input transistor because a high 

transconductance is paramount to achieve a good 

energy resolution, especially at short shaping times. 
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Table 4. Current and power consumptions of the three 

prototype boards. All values are given with ±1 mA of error. 

 

Board 

Number 

+12 V Current 

[mA] 

-12 V Current 

[mA] 

Total Power 

[mW] 

1 24 18 504 

2 25 18 528 

3 25 19 528 

 

 

3. Test-bench Characterization 

 
The first test of the three realized preamplifier 

boards was made on a dedicated test bench in an 

electronics and microelectronics lab of the University 

of Milan. A Lecroy Waverunner 6051A Digital 

Oscilloscope 500 MHz, 5 GS/s was used to capture the 

output signals from an ORTEC 572A shaping 

amplifier. After proper calibration, the preamplifier 

equivalent noise charge (ENC) was calculated 

measuring the root-mean-square (RMS) voltage 

fluctuations on the shaping amplifier's output in 

several 10 ms time windows. The results of this 

procedure are reported in Table 5. 

 

 
Table 5. Preamplifier resolution for different shaping times 

and 0 pF (top table) and 3.3 pF (bottom table)  

detector capacitance. 

 

Shaping 

time [�s] 

Resolution 

[keV FWHM], 0 pF 

Resolution 

[electrons RMS], 0 pF 

Board 1 Board 2 Board 3 Board 1 Board 2 Board 3 

0.5 1.29 1.31 1.28 151 153 149 

1 1.23 1.22 1.23 144 142 144 

2 1.21 1.21 1.20 141 141 140 

3 1.21 1.20 1.21 141 140 141 

6 1.24 1.27 1.28 145 148 149 

10 1.33 1.40 1.42 155 163 166 

 

Shaping 

time [�s] 

Resolution 

[keV FWHM], 3.3 pF 

Resolution 

[electrons RMS], 3.3 pF 

Board 1 Board 2 Board 3 Board 1 Board 2 Board 3 

0.5 1.33 1.37 1.34 155 160 156 

1 1.26 1.28 1.26 147 149 147 

2 1.23 1.25 1.26 144 146 147 

3 1.23 1.26 1.25 144 147 146 

6 1.24 1.31 1.33 145 153 155 

10 1.33 1.44 1.44 155 168 168 

 

 

The best-case resolution with 0 pF detector 

capacitance is 1.2 keV FWHM, that corresponds to  

140 electrons RMS while the best-case resolution with 

3.3 pF detector capacitance is 1.23 keV FWHM, that 

corresponds to 144 electrons RMS. The noise fitting 

reveals a substantial contribution (between 120 and 

130 electrons RMS) that doesn't depend on shaping 

time. This noise contribution is reasonably caused by 

the dielectric noise of the FR4 PCB substrate, since the 

1/f noise of the BF862 is known to be much lower. The 

input stray capacitance seems to be higher than 

expected (around 15 pF), and realistically the 

transconductance of the input transistor is estimated 

around 10 mS. These results demonstrate a reasonably 

good choice of the input transistor and bias point, 

although it is mandatory to address the problem of the 

noisy substrate in the next circuit revision, since it may 

be a huge limiting factor. Using a short shaping time 

(0.5 us) the resolution loss respect to the optimum case 

is around 8 %, confirming the device adequacy for the 

foreseen application. The achieved resolution is 

however 5-10 electrons RMS worse respect to the one 

achieved in literature with hybrid circuits using a 

custom integrated operational amplifier after the input 

transistor [8]. Circuits operated at low temperature 

[12] can easily achieve much higher resolution 1.2 keV 

in germanium) thanks to the low thermal parallel noise, 

but long shaping times (10 us) are required. 

Following a similar procedure, the preamplifiers 

were checked to have a linear dynamic range up to 

positive input charges corresponding to 500 keV in 

silicon. This result ensures that the LM6171 

operational amplifier is capable of driving a terminated 

50 Ω coaxial line up to the desired voltages without 

appreciable distortion. 
 

 

4. Characterization in Realistic Experimental  

    Conditions 
 

The preamplifier board has been installed in a 

vacuum chamber, the same of its final application and 

situated in the LAL (Laboratório do Acelerador 

Linear) of the Physics Institute of the University of Sao 

Paulo (IFUSP). Here it has been characterized again 

both with pulser and detector and directly compared 

with two commercial CSPs for radiation detectors, 

here called 1 and 2. All preamplifiers were installed 

inside the chamber and kept in close contact with the 

detector. For spirit of correctness, it's important to 

point out that commercial preamplifier 1 is a  

low-power one with power consumption slightly lower 

than 20 mW while commercial preamplifier 2  

dissipates 70 mW. 

The detector used in these tests is the BPX65 

photodiode by OSRAM, characterized by a junction 

capacitance of 2.3-2.6 pF with a reverse bias voltage 

of 18 V. Please note that, although the experimental 

condition violates the principle of capacitive matching, 

the data-sheets of both commercial preamplifiers 

ensure that the best energy resolutions are achieved 

with lowest possible detector capacitance. Moreover, 

the input transistors of the preamplifiers under test 

share roughly the same input capacitance (10 pF). For 

the test an ORTEC 572A amplifier and an ORTEC 927 

Aspec MCA were used. 
At first the preamplifiers were evaluated with the 

acquisition of an artificial, pulser-produced spectrum. 

The detector was left connected to the CSP input and 

biased so as to have the exact operating junction 

capacitance. The chosen shaping time was 2 us. The 

pulser was programmed to produce three distinct 
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peaks: the corresponding charge was not known a 

priori because there was no exact information about the 

value of the test capacitor inside each preamplifier 

(only the nominal value). That said, knowing the 

relative amplitude of each pulser signal allowed for a 

precise calibration of the intercept (called also  

0-point). This information was used later when 

calibrating the spectrum of the 241Am source: the 

position of the 59.5 keV peak allowed to properly 

estimate the test capacitors. 

The preamplifier resolution was evaluated 

analyzing the now-properly-calibrated pulser spectra: 

the average resolution on the three peaks was taken as 

accepted value. The results are reported in Fig. 3. This 

resolution is worse than the test-bench one (see  

Table 5), but this is related to the less ideal operating 

conditions and definitely expected. In Fig. 4 the 

transient of the preamplifiers to an input 14 mV pulser 

signal is reported. The prototype preamplifier stands 

between the commercial ones with a rise-time of 39 ns, 

a value that is in agreement with the result of the 

simulation (36 ns). It is important to point out that the 

LM6171 is the limiting factor in determining the rise-

time: the first stage has a rise-time of 10 ns or lower. 

The fastest of the three is preamplifier 2, with 13 ns 

and the slower is preamplifier 1 with 80 ns. The rise-

time is calculated as the time required for the signal to 

go from the 10 % to the 90 % of the total amplitude. 

Being the rise-time of the pulser around 8.6 ns this is 

not influencing the measurement in an  

appreciable way. 

The last test performed on the preamplifiers was 

the acquisition of the gamma spectrum of a 241Am 

source. The source was placed at short distance from 

the photodiode, plugged directly on the preamplifier 

board. For preamplifier 1 the photodiode has been 

placed on a dedicated support and connected to the 

preamplifier through a coaxial cable. The chosen 

shaping time was 2 us. In Fig. 5 the spectra acquired 

with the prototype preamplifier and preamplifier 1 are 

reported. Preamplifier 2 has been excluded from this 

measurement due to its considerably lower resolution. 

The values of resolution for each peak are reported in 

Table 7. The FWHM of the 59.5 keV peak is 2.12 keV 

for the prototype preamplifier and 2.73 keV for 

commercial preamplifier 1. This last comparison can 

be considered the final proof of the prototype circuit 

performance. 
 

 

5. Conclusions 
 

A discrete-type charge-sensitive preamplifier for 

silicon photodiodes has been presented. This was 

conceived for a specific application: nuclear 

spectroscopy in the 10-500 keV range (charged 

particles) for multiple-scattering experiments. It was 

designed to have a good energy resolution  

(140-160 electrons RMS with added detector 

capacitance between 0 and 3.3 pF with shaping times 

between 0.5 and 2 𝜇s and a rise-time of 39 ns. The 

simple design and low component count make this 

device suitable for single-layer designs. 

Table 7. Resolutions of the five peaks of the 241Am spectra 

in Fig. 5, both for the prototype and the commercial CSPs. 

 

Peak 

Energy 

[keV] 

Comm. Preamplifier 1 Prototype Preamplifier 

Fitted Energy 

[keV] 

Peak 

FWHM 

[keV] 

Fitted Energy 

[keV] 

Peak 

FWHM 

[keV] 

13.9 13.93 2.82 13.96 1.95 

17.7 17.45 2.88 17.54 2.24 

20.7 20.97 2.80 21.13 2.22 

26.3 26.18 4.16 26.25 2.87 

59.5 59.5 2.73 59.5 2.12 

 

 

 
 
Fig. 3. Energy resolution of the CSP under test for different 

shaping times. These data are obtained analyzing artificial 

pulser-produced spectra made of three peaks each.  

The energy calibration comes from the analysis of the 241Am 

spectrum. 

 

 

 
 

Fig. 4. Output signals from the preamplifiers in response  

to a 14 mV, 8.6 ns (10-90 %) pulser signal. Signals 

normalized in amplitude. The detector is connected  

and polarized. 

 

 

Although designed for photodiodes with operating 

junction capacitance of 2-3 pF, it is suitable also for 

other types of detectors. The direct comparison with 

commercial discrete charge-sensitive preamplifiers for 

radiation detectors demonstrate the competitiveness of 

the prototype device, especially in terms of resolution 

at short shaping times. The device cannot be directly 
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compared with ASIC CSPs in literature because 

integrated technologies [13, 15] allow for a great 

power consumption reduction with respect to discrete-

type solutions. Regarding the energy resolution, the 

ASIC preamplifier panorama include uncountable 

solutions ranging from ultra-low-noise CSPs for X-ray 

spectroscopy [16] to complex single-channel or  

multi-channel solutions [17, 18] with integrated 

shapers, ADCs [19] and analog memories [20] with 

very different noise performances depending on the 

specific application they have been tailored to. It 

would not be fair to compare this preamplifier with 

such solutions, since this device can be easily built 

with components generally already available in most 

university electronics labs and using a  

self-etched PCB. 

 

 

 
 
Fig. 5. Normalized gamma spectrum of a 241Am source 

acquired with the same photodiode as detector  

but with different preamplifiers. The inset figure shows  

the detail of the 59.5 keV. On this peak the resolution  

of the commercial preamplifier is 2.73 keV while the one  

of the prototype preamplifiers is 2.12 keV 
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Summary: In this work a preamplifier for photodiodes is presented that can be used to perform the Pound-Drever-Hall 

stabilization technique of a laser cavity using a modulator from 10 to 100 MHz. In this frequency band the device ensures a 

transimpedance gain of 5-6 kΩ with 15 pF of photodiode capacitance, with an average input-referred noise density of  

15 pA/Hz1/2. Circuit stability is guaranteed for photodiode capacitance up to 47 pF. Gain is practically unaffected by photodiode 

capacitance between 0 and 47 pF and no tuning of resonant components is required. A simple active feedback circuit allows 

for an AC-like coupling of the preamplifier, while allowing for precise photodiode DC current measurement for beam 

monitoring. The device is based on easily available components and the circuit can fit on a small, single-layer printed  

circuit board. 

 
Keywords: Photodiodes, Laser resonant cavities, Pre-amplifiers, Pound-Drever-Hall technique. 
 

 

1. Introduction 

 
Optical cavities are widely used in almost every 

branch of physics, spanning from spectroscopy [1] to 

quantum optics experiments [2, 3] and gravitational 

waves detection [4], as they provide a simple way to 

obtain a passive gain of the optical power [5]. The 

cavity and the incoming field, typically a laser, must 

be resonant in order to accumulate this power. 

Typically, a controlled environment is not sufficient to 

keep radiation and cavity in resonance and a proper 

active stabilization system is necessary: a widely used 

method is the Pound-Drever-Hall (PDH) technique [6]. 

The idea beside the technique is to monitor the laser 

beam reflected from the cavity and to extrapolate the 

phase of the reflection coefficient, which is 

antisymmetric with respect to the resonance condition, 

as opposed to its amplitude, which is symmetrical. 

More specifically, the technique consists in 

modulating the laser beam at a frequency Ω in order to 

generate two sidebands around its carrier frequency, 

then monitoring their interference in the reflected 

beam. The interference pattern contains a modulation 

Ω with an amplitude proportional to the laser-cavity 

detuning. The modulation of the laser is performed by 

means of a nonlinear crystal like LiNbO3. By applying 

a sinusoidal voltage to it, its index of refraction 

changes following this voltage, resulting in two 

sidebands. 

The side-band power PSB can be calculated [5] as: 
 

 𝑃𝑆𝐵  =  𝛽2𝑃𝐶, (1) 
 

where PC is the carrier power, which, typically, is 

almost the total power of the beam, and  is a constant 

related to the physical properties of the nonlinear 

crystal, to the voltage applied and to the wavelength of 

the laser. In particular β is proportional to the length of 

the crystal and the amplitude of the applied voltage, 

while inversely proportional to the width of the crystal. 

For example, a LiNbO3 crystal approximately 1 cm 

long and 1 mm wide, with an applied sinusoidal 

voltage of amplitude 10 V and an IR laser radiation of 

1064 nm, that gives a sideband with a power that is 

around three orders of magnitude smaller than the total 

beam. The amplitude modulation of the reflected 

signal is thus very small compared to the mean power 

and therefore requires high gain for proper utilization 

once detected. 

The reflected beam is generally detected with a 

photodiode, de-modulated with a RF mixer and sent to 

a PID (proportional-integrative-derivative) module 

that drives a piezoelectric actuator that corrects for the 

cavity length detuning. 

The average beam power induces a comparatively 

huge low-frequency current on the photodiode with 

frequency content between 0 and some kilohertz, 

related to laser intensity fluctuations. Processing the 

photodiode signal on a single gain path is not practical, 

because the high-frequency (HF) signal used for the 

cavity stabilization is literally submerged by a huge 

low-frequency (LF) one that can easily induce 

saturation in amplifier stages with high gain. A 

common solution is to use a beam splitter with two 

separate photodiodes, one that monitors the LF 

average power and the other that monitors the HF 

necessary for stabilization. 

In this work we present a photodiode preamplifier 

(see Fig. 1) optimized for laser modulation frequencies 

between 10 and 100 MHz. Such high modulation 

frequencies are required in those applications with 

small cavities and low finesse. This work [3] shows a 

practical case where a spectral width of 50 MHz 

requires a modulation frequency not lower than  

100 MHz (in that specific case the chosen modulation 

frequency is 116 MHz). The possibility to use with this 
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circuit high-capacitance photodiodes allows the users 

to choose large-area sensors that simplify the detector 

alignment procedures. 

The circuit is built around the BFR92, MMBTH10 

and MMBTH81 bipolar transistors. Powered with a 

dual ±12 V power rail, the device draws 60 mA from 

the positive power rail and 12 mA from the negative 

one. The AC-like coupling of the preamplifier is 

achieved with an active feedback network on the first 

stage that splits the high- and low-frequency 

components of the signal, allowing for precise beam 

power monitoring. The circuit is simple enough to be 

easily mounted on a small-form-factor single-layer 

printed circuit board. 

 

 

 
 
Fig. 1. Photograph of the preamplifier inside the metal case. 

The white arrow indicates the photodiode connection.  

The double shielding (the inner, visible, and the outer 

temporarily detached) proved to be an efficient protection 

against unwanted environmental electromagnetic 

interferences. 

Each stage is made of a gain transistor in  

common-emitter configuration (Q1, Q4 and Q7). For 

this purpose, a 5 GHz wideband bipolar transistor was 

chosen: the BFR92 from NXP semiconductors. This 

device can ensure a proper gain-bandwidth product to 

each stage but requires proper compensation to be 

operated without oscillations. While the second and 

third stage can work properly with 1 pF of 

compensation capacitance (C4 and C7), the first stage 

requires 2.2 pF to neutralize parasitic oscillations. In 

this configuration, stability is guaranteed for 

photodiode capacitances up to 47 pF. The resonance 

produced by such capacitance can be profitably used 

to slightly increase the preamplifier gain in the  

100 MHz region. 
 

 

2. Circuit Description 

 
The circuit is based on a 3-stage design and is 

powered with a dual ±12 V power supply (see Fig. 2). 

Active filters and 10 µF-10 nF bypass capacitors are 

required for best circuit performance. Each stage is a 

three-transistors operational amplifier that draws 

approximately 20 mA from the positive power rail. 

The active load is a current generator made of a 

PNP bipolar transistor (Q2, Q5 and Q8) and a resistor. 

The chosen transistor is the MMBTH81, PNP 

transistor from ON Semiconductor designed for 

applications up to 250 MHz. In order not to lose 

dynamic range on the current generator, a 50 Ω resistor 

is chosen (R3, R8, R13). In this way the 20 mA current 

that flows through each of the three current generators 

only produces a 1 V drop, leaving more than 10 V of 

headroom for the signal. 

 

 

 
 

Fig. 2. Schematic diagram of the proposed preamplifier. The power supply filtering is omitted for clarity. Simple  

one-transistor active filters demonstrated to be effective. Bypass capacitors for each stage are suggested. 

 

 

The feedback network of each of the three stages is 

made of a resistor that determines the HF gain  

(R1 = 480 Ω and R6 = R11 = 550 Ω). A higher valued 

resistor would not increase the gain due to  

gain- bandwidth-product limitations. The reported 

values were obtained in a trade-off optimization 

process. Since the output operating point of the stages 

is around 6 V, the DC current flowing through such a 

feedback resistor would be too high. For this reason, 

two additional components were added to the feedback 

network: a resistor between 3 and 4.7 kΩ and a 1 µF 

capacitor (R2-C2, R7-C5, R12-C8). The aim is to 
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create a higher impedance path for the DC bias current. 

Since the additional resistor is bypassed at high 

frequencies by the capacitor, the gain in the bandwidth 

of interest is unaltered. 

The output of each stage is buffered with a 

MMBTH10 NPN bipolar transistor from ON 

Semiconductor. Despite this transistor does not have 

the same bandwidth of the BFR92, it's more than 

adequate for the purpose since it does not provide any 

gain to the signal. Using the BFR92 transistor in place 

of the MMBTH10 demonstrated to be a problematic 

solution due to high frequency parasitic oscillations (in 

the order of 2 GHz). The circuit drives a terminated  

50 Ω coaxial line through a 1 µF decoupling capacitor 

(C9). A simple A-class output stage has enough output 

dynamics given the amplitude of the incoming signals. 

In fact, if the total beam power is 0.2 mW and the  

100 MHz component is 7 µW, given a gain of  

4 mV/µA, the amplitude of the typical output 100 MHz 

signal is 28 mV. 

The stages are interconnected through an AC 

coupling (C3 = C6 = 470 pF). Each one is self-biasing: 

the operating point in the second and third stages is 

determined by the current flowing through the resistors 

R5 and R10. The operating point of the first stage is 

instead determined by the active feedback network 

described in the following section. 

 

 
3. Active Feedback Network and DC Output 

 
Beside R1, R2 and C2, the first stage is equipped 

with an active feedback network [5, 7, 8]. This has the 

double function of subtracting the low-frequency 

component of the incoming current signal from the 

photodiode and providing a DC operating point to the 

first amplifier stage. In order to properly understand its 

working principle, please consider that R = R18 = R17 

= 2 ∙ R16 and that C = C10 = C11. The value of the DC 

output can be easily calculated considering VOP = 0: 

 

 VOUT_DC  =  VOUT FIRST STAGE (1 +
2

sRC
) (2) 

 

From this expression we can calculate the current 

flowing on R18, that is the net current injected on the 

input node, considered here virtual ground: 

 

 
𝑖𝑅18

𝑉𝑂𝑈𝑇 𝐹𝐼𝑅𝑆𝑇 𝑆𝑇𝐴𝐺𝐸
 =  

1

𝑅 ∙ 𝑠𝑅𝐶
 (3) 

 

This means that the active feedback network 

behaves like a physical impedance of value R∙ sRC. 

Thanks to this result we can calculate the transfer 

function of the first stage: 

 

 

𝑉𝑂𝑈𝑇 𝐹𝐼𝑅𝑆𝑇 𝑆𝑇𝐴𝐺𝐸

𝑖𝐼𝑁
 =  

𝑅 ⋅ 𝑠𝑅𝐶

1 + 𝑠𝑅𝐶 (
𝑅

𝑅𝐹
)
 

(4) 

Then, it is straightforward to notice that 

 

 

𝑉𝑂𝑈𝑇 𝐷𝐶

𝑖𝐼𝑁
 =  

𝑅 ⋅ (1 + 𝑠𝑅𝐶)

1 + 𝑠𝑅𝐶 (
𝑅

𝑅𝐹
)
 (5) 

 

The first amplification stage behaves like it is AC 

coupled (see Fig. 3), but the low-frequency component 

is not lost. In fact, it can be precisely evaluated looking 

at the auxiliary DC output: generally, the interesting 

frequency content of this signal does not extend above 

some tens of kHz and can thus be properly filtered 

afterwards. 

Thanks to this result we can easily calculate the 

total preamplifier gain, ignoring the effect of the 

compensation capacitors C1, C4 and C11: 

 

 

𝑉𝑂𝑈𝑇 𝐴𝐶

𝑖𝑃𝐷
= 

=  
𝑅1𝑠𝑅18𝐶11

𝑅1

𝑅18
+ 𝑠𝑅18𝐶11

𝑠𝐶3𝑅6

1 + 𝑠𝐶3𝑅23

𝑠𝐶6𝑅11

1 + 𝑠𝐶6𝑅24
 

(6) 

 

The VOP reference determines the output bias point 

of the operational amplifier. In the proposed circuit this 

voltage reference is equal to 6 V and used to make Q1 

and Q2 work around a bias point that is optimal in 

terms of headroom. 

 

 

 
 

Fig. 3. Transimpedance of the first stage, both referred  

to VOUT FIRST STAGE and VOUT DC. Computer simulation. 

 

 

5. Circuit Characterization 
 

In order to evaluate the actual circuit performance, 

it has been connected to an Agilent 4395A  

network- spectrum-impedance analyzer (NSIA). In 

order to simulate the photodiode current, the signal 

output from the NSIA has been terminated with a 50 Ω 

resistor and connected to the circuit input through a  

1 pF test capacitor. The detector junction capacitance 

CPD has been simulated with a capacitor connected 

between the circuit input and ground. The result, 
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visible in Fig. 4, is in reasonable agreement with 

simulations. 

The output voltage noise was also measured with 

the Agilent 4395A NSIA. The average spectral noise 

density between 10 and 100 MHz is 15 𝑝𝐴/√𝐻𝑧. It is 

worth noting that the preamplifier signal is 

demodulated with a mixer that extracts the component 

at the modulation frequency: the neighbouring 

frequencies after demodulation are centred back to  

0 Hz and sent to the PID for the cavity stabilization. 

Only those frequencies that fall in the mechanical 

range after demodulation give a contribution to the 

total noise of the system, that are those in a 

neighbourhood of some kHz around the carrier 

frequency. If we consider a 40 kHz bandwidth, the 

integral of the equivalent input noise power is  

225 pA2/Hz∙kHz = 9∙106 pA2 that is equivalent to an 

input RMS current fluctuation of 3 nA. Such value is 

acceptable given the aforementioned realistic value of 

modulation current signal (7 μA). 
 

 

 
 

Fig. 4. Circuit trans-impedance, evaluated with computer 

simulation and measured with network-spectrum  

analyzer (N.S.A.). 
 

 

The final proof of functionality is the direct 

application of the proposed circuit to the PDH chain of 

an optical cavity injected with a CW 1064 nm laser 

modulated at 100 MHz. The chosen photodiode is the 

Fermionics FD500W (15 pF junction capacitance,  

0.95 A/W). The preamplifier signal has been further 

amplified with two ZFL-1000VH+ RF amplifiers and 

demodulated by a ZFM-3 mixer by Mini-Circuits. The 

extracted error signal was sent to a self-made PID 

module (Proportional-Integrative-Derivative). The 

characterization of the whole signal chain goes beyond 

the scope of this paper. 

Mechanical perturbations on the cavity were 

applied through a piezo actuator. The error signal was 

monitored with an oscilloscope that was performing 

real-time FFT on it. The integrating part of the PID 

module was kept always active to ensure loose 

tracking, while the proportional one was turned on and 

off to evaluate the effect of the PDH correction. Fig. 5 

shows the noise-cancellation capabilities of the system 

both in case of sinusoidal perturbation and white noise. 

In both cases the system demonstrates a degree of 

functionality that is more than sufficient for  

the purpose. 

 

 

6. Conclusions 

 
A photodiode preamplifier has been presented that 

is suitable to perform the Pound-Drever-Hall 

compensation on laser resonant cavities with 

modulation frequencies from 10 to 100 MHz. The 

device shows a gain of approximately 4-5 mV/μA that 

depends only slightly on the photodiode junction 

capacitance. Circuit stability is guaranteed up to 47 pF. 

The input-referred current noise is white in the 

bandwidth of interest: its value is around 15 𝑝𝐴/√𝐻𝑧 

and does not depend significantly on photodiode 

capacitance within a 47 pF range. 

An innovative circuit splits the gain paths of the 

low and high-frequency components of the current 

signal from the photodiode, making it possible to 

amplify a small RF signal submerged by a 

comparatively huge DC component without saturation 

problems. In this way the laser power monitoring and 

the PDH compensation technique can be performed 

with the use of a single detector. 

 

 

 
 

Fig. 5. Amplitude spectrum of the error signal  

from the cavity. The red and blue lines show the difference 

between switching on and off the PDH stabilization. Plots 

are averaged with a rectangular window 30 Hz wide.  

In the upper-right corner, the case where the mechanical 

actuator is driven by a 500 Hz sine wave. 
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Summary: This manuscript presents an energy harvesting supported humidity sensor that can be used for a variety of 

agriculture applications. The module is powered from RF energy harvested by a PIFA antenna operating at 2.45 GHz (ISM 

band) and therefore excluding the use of a battery. The rectifying circuit converts the captured RF energy into DC while the 

PMU boosts-up and stores the rectified voltage providing’s a regulated 1.8 V to the RFID tag IC (ROCKY100). On the other 

hand, the UHF communication module operates at 915 MHz. When regulated 1.8 V is supplied, the tag IC operates in semi-

passive mode thus increasing its read range. The ROCKY100 is EPC C1G2 compliant and is compatible with power harvesting 

modules and SPI communication to support external low power sensors and actuators. In addition, a capacitive digital humidity 

sensor (HTS221) is used as the sensing module for soil humidity measurements. The process for measuring the relative 

humidity of the soil is controlled with a Texas Instrument mixed signal microcontroller including two SPI interfaces to 

communicate with the RFID IC. Upon receiving a SPI directed read request from the RFID reader, the ROCKY100 SPI bridge 

requests the value of the last measurement from the microcontroller and the humidity measurement provided by the HTS221 

IC is sent to the RFID reader. The use of an energy harvesting module results in an enhancement of the read range and a 

potentially battery less and thus “Green” operation. 

 

Keywords: RFID, PIFA antenna, RF energy harvesting, Rectenna, PMU, Humidity sensor. 

 

 

1. Introduction 
 

Wireless sensors are becoming increasingly 

popular in domestic industrial and agriculture sectors 

and are used for a wide range of applications due to 

their noninvasive sensing feature [1]. 

For the past two decades, Radio Frequency 

Identification (RFID) has been widely used for object 

identification and tracking purposes. Subsequently, the 

applications of RFID are rapidly expanding, with 

RFID-based sensors one of the most widely used 

applications [2]. Initially, RFID technology was 

merely introduced for object identification but 

gradually the technology started incorporating sensing 

capabilities. 

Wireless sensors, especially RFID-based sensors, 

are still an evolving technology and, therefore, they 

might be referenced using different names among 

researchers Particularly, passive wireless sensors are 

sometimes called as battery-less, or self-powered, or 

even zero-power sensors [3]. 

Battery-less RFID-based wireless sensors have 

gained a lot of interest because they can be used for a 

long time without the need of battery replacement. In 

particular, the ones operating at ultra-high frequency 

(UHF) are of higher interest as they offer a good 

compromise between size and read range [4, 5]. What 

dictates the overall size of an RFID based wireless 

sensor is the size of the UHF antenna. There are several 

techniques that can be applied in order to miniaturize 

the antenna size [6, 7] and therefore the overall sensor 

size. The implementation of low-cost passive wireless 

sensors is discussed in [8] while the use of specifically 

humidity sensors is the topic of investigation for [9]. 

This manuscript presents an RFID based humidity 

sensor which is powered using an Energy Harvesting 

unit and can be used as a “Green” sensor for agriculture 

applications. The layout of the overall system 

implemented on a single layer is shown in Fig. 1. 

 

 

2. Sensor System Implementation 
 

The proposed system consists of two main units,  

a) the RF energy harvesting unit and b) the humidity 

sensing unit depicted in Fig. 1. The schematic diagram 

of the wireless sensor implementation is demonstrated 

in Fig. 2. The humidity sensor transmits its information 

to the RFID tag through the MCU (Microcontroller) 

and the UHF antenna transmits the humidity sensor 

information along with the tag id to the RFID reader. 

The energy harvesting circuit, collects the RF 

energy at 2.45 GHz and converts it into DC with 

maximum RF-to-DC efficiency of 60 %. The rectenna 
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is terminated with a PMU which in turn supplies the 

RFID IC with voltage equal to 1.8 V. The 

microcontroller and the sensing IC are powered from 

the RFID IC. With minimum available power level at 

the input of the rectifier equal to -12.5 dBm, the 

rectifier provides the minimum required cold-start 

voltage to the PMU that further provides a regulated 

1.8 V at its output. This voltage is also applied to the 

RFID IC which operates into semi-passive mode and 

as a result the read range can be enhanced by 8.5 m. 

The tag IC further provides 1.2-3 V to the 

Microcontroller and the humidity sensor for their 

operation. 

 

 
 

Fig. 1. Layout of energy harvested supported humidity 

sensor solution for agriculture applications. The RF ground 

is presented in green colour. 

 

 
 

Fig. 2. Schematic diagram of the sensor system. 

 

 

2.1. ISM Rectenna and PMU Circuit 

 

The rectenna consists of the EH PIFA (Planar 

Inverted F) antenna and a compact rectifier operating 

at 2.45 GHz. The EH antenna demonstrates a simulated 

gain of 1.41 dBi with compact size (25×33 mm2) and 

nearly omnidirectional pattern which is presented as an 

inset in Fig. 3. The antenna is well matched having S11 

better than -23 dB at the design frequency and a 

relatively wide bandwidth of 120 MHz, as can be seen 

in Fig. 3. A compact rectifier with wideband matching 

is cascaded with the PIFA. It uses a radial stub and 

several R-L-C lumped components employing a 

voltage doubler topology. It is designed to have its best 

efficiency for lower input power levels. Full wave 

simulations conducted in CST studio indicate that for 

input power level as low as -12.5 dBm the rectified 

voltage on a 13.5 k Ohm’s termination load is about  

400 mV as depicted in Fig. 4. The proposed rectenna 

is optimized to perform with peak efficiency at -3 dBm 

input power. 

 

 

 
 

Fig. 3. S11 plot of the PIFA with its schematic  

and near-omnidirectional radiation pattern. 

 

 

The commercially available AEM30940 is used as 

the Power Management Unit (PMU) IC. It is capable 

of a cold start with waking up voltage 380 mV, while 

it can store energy in an optional rechargeable battery 

or capacitor while it has two regulated DC voltage 

supplies as outputs. The integrated PMU can operate 

with input DC voltages ranging between 50 mV to 5 V 

subsequently to the cold start. The two output DC 

voltage supplies are suitable for either low power 

microcontroller units (1.2-1.8 V), or even for a 

communication transceiver when the high output 

voltage (1.8-4.1 V) is used. For the used RFID IC, the 

low voltage output is used while for the humidity 

sensing IC and the microcontroller the supply voltage 

comes from the RFID IC. 

 

 

3. Humidity Sensing Circuit 
 

The humidity sensing circuit consists of the actual 

humidity sensor which is the commercially available 

HTS221 IC, and a microcontroller. The humidity 

sensor is controlled by a microcontroller that provides 

its readings to the RFID IC. For the communication 

with the reader, a meander-shaped UHF RFID antenna 

is used. 
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3.1. UHF RFID Tag 

 

The UHF meander dipole antenna operating at  

915 MHz is implemented on a Rogers Kappa  

438 substrate with εr = 4.38 and tanδ = 0.005. The 

ROCKY100 tag IC is considered for the RFID tag 

antenna design that supports external sensors and has 

a serial port interface (SPI) interface to connect it with 

external sensors and communicate with them. The IC 

operates in a fully passive mode back reflecting the 

received energy from the RFID reader. However, it can 

also support an external power source, where the IC 

can operate in semi-passive mode and therefore 

achieve with enhanced communication range because 

the sensitivity of the RFID IC increases from -14 dBm 

to -24 dBm. In the semi-passive mode, the RFID IC is 

supplied by the output pin of the PMU along with the 

MCU and the humidity sensing IC. The ROCKY100 

RFID IC includes the necessary power supply 

management circuitry to supply external sensors or 

actuators with the energy harvested from the RF field. 

It also includes configurable General-purpose 

input/outputs (GPIOs) to communicate with the 

external device, trigger operations and retrieve data 

prior to backscattering the obtained answer  

to the reader. 
 

 

 
 

Fig. 4. Rectified output voltage and efficiency vs input 

power levels (dBm) of rectifier. 

 

 

The RFID tag IC uses Phase Shift Keying (PSK) 

modulation of the impedance of the IC to backscatter 

data through the reverse link and demodulation of 

Amplitude Shift Keying (ASK) symbols in the forward 

link. The ROCKY100 IC has an impedance of  

51-j460 Ω in passive mode and an impedance of  

14-j456 Ω when operating in semi-passive mode. In 

order to conjugately match the RFID antenna with the 

complex impedance of the IC and maintain a compact 

size, two inductors of 36 nH are used along the two 

dipole arms in order to match the IC’s capacitive 

impedance. The tag antenna is well matched and 

presents S11 better than -14.5 dB and realized gain of 

0.189 dBi. The tag antenna has a compact size of 

20×40 mm2 with a drawback of low gain 

compromising for its compact size. The narrowband 

reflection coefficient along with the omnidirectional 

radiation pattern and the layout of the meander UHF 

dipole can be seen in Fig. 5. 

3.2. Humidity Sensor and Microcontroller 

 

The HTS221 is an ultra-compact sensor for relative 

humidity and temperature sensing that includes a 

sensing element and can operate over a temperature 

range of -40 oC to +120 oC. The sensor IC requires a 

low supply voltage of 1.7 to 3.6 V that will be provided 

from the regulated output voltage of the RFID tag. It is 

a digital humidity and temperature sensor, packaged in 

an HLGA holed package with dimensions  

(2×2×0.9 mm3). The device includes the sensing 

element and an IC (integrated circuit) interface able to 

take information from the sensing element and provide 

a digital signal to the application, communicating 

through I²C/SPI (Inter-Integrated Circuit)/(Serial port 

interface) interfaces with the host controller. The 

relative humidity and temperature data can be accessed 

through an I²C/SPI interface, making the device 

particularly suitable for direct interfacing with a 

microcontroller. With the SPI and I2C interface pins, 

the sensor information will be sent to the MCU. 

 

 

 
 

Fig. 5. UHF RFID tag return loss plot presents  

the schematic and the radiation pattern plot. 

 

 

The sensing element consists of a polymer 

dielectric planar capacitor structure capable of 

detecting relative humidity variations from 0 % to  

100 % with humidity accuracy of ±3.5 % rH. 

The operation of measuring relative humidity is 

controlled with the Texas instrument mixed signal 

microcontroller (MSP430FR2433IRGET). It is 

configured in a way that it updates the measurements 

of the humidity and temperature sensor periodically. 

Besides the CPU and memory unit, the two SPI 

interfaces of the microcontroller are exploited to 

communicate sensor’s reading to RFID IC. It belongs 

in a low-cost family of MCUs intended for sensing and 

measurement applications. The architecture, FRAM, 

and integrated peripherals, combined with extensive 

low-power modes, are optimized to achieve extended 

battery life in portable and battery-powered sensing 

applications in a small QFN package (4×4 mm2). In our 

case the microcontroller is powered from the output of 

the RFID tag IC. The MSP430 ultra-low-power FRAM 
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technology combines the low-energy fast writes, 

flexibility, and endurance of RAM with the 

nonvolatility of flash memory. 

 

 

4. Conclusions 
 

An RFID based humidity sensor solution for 

agriculture applications is presented in this paper. The 

humidity sensing module uses power from the RF 

energy harvesting circuit to power up the RFID IC 

which then operates in semi-passive mode. The 

humidity of the soil is measured using a digital 

capacitive HTS221 humidity sensor. Through the SPI 

and I2C interface pins, it transfers its data to the RFID 

IC through the microcontroller. The humidity sensor 

data is transmitted to the RFID reader along with the 

tag ID through the RFID UHF meander dipole when it 

is interrogated with a read command. 
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Summary: In this work, several metal oxide semi-conductor gas sensors based on ZnO nanorods, CuO nanoparticles or 

different mixtures of the two were prepared. The sensitive layers were synthesized by an organometallic approach, deposited 

on silicon micro-hotplates and operated at different temperatures (75–400 oC) under 50 % of relative humidity (%RH). Among 

all prepared sensors the one based on the mixture of ZnO (25 % mass) and CuO (75 % mass) yields to a very specific sensor 

response to CO compared to other gases such as C3H8 or NH3. This work opens the way towards an efficient CO detection 

with high sensitivity and selectivity. 
 

Keywords: Organometallic approach, ZnO/CuO nanocomposite, Hetero-contact, Semi-conducting gas sensors. 
 

 

1. Introduction 
 

The achievement of sensitive and selective metal 

oxide gas sensors can be accomplished by using 

materials designed at nanoscale. Therefore, the 

synthesis of nanoparticles has attracted considerable 

interest [1]. Compared with high temperature vapor 

phase method, solution-based protocols can be 

conducted at low temperatures and offer additional 

advantages such as straightforward processing, low 

cost, and eases of scale up. Among them, the 

organometallic approach leads to well-controlled 

nanostructures in terms of size dispersion, chemical 

composition, surface properties, shape or organization 

[2]. Indeed, hydrolysis or oxidation of metal precursors 

in the presence of alkylamine ligands produced several 

well-defined nanostructures of metal oxides by a  

one-step procedure [2-5]. Among them, the ZnO, CuO 

and SnO2 nanoparticles were used as gas sensitive 

layers [3-5]. 

In the present study, CuO and ZnO nanoparticles 

were mixed together at different mass ratio and 

deployed as gas sensitive layers. The ZnO/CuO  

hetero-contact configuration showed some possibility 

of improved sensitivity and selectivity towards CO as 

compared to pure CuO and ZnO sensors. 

 

 

2. Experimental 
 

2.1. Nanoparticle Preparation  

       and Characterization 
 

CuO nanoparticles were obtained from a mixture of 

Cu(iPr-Me-amd)]2 (0.125 mmol, 51 mg) and 

octylamine (0.625 mmol, 80.5 mg). In a typical 

experiment, reagents were mixed in a small glass vial 

and then exposed to ambient atmosphere. After 16 h, 

the obtained black product was washed 3 times with  

5 mL of acetone using centrifuge (5000 rpm, 5 min). 

ZnO nanorods were obtained from a mixture of 

(Zn(c-C6H11)2 (0.25 mmol, 57.9 mg) and octylamine 

(0.5 mmol, 65 mg). The reagents were also prepared in 

a small glass vial, but then placed in a flat-bottomed 

reactor at room temperature and under argon 

atmosphere. The hydrolysis was performed by addition 

of degassed water to the reactor (18 µL). After 4 days, 

the obtained white product was washed one time with 

5 mL THF and 3 times with 5 mL of acetone using 

centrifuge (5000 rpm, 5 min). 

TEM specimens were prepared on  

carbon-supported copper grids. TEM images were 

obtained using a Hitachi 7700 microscope operating  

at 80 kV. 
 

 

2.2. Sensors Preparation and Gas Tests 

 

Freshly prepared and washed ZnO and CuO 

nanostructures were dispersed in ethanol. The 

concentration of the nanostructures in the solution was 

5 mg.mL-1. From these two solutions, mixtures of 

ZnO/CuO were prepared in different mass ratio 

namely, CuO (100 %), CuO (75 %) – ZnO (25 %), 

CuO (50 %) – ZnO (50 %), CuO (25 %) – ZnO (75 %) 

and ZnO (100 %). Finally, the solutions were 

deposited on miniaturized gas sensors substrates [6] by 

an ink-jet method (Microdrop AG) [7]. 

Freshly prepared sensors were conditioned by the 

slow and progressive in situ heating of the sensitive 

layers up to 500 °C. Afterwards, all sensors were 

exposed to different gases, namely: 100 ppm of CO, 

100 ppm of C3H8, and 5 ppm of NH3 at relative 

humidity of 50 % and a gas flow rate of 1 L.min-1. The 

tests reported here were performed at different device’ 

temperature: 400, 340, 300, 165 and 75 °C. 
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2. Results and Discussion 
 

TEM images of the as-prepared CuO and ZnO 

nanostructures are presented Fig. 1. 
 

 

 
 

Fig. 1. TEM images of ZnO nanorods (left) and CuO 

nanoparticles (right). 
 

 

Our previous studies showed that the hydrolysis of 

zinc precursor under argon atmosphere led to the 

formation of either cloudy-like nanoparticles, isotropic 

nanoparticles, or nanorods made of ZnO [2, 3]. 

Although, alkylamine ligands play a fundamental role 

all along the synthesis process, reaction atmosphere 

has to be controlled as well in order to master the 

morphology of the product. Indeed, oxidation of 

copper precursor was performed under ambient 

atmosphere which led to the formation of CuO 

nanoparticles with uneven distribution of their size and 

shape [4]. 

Our previous studies showed also that from all 

prepared ZnO nanostructures, the nanorods showed the 

highest sensitivity towards investigated gases at high 

temperatures [3], whereas CuO nanoparticles exhibited 

high selectivity and sensitivity towards CO at low 

temperatures [4]. In order, to further increase the 

performance of our sensors, we investigate in the 

present work the behavior of sensitive layers 

composed of a mixture of both nanostructures. 

In air, the CuO sensors exhibit a resistance of few 

kOhm, which increases with the content of ZnO, to 

finally reach few MOhms levels for pure ZnO sensitive 

layers. In the presence of reducing gases, the resistance 

of CuO and CuO – ZnO based sensors increases 

significantly which is characteristic for sensors based 

on p-type semiconductors. In the same time, the 

resistance of ZnO based sensors decreases which is 

characteristic for n-type semi-conductors. 

From all investigated gases, the highest sensitivity 

was achieved for CO at 165 °C, especially with 

sensitive layers composed of CuO (75 %) and ZnO  

(25 %): RCO 700 % for 100 ppm CO (Fig. 2). 

Additionally, the sensor showed very low response to 

100 ppm propane and 5 ppm ammonia (data not 

shown), which indicates its high selectivity in tested 

conditions towards CO (RCO/RC3H8 = 23). Therefore, 

both the sensitivity and selectivity were improved as 

compared to CuO (RCO = 600 % and RCO/RC3H8 = 15 at 

165 °C) and especially ZnO (RCO = 38 % and 

RCO/RC3H8 = 1.2 at 400 °C) sensors. 

 
 

Fig. 2. Normalized response towards 100 ppm CO  

for different gas sensors and at different temperatures. 

 

 

However, beside the response level, it is also 

necessary to consider the effects of the operation 

temperature on the reaction kinetics occurring at the 

sensor surface. Although, the CuO (75 %) / ZnO  

(25 %) sensor exhibits a short response time of just a 

few seconds at 165 °C, the recovery is very sluggish 

(more than 15 minutes). Therefore, for optimal 

detection it is best to operate at 300 °C with better 

kinetics but somehow lower sensitivity  

(RCO = 170 %) and selectivity (RCO/RC3H8 = 5,7). 

 

3. Conclusions 
 

Sensors based on ZnO, CuO and mixtures of the 

both nanostructures were exposed to different reducing 

gases. The results highlight the influence of the  

ZnO-CuO hetero-junction on gas sensor sensitivity 

and selectivity, as well as on reaction kinetics. 
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Summary: A new underwater 3D sensor system based on structured illumination is introduced, designed for continuous 

capturing of object data in motion for deep sea inspection applications. The sensor should be mounted on a remotely operated 

underwater vehicle (ROV). It can permanently capture 3D data of the inspected surface and generate a 3D surface model in 

real time. Velocities up to 0.7 m/s are directly compensated while capturing camera images for 3D reconstruction. Results of 

static measurements of special specimens in a water basin with clear water show the high accuracy potential of the scanner in 

the sub-millimeter range. Measurement examples with a moving sensor show the significance of the proposed motion 

compensation and the ability to generate a 3D model by fusion of many individual scans. 

 

Keywords: optical underwater 3D sensor, structured illumination, motion compensation, 3D model generation, high-accuracy 

3D measurements. 

 

 

1. Introduction 
 

Inspections of underwater structures such as oil or 

gas pipelines, offshore windmill fundaments, or other 

objects get more and more importance concerning 

detection of potential defects or corrosion. Especially 

3D measurements of the objects surface may help at 

early defect detection. 

Laser scanning systems [1, 2] provide long 

measurement distances and relative high measurement 

accuracy. However, detailed measurements are not 

always possible due to insufficient spatial resolution. 

Sonar based 3D measurement systems [3-5] may 

generate 3D model representations of complex 

structures but cannot provide exact measurements in 

the range of millimeters. Additionally, Time-of-Flight 

(ToF) systems [6] are in the same class of accuracy. 

Optical 3D measurement systems based on 

structured illumination and stereo camera observation 

have a big accuracy potential [7]. At underwater use, 

former systems had a limited range and small 

measurement volume. New hardware developments, 

however, considerably increase the application 

potential of such 3D scanners.  
 

 

2. The New Underwater 3D Sensor 
 

A novel 3D sensor system called UWS was 

developed by several partners from research and 

industry. Application scenarios are deep sea 

inspections of underwater structures such as oil or gas 

pipelines, and offshore windmill fundaments. The 

sensor system should be mounted at a Remotely 

Operated Vehicle (ROV) and captures up to 60 3D 

scans per second. The standard distance between 

sensor and measurement object is 2.0 m, and the field 

of view is about 1 m². Consecutive scans are merged 

to a 3D model of the measured object.  

The main part of the 3D sensor system is an optical 

3D stereo scanner based on structured illumination, 

consisting of two monochrome measurement cameras 

and a projection unit producing aperiodic sinusoidal 

fringe patterns using a GoBo wheel. Additionally, two 

flashlights, a colour camera, an inertial unit (IMU), and 

an electronic control unit also belong to the UWS 

sensor system (see Fig. 1). 
 

 

 
 

Fig. 1. The underwater 3D sensor system UWS. 
 

 

While 3D object surface is gathered, the color 

camera captures texture and color of the object. This 

can be achieved by alternating illumination by 

projection unit and flashlights and corresponding 

recording by monochrome cameras, and color camera, 

respectively. This allows generation of mobile 

mapping and global 3D acquisition of the region 

explored by the ROV. 

The continuous motion of the UWS at image 

recording requires an estimation of the sensor 

trajectory in order to successfully compensate image 
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disturbances due to sensor motion and achieve a 

consistent global 3D model.  

Estimation of the full six-degree-of-freedom sensor 

trajectory was achieved using color camera and IMU 

data. The developed motion compensation assumes the 

simplified case of a constant object distance. The 

position of the sensor is extrapolated by visual–inertial 

odometry from the average pixel shift over all 

structured image points of the color camera, combined 

with IMU data and 3D data iterative closest point (ICP) 

alignment. The calculated pixel shift is transformed by 

back projection to the expected shift in the rectified 

images of the measurement cameras for correlation 

determination using a standard distance and color 

camera frame rate. For more details see [8]. 

The estimated shift data are used to obtain an online 

motion compendation of the camera images in order to 

achieve improved single 3D scans. 

Calibration of the 3D sensor system is obtained by 

combination of air and water calibration. 
 

 

3. Experiments and Results  
 

The newly developed calibration technique [9] and 

the motion compensation methodology were tested and 

evaluated in a water basin. The experiments included 

3D measurements of reference specimen ball-bars, 

plane normal, and cylinder (see Fig. 2) with known 

calibrated measures as well as validation of the 

calculated trajectories using optical landmarks. 
 

 

 
 

Fig. 2. Specimen for evaluation measurements. 

 

 

Measurements of the specimen (plane normal and 

500 mm ball-bar) showed an extremely high accuracy 

even at different distances to the sensor, comparable to 

measurements at air (see Table 1). 
 

 

Table 1. Length measurement error (ErrL), flatness 

deviation (ErrF), and noise at different object distances. 

 

Dist [m] ErrL [mm] ErrF [mm] Noise [mm] 

1.5 m 0.090 - 0.070 

1.8 m -0.040 0.34 0.082 

2.1 m -0.032 0.39 0.092 

2.4 m 0.036 0.80 0.126 

 

Measurements in motion were performed at sensor 

velocity of 0.7 m/s. Fig. 3 shows a measurement 

example with and without motion compensation. 

 

 

 
 

Fig. 3. Pipe measurement: without (left) and with motion 

compensation (right). 

 

 

4. Conclusions 
 

We introduced a new 3D sensor system with high 

measurement accuracy for continuous capturing and 

3D model generation of underwater structures and 

inspection tasks. 
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Summary: Analyses of the presence of heavy metals are of particular importance for the evaluation of water quality. In this 

work the use of electrochemical spectroscopy impedance (EIS) is proposed as an alternative to conventional techniques. The 

EIS measurements were carried out using platinum interdigitated electrodes (Pt-IDEs) where polymers microfibers obtained 

through the electrospinning technique, were deposited and coupled with a platinum wire used as a reference electrode. Tests 

were performed using a three-electrode configuration, in a wide frequency range and in solutions containing heavy metals. 

The variations of the impedance values were represented by the Nyquist plots. 

 

Keywords: Electrospun fibers, Impedance measurements, Nyquist plot, Sensing materials. 

 

 
1. Introduction 

 
Nowadays, there are several conventional 

techniques that are generally used to evaluate the 

presence of heavy metals ions (HMI) in water, such as 

inductively coupled plasma mass spectroscopy  

(ICP-MS) [1] and atomic absorption spectroscopy 

(AAS) [2]. These techniques are very selective and 

sensitive, but also very expensive with a complex 

operating procedure that needs a long period to carry 

out measurements. 

Simple, time saving, fast and low-cost HMI 

analysis techniques are strictly required. In this 

context, the electrochemical methods have been 

envisaged as a possible route due to the many 

advantages. In particular, among these methods, 

electrochemical impedance spectroscopy (EIS) [3] is 

one of the few methods that has a high sensitivity and 

gives the possibility to carry out heavy metal detection 

tests directly in situ. Indeed, in recent years, numerous 

attempts have been made to use EIS for the detection 

of these pollutants [3, 4]. 

In this field, alongside the detection technique, 

sensing materials play a very important role, able to 

determine the type of detection mechanism and to 

influence the sensibility of measurements. Polymeric 

electrospun fibers, pure and opportunely doped were 

successfully used in HMI detection [5] by 

conventional electrochemical measurements in 

aqueous media [6]. 

In this work, polymer based electrospun fibers 

were used to implement a sensing device able to detect 

lead (Pb) traces in water media by EIS technique. A 

preliminary study was performed in order to assess the 

suitability of the polymeric vector and its compatibility 

with proper additives for the preparation of stable and 

well-formed fibers. 
 

 

2. Materials and Methods 
 

Poly(styrene) (PS) (average Mw = 192,000), 

ethylenediaminetetraacetic acid disodium salt 

dihydrate (Na2EDTA), dimethylformamide (DMF), 

trimethoxy(propyl)silane (97 %) and ethanol (96 % 

purity) (EtOH) were purchased from Sigma–Aldrich 

(St. Louis, MO, USA). 

First, 0.66 g of Na2EDTA salt were stirred for  

10 minutes at 25 °C in 2.0 g of DMF. Afterwards, the 

solution was ultrasonically stirred for 10 minutes. 

Finally, 0.66 g of PS were added to the solution and 

stirred for 3 hours. A 10 mL glass syringe coupled with 

a metal needle with a diameter of 1.0 mm and pushed 

by a pump at a flow rate of 0.010 mL/min for  

5 minutes. Fibers were produced using an applied 

voltage of 12.0 kV. Fibers were directly deposited over 

the sensing substrate connected to the ground. 

In detail, two interdigitates (Pt-IDEs), the working 

electrode (WE) and the counter electrode (CE), made 

of platinum on a glass substrate from Metrohm 

(Herisau, Switzerland), were used for the realization of 

the sensing device. 

In order to increase the adhesion with the 

microfibers, Pt-IDEs’s surface was coated with a 

silane solution obtained hydrolyzing 2.33 g of 

trimethoxy(propyl)silane with 36.0 g of EtOH and  

2.50 g of distilled water. The solution was  

stirred for 24 h. 

For comparison purposes, aiming at improving the 

sensibility of the sensing system, both pure PS fibers 

and doped with an optimized Na2EDTA salt 
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concentration were deposited over electrodes and 

finally tested. 
 

 

3. Discussion 
 

Deposited fibers were characterized by 

complementary investigation techniques. 

Micrographics obtained by scanning electron 

microscope (Fig. 1), show that both samples have an 

average fiber diameter of 1.4 microns. It has been 

observed that the Na2EDTA grains are overall 

uniformly distributed and entrapped into fibers  

(Fig. 1(b)). Furthermore, the morphology of the 

obtained fibers is unvaried with respect to  

the pure ones. 
 

 

 
 

Fig. 1. SEM images of (a) pure polystyrene fibers  

and (b) doped polystyrene/Na2EDTA fibers. 
 

The electrochemical performances of both samples 

were investigated by the EIS technique. The 

measurements were carried out by AMEL 7050 

galvanostat/potentiostat coupled with AMEL 7200 

frequency response analyzer, with three electrodes 

configurations. Pt-IDEs were used as working 

electrode and counter electrode. A platinum wire was 

used as the reference electrode, while a buffer solution 

of acetic acid and sodium acetate was used as the 

electrolyte. 

Analyses were registered with an AC signal of  

100 mV amplitude and a frequency range between  

125 kHz and 0.1 Hz. 

Different concentrations of lead were used to carry 

out measurements and results were represented by 

Nyquist plots. For each sample, ten different 

measurements were carried out and an average value 

was considered. Measures were repeatable proving the 

reusability of the sensing device till 10 times, after a 

mild washing between consecutive EIS cycles. 

The response of pure polystyrene fibers and doped 

Na2EDTA fibers towards 100 mg/L of lead in 

acqueous solution are reported in Fig. 2. The presence 

of Pb was clearly detected by both sensing systems, as 

shown by the signal modification. In particular, doped 

fibers showed an improved response with respect to 

pure ones, being Na2EDTA salt a powerful chelating 

agent able to bind heavy metals. The measured  

charge-transfer resistance decreased from 1.32 to  

0.38 MW for polystyrene fibers and doped Na2EDTA 

fibers, respectively. The limit of detection for the more 

sensitive doped system was equal to 0.31 mg/L, 

evaluated in a wide range of concentrations. 
 

 

 
 

Fig. 2. Nyquist plot of EIS measurements over electrodes 

based on PS fibers and Na2EDTA doped fibers in 100 g/L 

of Pb aqueous solution. 
 

 

4. Conclusions 
 

In conclusion, in this work, electrospun PS fibers, 

pure and doped with Na2EDTA salt, were used to 

implement a sensing device able to detect Pb in water 

media by EIS technique. The performance of the 

realized system as well as the ability to discriminate 

between different concentrations, will be further 

improved. In addition, after the optimization of the 

proposed system, the response to other pollutants and 

the selectivity will be investigated. 
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Summary: We present a preliminary study of the electrode design of an electrical impedance spectroscopy (EIS) system for 

fouling detection in heat exchangers. In this study, a basic model of a heat exchanger is created based on finite element method 

(FEM). Here, an invasive and non-invasive electrode configuration was investigated. Numerical results show that both invasive 

and non-invasive electrode configurations are suitable for detecting fouling using impedance spectroscopy. The invasive one 

showed a better contrast between the fouling and non-fouling scenarios. However, from a practical point of view, the latter is 

preferable in our application since it does not disturb the surface where fouling is formed. 

 

Keywords: Electrical impedance spectroscopy, Fouling, Crystallization scale, Heat exchanger. 

 

 
1. Introduction 

 
Fouling is the undesired deposition of material on 

a surface. It happens in almost all areas of process and 

energy industries, e.g., wastewater treatment, thermal 

separation, chemical polymerization, thermal 

treatment of milk, etc. In such applications, fouling 

causes huge economic losses due to cleaning expenses, 

replacement of fouled equipment, as well as 

overestimation of equipment to compensate 

performance losses [1]. 

In heat exchangers, fouling causes an undesirable 

increase in the thermal resistance of the system, so that 

their efficiency is severely reduced. One way to 

mitigate this problem is to coat heated surfaces with a 

fouling-tolerant material. Such coatings provide less 

adhesion of deposits and facilitate the cleaning 

process. Fouling can be detected with standard 

instrumentation techniques based. For example, heat 

flux decline and pressure drop increases. However, 

both suffer from low spatial resolution and do not 

detect early layer formation [2]. 

An alternative technique is the electrical 

impedance spectroscopy (EIS). According to Coster et 

al. [3], EIS is a method that allows detailed 

investigation of materials and their compositions even 

at the molecular level. In recent years, several studies 

demonstrated the high potential of EIS in industrial 

applications, e.g., for in-situ characterization and 

detection of fouling in filtration processes [4, 5]. 

In this context, we propose electrode designs of an 

EIS system for the detection and characterization of 

biofouling and crystallization fouling in heat 

exchanger. The study is based on the finite-element 

method. 

2. Electrode Design of an EIS System 
 

The operating principle of the impedance 

spectroscopy system consists in applying an 

alternating current of known frequency 𝜔 and 

amplitude 𝑖𝑜 into a cell. Then, output voltage 𝑣𝑜 and 

phase shift 𝜙 are measured. The magnitude and phase 

angle of the impedance is given as: 

 

 |𝑍(𝑗𝜔)|  =  
𝑉𝑜

𝑖𝑜
 and ∠𝑍(𝑗𝜔), (1) 

 

where 𝑗 =  √−1. 

Fig. 1 shows a schematic of the heat exchanger. 

Here, a saturated salt solution is cooled. Due to salt 

precipitation, crystallization fouling forms on the 

cooled surface. Based on this scheme, a finite-element 

model was created using the software COMSOL 

Multiphysics®. The “electric current” module was 

used to simulate the current distribution and “electric 

circuit” module was used to connect the electrical 

circuit of the EIS system to the terminal interfaces of 

the model geometry. Here, two scenarios were 

simulated, i.e., with and without fouling. A fouling 

layer thickness of 0.3 mm was assumed. 

 

 

3. Numerical Results 
 

As shown in Fig. 1, two electrode configurations 

were simulated. The numerical results show that both 

configurations detect fouling. The invasive 

configuration (Fig. 1b) provides a better contrast 

between fouling and non-fouling scenarios (see Fig. 2). 

However, the fouling susceptibility of electrode and 



8th International Conference on Sensors Engineering and Electronics Instrumentation Advances (SEIA' 2022),  

21-23 September 2022, Corfu Holiday Palace, Corfu, Greece     

172 

cooled surface are different in our application. Hence, 

the fouling extent may not correspond to the real 

fouling formed on the cooled surface. This problem 

can be avoided with the second electrode 

configuration, where the electrodes have no contact 

with the fouling. Despite a lower dynamic range, the 

numerical results show that the non-invasive electrode 

configuration is also applicable. Hence, the latter will 

be implemented in further steps for the experimental 

validation. 

 

 

 
 

Fig. 1. Schematics of the heat exchanger used for FEM simulation: (a) Non-invasive electrode configuration,  

and (b) invasive electrode configuration. 

 

 

 
(a) 

 

 
(b) 

 
Fig. 2. Numerical impedance measurement of the heat 

exchanger model (dashed and continuous lines represent 

non-fouling and fouling scenarios, respectively; blue: 

intrusive electrode performance, red: non-intrusive electrode 

performance. 

 

4. Conclusions 

 
In this work, we have presented a preliminary study 

of the electrode design of an EIS system for fouling 

detection in heat exchangers. Two electrode 

configurations were investigated. Numerical results 

based on the finite-element method show that both 

invasive and non-invasive electrode configurations are 

suitable for detecting fouling using impedance 

spectroscopy. However, from a practical point of view, 

the latter is preferable since it does not disturb the 

surface where fouling is formed. 
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Summary: The main aim of the paper is to evaluate the possibility of using distributed optical fiber sensor systems to detect 

cable manipulation or vibration in the close vicinity of the optical cable. Two systems were designed and developed: a  

Mach–Zehnder homodyne interferometer and a polarization state of change analyzer. Using our own developed systems, the 

measurement and evaluation of the opening/closing of the rack doors and cable manipulation were performed. The data serve 

as datasets for the implementation of machine learning that should automatically detect and classify events. 

 

Keywords: Fiber optic sensors, Interferometry, Polarization, Infrastructure protection, Vibration detection. 

 

 

1. Introduction 

 
Fiber optic infrastructure is essential for all data 

transmissions from long reach networks to local access 

networks. A standard single mode optical fiber is only 

medium that can satisfy requirements of all types of 

networks, such as bandwidth, speed, insertion loss, 

cost, and possible multiplexing. Fiber optic 

infrastructure may be threatened by fiber cuts caused, 

e.g., by digging activity, which causes an interruption 

of data transmission and additional costs. In 2011, 

Orange (France Telecom) reported that the most 

common cause (approximately 58 %) of fiber cuts is 

digging activity [1]. CESNET (Czech Education and 

Scientific NETwork) operates and develops the 

national e-infrastructure for science, research and 

education, which encompasses a computer network, 

computational grids, data storage and collaborative 

environment in the Czech Republic. Based on internal 

reports, CESNET experienced 50 outages between  

8–12.2016 and 71 outages from 1 to 7.2017. The 

number of outages caused by fiber cuts was >10 %  

[2, 3]. The reliability of data infrastructures may be 

increased using back-up lines, but it increases costs, 

and sometimes the same routes with different 

fibers/cables are used for back-up lines. Often, a back-

up line has worse parameters, which may cause 

outages, lower transmission speeds or unavailability of 

some services. Sometimes the backup lines are not 

used at all. Another way to increase fiber infrastructure 

protection is using monitoring systems of physical 

parameters such as ADVA ALM [4] or EXFO FG-750 

[5]. Unfortunately, these systems cannot predict fiber 

cuts or detect manipulation with optical cables. A new 

approach to fiber optic infrastructure protection is a 

distributed sensing system that may save not only the 

costs but also the time necessary for repairs and 

increase the quality of the network. 

 

2. Distributed Fiber Optic Sensing 

 
Currently, the most popular are backscatter-based 

fiber-optic sensing systems that use Rayleigh 

scattering, mostly referred to as distributed acoustic 

sensing (DAS). In general, the principle of operation is 

similar to standard optical time-domain reflectometry 

(OTDR) that is used for fiber path monitoring and 

measurement. An optical pulse is launched into an 

optical fiber and is continuously backscattered as it 

propagates within the fiber. The spatial resolution of 

two close events is dependent on pulse duration. 

Basically, for pulse durations of 50 ns, the spatial 

resolution is approximately 5 m. The main 

disadvantage of back-scatter-based sensors is their 

complexity. Moreover, the back-scatter signal power 

level is low, and hence, a high-power optical input 

signal must be generated. One of the limiting factors of 

phase-sensitive OTDR is the measured frequency 

range. If we consider the basic configuration, the pulse 

is launched into the fiber, and we have to wait until the 

backscatter signal from the end of the fiber returns 

before we can send another pulse. The repetition  

rate is [6] 
 

 𝑓 =  
1

𝜏
 =  

𝑐/𝑛

2∙𝐿
, (1) 

 

where f is the repetition frequency, τ is called repetition 

time, c is speed of the light in vacuum, n is the 

refractive index and L express total fiber length. For a 

fiber link with a total distance of approximately 30 km, 

the repetition rate is 3,333 Hz. Based on the  

Nyquist–Shannon sampling theorem, perfect 

reconstruction is guaranteed if the maximum 

frequency 𝐵 < 𝑓 =  2, which means that the system 

can measure frequencies up to 1.6 kHz. Because of the 

system complexity, it is not further considered for 

application in optical fiber infrastructure protection. 



8th International Conference on Sensors Engineering and Electronics Instrumentation Advances (SEIA' 2022),  

21-23 September 2022, Corfu Holiday Palace, Corfu, Greece     

174 

Light interference is used in various systems and 

sensors for precision measurement. Fiber optic 

interferometers, in comparison to OTDR-based 

systems, have higher sensitivity and simpler 

configuration and require less complex signal 

processing. There are several papers describing 

distributed sensing based on fiber interferometers  

[7, 2]. Two basic configurations are mostly mentioned 

– the Mach–Zehnder and Michelson or their 

combination. 

The interferometer evaluates the optical path 

difference as a phase difference between the reference 

and sensing arm [2]: 

 

 ∆∅ =  
2𝜋

𝜆
∆𝑥 =  𝑘∆𝑥, (2) 

 

where 𝜆 is the wavelength and Δx = x2 – x1 describes 

the optical path difference. Except high sensitivity to 

temperature changes, strain or tension, the big 

advantage is also very fast response and good potential 

for multiplexing. On the other hand, for localization, a 

combination of two interferometers or a combination 

with another method is necessary. 

The last technique that can be used for fiber optic 

infrastructure protection is polarization. The standard 

single mode optical fiber supports two degenerate 

modes of orthogonal polarizations. The polarization 

state of light in a single-mode optical fiber is very 

similar to that of a plane light wave in free space. It can 

be linear, circular, or elliptical. The polarization state 

of the light is influenced by the surrounding events, 

such as temperature or vibrations. The sensitivity is not 

as high as that in interferometry-based systems but is 

sufficient for event detection. Moreover, lower 

sensitivity also means lower noise. 

 

 

3. Experimental Setup 
 

For the measurement, we have developed a simple 

homodyne Mach–Zehnder interferometer and 

polarization analyzer as described in [4]. 

The systems are based on a DFB (distributed 

feedback) laser diode with a line-width of 

approximately 5 MHz. The signal from the laser is 

divided by a standard optical power coupler 2×2 with 

a coupling ratio of 50:50. For the measurement, a 

standard single-mode duplex patch cable with a length 

of 10 m was used. Before photodetection, part of the 

signal from one arm is divided by coupler 2×2, 90:10. 

The main part of the signal is connected to another 

coupler and is used for the interferometer. The rest of 

the signal is used for polarization analysis. For 

detection, PIN photodetectors with integrated TIA 

(transimpedance amplifier) are used. Signals propagate 

within the fibers, and due to local refraction index 

changes caused, e.g., by acoustic vibration, path 

lengths are different for both fibers. The scheme of the 

system is depicted in Fig. 1. 

The measurements were performed on a 2 mm 

patch cable located above the ceiling structure in a 

laboratory room measuring 7×10 m, see Fig. 2. Both 

the manipulation with the cable and the opening and 

closing of the rack door were measured. 
 

 

 
 

Fig. 1. Block scheme of the measured system. 

 

 
 

Fig. 2. Measurement setup, (1) Projector screen; (2) Rack; 

(3) Chair; (4) Optical cable location. 
 

 

4. Results and Discussion 
 

Both interferometer and polarization state analysis 

methods were used for comparison. In addition to the 

amplitude response over time, the spectrum of the 

measured event is also displayed. 
 

 

4.1. Interferometry 
 

Fig. 3 and Fig. 4 show the signal in the time domain 

and the spectrum, respectively, for rack door 

opening/closing. For the measurement, the  

Mach–Zehnder interferometer was used. 
 

 

 
 

Fig. 3. Interferometry, rack opening/closing, time domain. 
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Fig. 4. Interferometry, rack opening/closing, spectrogram. 

 

 

From both figures, it is evident that the 

interferometry system has high sensitivity. The 

response of the system is sufficient; in addition, a 

constant source of noise at a frequency of 1.5 kHz can 

be seen in the spectrum. From Fig. 4, it is possible to 

distinguish the individual door opening and  

closing events. 

The results for cable manipulation are depicted in 

Fig. 5 and Fig. 6. The intensity of the event is higher, 

which is caused by direct manipulation with the cable, 

which causes macrobends and local refractive index 

changes in the fiber core. 

 

 

 
 

Fig. 5. Interferometry, cable manipulation, time domain. 

 

 
 

Fig. 6. Interferometry, cable manipulation, spectrogram. 

 

4.2. Polarization 

 

Fig. 7 and Fig. 8 show the signal in the time domain 

and the spectrum, respectively, for rack door 

opening/closing. For the measurement, a polarization 

analyzer was used. 
 

 

 
 

Fig. 7. Polarization, rack opening/closing, time domain. 
 

 

 
 

Fig. 8. Polarization, rack opening/closing, spectrogram. 

 

 

The signal has lower intensity and lower noise 

compared to interferometry but is still sufficient to 

distinguish between the individual events of opening 

and closing of the rack door. 
 

 

 
 

Fig. 9. Polarization, cable manipulation, time domain. 
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The results for cable manipulation are depicted in 

Fig. 9 and Fig. 10. From Fig. 9, it is also possible to 

clearly see an idle state between individual events, 

which confirms the lower sensitivity and also lower 

noise of this type of distributed sensing system. 

 

 

 
 

Fig. 10. Polarization, cable manipulation, spectrogram. 

 

 

4. Conclusions 
 

In this paper, we confirmed by measurement that 

optical cable infrastructures can be protected by using 

interferometry- or polarization-based fiber optic 

sensing systems. Data networks can thus be protected 

against unauthorized manipulation with cables or in 

rack cabinets. This anomaly detection prevents against 

fiber cuts and minimizes the number of network 

outages. The polarization sensor is not as sensitive as 

the interferometer, which is a significant advantage 

due to the minimization of ambient noise. In addition, 

compared to an interferometer, only one fiber is 

needed and if properly configured, a data signal can 

also be used as a source signal. The frequency response 

of the measured events was up to 4 kHz, the higher 

frequency signals are suppressed by the fiber itself. In 

the next work, the data obtained by measurement will 

be used for the implementation of machine learning 

algorithms. A system using machine learning anomaly 

detection can not only detect but also classify events 

with high accuracy. 
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Summary: Ultrasound imaging is widely used in the medical field because it is noninvasive and provides real-time imaging. 

Typically, ultrasound imaging uses delay and sum (DAS) beamforming, in which the signal is combined by compensating for 

the received distance of the ultrasound. We have proposed FPWC-MVDR, a high-resolution ultrasound imaging method using 

adaptive compositing of ultrasound transmission direction and frequency subbands (FPWC-MVDR). Adaptive weight 

computation methods such as FPWC-MVDR are computationally expensive and difficult to process in real time compared to 

DAS. Deep learning has been used in various fields such as identification, prediction, and automation. In recent years, deep 

learning has also been used in the medical field to achieve higher resolution in image diagnosis and to reduce computational 

costs. Therefore, the objective of this study is to achieve high frame rates for high-resolution ultrasound imaging using deep 

learning. We evaluate the performance using datasets obtained from our experiments. 

 

Keywords: Array transducer, Beamforming, Compound, Deep learning. 

 

 

1. Introduction 
 

Ultrasound imaging is widely used in the medical 

field because it is noninvasive and can be imaged in 

real time. Typical ultrasound imaging methods are 

delay-and-sum (DAS) beamforming and minimum 

variance (MV) beamforming [1]. DAS beamforming 

corrects the delay time due to the difference in the 

propagation path of the echo received by each 

transducer and adds them together. MV beamforming 

determines the weights so that the variance of 

beamforming result is minimized. Compared to the 

DAS beamforming, the image quality of the MV 

beamforming can be improved, but it has a problem 

that the calculation amount is large and it takes time to 

find the optimum weight for each pixel. 

We proposed a high-resolution ultrasound imaging 

method called FPWC-MVDR (frequency and plane 

wave compounding minimum variance distortionless 

response) using an adaptive compound of ultrasound 

transmission angle and subbands [2]. We applied the 

MVDR (minimum variance distortion-free response) 

[3-5] to frequency compounding, inspired by the  

DCR-MVDR (data-compounded-on-receive MVDR) 

beamforming method [6]. Like the MV beamforming, 

FPWC-MVDR is a method that determines the weight 

for each pixel, so that the amount of calculation is large 

and real-time processing is difficult. We also proposed 

a filtered FPWC-MVDR method [7] using bandpass 

filtering to improve the frame rate of FPWC-MVDR, 

as well as a method to enable high-resolution imaging 

by utilizing harmonics [8]. 

In recent years, deep learning has been used in a 

variety of fields. In the field of ultrasound, deep 

learning has been used for classification, segmentation, 

and detection, helping to detect disease, estimate the 

speed of sound, and create images in real time [9-11]. 

Therefore, this study aims to generate images in a short 

time using deep learning. The result of FPWC-MVDR 

is used as an annotation for deep learning. Two 

networks are constructed and compared: one network 

that learns beamforming values with constraints on the 

weights, and another network that learns both 

beamforming values and weights for each pixel. 

 

 

2. Method 
 

2.1. FPWC-MVDR 

 

Plane waves are received and transmitted multiple 

times at different transmission angles, and the received 

echoes are delayed by an appropriate amount of time. 

The subband variance-covariance matrix is estimated 

for each pixel, and the weights of the subband 

compound are determined by the minimum variance 

criterion. The weights are used to reduce the frequency 

components at each transmission angle, and the 

angular variance-covariance matrix is estimated from 

the results to achieve the angular compound. 

 

 

2.2. Data 

 

In this experiment, the transmit and receive 

sequences used the experimental platform for medical 

ultrasound equipment (Microsonic RSYS0003) and a 

linear array probe (Nihon Dempa Kogyo T0-1599). 

The transducer in this experiment has 64 elements. 

Signal processing was performed offline using 
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MATLAB software. We present the experimental 

results obtained using a soft tissue-mimicking phantom 

(Kyoto Kagaku US-2 multi-purpose phantom N-365). 

The phantom contains some wires and cysts. In this 

study, four patterns of images (137792 pixels in total) 

in Fig. 1 were prepared and trained, and another two 

images in Fig. 2 were used to make predictions. 

 

 

  
                                                                 (a)                                                                  (b) 

 

  
                                                                  (c)                                                                 (d) 

 

Fig. 1. B-mode images of the result of FPWC-MVDR for network training. 

 

 
    (a)                                                               (b) 

 

Fig. 2. B-mode images of the result of FPWC-MVDR for network prediction. 

 

 

3. Network Architecture 

 
The networks used in this study were implemented 

in Python using the Keras API with a TensorFlow 

(Google, CA, USE) backend. For the annotation data, 

we used RF values of 137792 pixels as a result of 

FPWC-MVDR. Based on [12], the fully connected 

layers that outputs N nodes and N/4 nodes are used. 

The overview of network is shown in Fig. 3. To 

prevent network overfitting, a dropout layer is applied 

between each fully connected layer with a probability 

of 0.2. Training optimization uses the Adam optimizer 

with a learning rate of 0.001. Epoch of networks is 30. 

The activation function used in this study is called 

an antirectification layer, which is a combination of the 

ReLU and L2 normalization. By combining the ReLU 

with the normalization term, gradient disappearance 

can be prevented and overfitting of the constructed 

model can be suppressed. 

During learning, a loss function is used to reduce 

the error between the predicted value and the correct 

value. In this study, we introduce a loss function, the 

signed-mean-squared-logarithmic-error (SMSLE), the 
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mean-squared-logarithmic-error is calculated for a 

positive and negative part of beamformed data. The 

total loss is the sum of these two contributions. 

In the network [12], which learns beamforming 

values by constraining the weights, the sum of the 

outputs of the weights w is constrained to be 1, and 

SMSLE is used in the output y of the beamforming 

result. In contrast, in networks that learn both 

beamforming values and weights for each pixel, the 

output layer of weights w uses the mean squared error 

(MSE) and SMSLE is used in the beamforming result 

output y. 

 

 
 

Fig. 3. The overview of network model. 

 

 

4. Result and Conclusion 

 
Training 1 is the training of the network with only 

the beamforming result as the correct data, while 

training 2 is the training of the network with both the 

beamforming result and the FPWC-MVDR weights as 

the correct data. Fig. 4 shows the results of the 

prediction for each network using the data in Fig. 2(a) 

and (b) are the prediction results for the Training 1, 

while (c) and (d) are the prediction results for the 

Training 2. Comparing Fig. 2 and Fig. 4, we can see 

that both Training 1 and 2 show the same targets as in 

Fig. 2, so we can assume that the training is successful. 

Comparing Training 1 and 2, Training 2 has a clearer 

and more visible image. 

Fig. 5 shows the profiles of the B-mode images in 

Fig. 2 and Fig. 4. In (a) and (b) of Fig. 5, it is difficult 

to see the difference between the prediction results of 

Training 1 and Training 2, but in (c) and (d), Training 

2 is more similar to the FPWC-MVDR beamforming 

results. 

Table 1 shows the contrast noise ratio between the 

target and background portions of Fig. 2 and 4, 

respectively. It can be seen that Training 2 is a sharper 

image with higher CNR values than both  

FPWC-MVDR and Training 1. 

From these results, in this study, it is clear that the 

network trained with both the beamforming results and 

the FPWC-MVDR weights as the correct data outputs 

more accurate and sharper images than the network 

trained with only the beamforming results. 

In the future, it will be necessary to increase the 

patterns and amount of training data to improve the 

versatility of the network. 
 

 

 
                                                                   (a)                                                               (b) 

 

 
                                                                   (c)                                                               (d) 

 

Fig. 4. B-mode images: (a), (b) are prediction outputs from Training 1; (c), (d) are prediction outputs from Training 2. 
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

Fig. 5. Amplitude distribution profiles: (a), (b) are profiles 

for Fig. 2(a), Fig. 4(a), (c); (c), (d) are profiles for Fig. 2(b), 

Fig. 4(b), (d). 

Table 1. Contrast-to-noise ratio (CNR) of B-mode images. 

 

  
FPWC-

MVDR 
Training 1 Training 2 

Fig. 2(a) 1.427 3.146 4.19 

Fig. 2(b) 6.982 4.799 8.205 
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Summary: Fine-Grained Change Detection is essential in many applications of Artificial Intelligence, e.g. in health monitoring 

and system/infrastructure state estimation. In practice, making consistent predictions with regression analysis is challenging, 

particularly when there are several interacting factors that make every subject/situation unique. Therefore, in this paper, we 

investigate how techniques in Deep Multi-Task Metric Learning (DMTML) can be applied for the detection of fine-grained 

change at the edge. Our implementation will investigate the feasibility of making DMTML inferences on an edge neural 

accelerator which is a novel to this type of problem as it is totally instance-based and involves considerations around optimising 

the base model, the distance comparisons and the management of the gallery of previous instances to compare against.  

 

Keywords: Fine-Grained change detection, Multi-Task metric learning, Edge neural accelerator. 

 

 

1. Introduction 
 

Fine-Grained Change Detection (FGCD) is the 

process of identifying differences in the state of an 

object or phenomenon where the differences are class-

specific and are difficult to generalise. There are many 

applications requiring efficient, effective algorithms 

for reliably detecting variation, like remote sensing [1], 

surveillance [2] and healthcare [3]. Many applications 

of FGCD are situated in scenarios that call for the 

deployment of computing on the’edge’, i.e. the nature 

of tasks where the features to be recognised are specific 

to anindividual subject/scenario often require for 

technology for monitoring that subject to be deployed 

close to that subject on mobile robots/drones, in remote 

locations or in wearable devices. Therefore it is 

important that algorithms, architectures and systems 

for FGCD be deployable on edge devices. Section 2 of 

this paper will review the current state-of-the-art in 

edge neural accelerators available for deploying 

artificial intelligence at the edge. 

By definition, FGCD requires an algorithm that can 

recognise change across a range of scenarios, where 

there are many underlying factors which vary 

dependent on subject/situation being observed. Section 

3 of this paper will investigate what algorithms are 

being proposed in recent years for such tasks. In 

Section 4, we delve into techniques for optimising 

computations in instance-based approaches. Finally 

Section 5 will detail our methodology for optimising 

two main computational steps for deployment on an 

NVidia Jetson TX2 processor, namely deep neural 

network acceleration and distance estimation between 

representations produced by a neural network. 

2. Edge Neural Accelerators 

 
The deployment of Neural Processing on the edge 

require device architectures that are optimised for 

neural network workloads by providing hardware 

acceleration through parallel processing. In [4] 

Accelerator architectures were summarized into four 

main types. System on a chip, System on module, AI 

Coprocessors, and single board computers (SBC). 

The NVIDIA Jetson TX2 is a SBC that uses a 

Pascal GPU for AI application acceleration. When 

NVIDIA launched Jetson TX2, the de-facto platform 

for edge computing received a significant boost in 

capabilities. Remote Internet-of-Things (IoT) devices 

at the edge frequently experience degraded network 

coverage, latency, and bandwidth. While IoT devices 

typically serve as gateways for relaying data to the 

cloud, edge computing reframes the possibilities of 

IoT with access to secure onboard computer resources. 

NVIDIA currently leads the market with its Jetson 

modules delivering server-grade performance in 

various power categories from 5-30W. Although the 

TX2 has been discontinued, NVIDIA offers the Jetson 

Xavier NX module utilising a Volta series GPU as a 

successor [5]. The main barrier to the uptake of the 

more recent platforms is their price but they do offer 

significant advancements, including Tensor Cores and 

NVidia Engines, and warrant further research into 

what inference performance is achievable with 

different types of networks on these platforms [6]. 

Table 1 compares the hardware specifications of the 

leading platforms for edge computing. 
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Table 1. Neural Edge Computing Hardware Comparison [7, 8]. 

 

 PC Jetson Nano Jetson X2 Series 
Jetson 

Xavier NX 

Jetson AGX 

Xavier 

 

Processor 

Intel(R) 

Core(TM) i7-

7500U CPU @ 

2.70GHz, 2901 

MHz, 2 Core(s), 

4 Logical 

Processor(s) 

 TX2 4GB TX2 TX2i   

Performance 
14.95 GFLOPS 

(FP32) 

0.5 TFLOPs 

(FP16) 

1.3 TFLOPS 

(FP16) 

21 TOPS 

(INT8) 

32 TOPS 

(INT8) 

Architecture 

Intel(R) 

Core(TM) i5  

quad core 

NVIDIA 

Maxwell  

NVIDIA Pascal 

 

NVIDIA 

Volta  

NVIDIA 

Volta  

NVIDIA 

CUDA cores 
- 128 256 

384 and 48 

Tensor cores 

512 and 64 

Tensor cores 

CPU 

Intel(R) 

Core(TM) i5-

4430 CPU @ 

3.00GHz 

Quad-core 

ARM Cortex®- 

A57 MPCore 

Dual-core NVIDIA and quad-core 

Denver 1.5 ARM Cortex®-A57 

64-Bit CPU MPCore 

6-core 

NVIDIA 

Carmel 

ARM®v8.2 

64-bit CPU  

8-core 

NVIDIA 

Carmel 

ARM®v8.26

4-bit CPU  

Memory 8 GB 

4 GB 64-bit 

LPDDR 1600 

MHz 25.6 GB/s 

4 GB 128-

bit  

LPDDR4 

1600 MHz 

51.2 GB/s 

8 GB 128-

bit 

LPDDR4 

1866 MHz 

59.7 GB/s 

8 GB 128-

bit 

LPDDR4 

1600 MHz 

51.2 GB/s 

8 GB 128-bit 

LPDDR4x 

1600 MHz 

51.2 GB/s 

32 GB 256-

bit LPDDR4x 

2133 MHz 

136.5 GB/s 

Storage 

(eMMC) 
256 GB HDD 16 GB  16 GB 32 GB  32 GB 16 GB  32 GB  

Power 65-95W 5/10W 7.5/15W 7.5/15W 10/20W 10/15W 10/15/30W 

 

3. Fine-Grained Change Detection 
 

Many of the state-of-the-art technologies in 

computer vision and time series analysis, which 

leverage big data and deep learning, struggle to predict 

subtle deviations for each individual subject/situation 

below the resolution that generalising for the entire 

population allows. Therefore, instance-based and few-

shot learning approaches are more applicable. In 

particular, we focus on techniques that can be applied 

to the representations learned by artificial intelligence 

in multi-task, multi-modal, open-set and online 

learning settings. Benchmark datasets for this kind of 

problem include [9, 10]. 

 

 

3.1. Geometric Deep Learning 

 

Graphs are used extensively in applied science as a 

way of organising data that prioritizes certain patterns 

so that relationships between interacting features can 

be efficiently computed, stored and accessed. Recent 

years have seen a surge in approaches that 

automatically learn to encode graph structure into low-

dimensional embedding, using techniques based on 

deep learning and non-linear dimensionality reduction. 

Graph relations can be used to quantify change in some 

FGCD applications. This emerging domain was named 

geometric deep learning (GDL) by [11] involves 

learning graph representations which include matrix 

factorization-based methods, random-walk based 

algorithms, and Graph Neural Networks (GNNs) [12]. 

3.2. Deep Metric Learning 

 

As change detection is essentially the detection of 

differences observed in objects/phenomena, it is 

natural that distance/similarity-based machine learning 

solutions be suited to this task. Distance Metric 

Learning (DML) is a similarity-based machine 

learning method where data slices are passed pairwise 

through a Siamese/Triplet/Quadruplet network which 

is optimised to produce projections to a latent space 

with some notion of distance, such that similar samples 

are placed close together and dissimilar ones far apart. 

The notion of distance between the feature vectors 

projections (also referred to as embedding) arises from 

the use of some distance metric (e.g. Euclidean 

distance) in the loss function implemented during 

training 

Multi-Task Metric Learning (MTML) is an 

approach where instead of trying to predict a single 

class/score, the output is mapped to a space where  

subgroup relatedness can be observed and multiple 

related tasks can be learned simultaneously [13].  

A few works have combined / coupled multiple 

networks to solve multiple aspects of fine-grained 

change election problems in a similar vein [9, 10]. 

 

 

3.3. Deep Generative Models 

 

Deep generative models learn to output some 

transformation of the input. The training technique 

may be direct (i.e. comparing the true and the 

generated probability distributions) or indirect (i.e. 

adversarial training where a  discriminator network 
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downstream from the generator network has the task of 

discriminating between ground truth and generated 

data and it's the generator's job to fool the 

discriminator)  [14]. 

The most well-known of the former direct 

comparison techniques is the Variational Auto 

Encoder (VAE), a technique that can model high-

dimensional data flexibly to produce low-dimensional 

embedding. VAEs are considered to be more flexible 

than metric learning but less interpretable although 

there are techniques for interpreting representations 

coming to the fore [15].  

The latter form (indirect generative models) are 

known as Generative Adversarial Networks and have 

many advantages including being able to learn spatial 

relations and temporal correlations from target data 

and the ability to synthesize more training samples 

[16]. Generative techniques feature in many recent RL 

methods for this reason and can be very interesting in 

FG change detection applications where pattern 

discovery is essential to every new case. For instance, 

they have been integrated into the training procedure 

of a one-shot learning framework by [17] and have 

been used to generate augmentations for unsupervised 

anomaly detection [18].  

 

 

4. Accelerating Performance 
 

For the remainder of this study we focus on 

techniques which make use of Convolutional NeuraL 

Networks 

Many recent research efforts have exploited data 

sparsity for the acceleration of convolutional neural 

network (CNN) inferences. TensorRT increases 

inference performance with network graph 

optimizations, kernel fusion, and half-precision FP16 

support. Performance may be significantly improved, 

resulting in reduced latency [19].  

However, the effects of data transfer between main 

memory and the CNN accelerator have been largely 

overlooked. [20] proposes a novel CNN acceleration 

technique for resource-constrained systems by 

leveraging hardware-software (HW/SW) co-design. 

To reduce data transfer overhead between the 

hardware accelerator and main memory, it is proposed 

to use an efficient compression method for input 

feature map (IFM) data. 

4.1. Gallery Management 

 

The challenges of dataset management include 

ensuring the dataset is correctly labelled, balanced and 

contains a sufficient amount of data. As well as this, 

the categories to be classified must also be chosen 

carefully at the task definition stage to minimize intra-

class variance.  
 

5. Methodology 
 

In this paper we extend on the methodologies of 

[21] and [13] by deploying the system on an Edge 

Neural Accelerator. We run our experiments on a 

custom dataset/deployment system. The statistics of 

the data cannot be published due to a non-disclosure 

agreement however, the baseline accuracies will be 

shared and any relative deviations from that will be 

apparent. 

The summarise, the method we use employs a 

metric learning architecture with a ResNet-50 base 

network with additional final layers to transform the 

learned embedding so that orthogonality is maintained 

between multiple tasks in leant space. Our experiments 

investigate the acceleration of 3 aspects of this 

approach: Neural network inference, embedding 

similarity estimation and gallery database 

management. 

To investigate the deploy ability of our system at 

the edge we utilise a processing unit with an NVidia 

Jetson TX2 4GB System on Module which features 4 

GB LPDDR4 RAM, a Dual-Core NVIDIA Denver 2 

64 Bit CPU and 256 NVIDIA Pascal CUDA Cores 

[22] and compare our results with that which was 

achieved on a standard PC previously. 
 

 

5.1. Neural Network Acceleration 
 

By default the TX2 and its firmware allow GPU 

support via a CUDA runtime. For AI inference can be 

used directly but might be slow. Converting a pytorch 

or TensorFlow model to TensorRT on a host PC and 

running the inference step on the edge device improves 

performance [23]. We utilise the TenorRT 2.1 module 

on the NVidia Jetson TX2 to prune our pre-trained 

model to reduce memory footprint and latency  

according to Table 2. 

The latencies in Table 2 show that with TensorRT 

2, Jetson TX2 achieves 12.2ms latency for ResNet-50 

in Max-P performance profile.   

 

 

Table 2. Inference Runtime Comparison for DMTML  

base model. 

 

Model Processor Inference Time RAM Accuracy (%) 

ResNet 50 Intel i5 150 ms 2 GB 92 

ResNet 50 NVidia Jetson TX2 64 ms 4 GB 92 

ResNet 50 /w TensorRT NVidia Jetson TX2 12.2 ms 4 GB 91 
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5.2. Distance Calculation Acceleration 
 

We replaced the hard-coded Euclidean distance 

calculation with a method to perform the computation 

on GPUs by [24]. The method implements Euclidean 

Distance Computation in Python for 4x-100x+ 

speedups over SciPy and scikit-learn. It also leverages 

GPU for better performance. 
 

 

5.3. Data Curation 
 

We use methods we have previously published in 

[21] to maintain the gallery of embedding with the 

addition of fine-tuning the limit and the prioritisation 

scheme to reduce latency with only a minor reduction 

in accuracy (shown in Table 4) mainly for extreme 

cases which do not have many past observations to 

compare against. The method uses inclusion and 

deletion prioritisation schemes based on the outlines, 

age, storage / performance limits and class-specific 

limits for the amount of embedding hat can be kept in 

the gallery. 

 

 
Table 3. Distance Calculation Runtime Comparison  

for DMTML base model. 

 

Distance 

Calculation 
Processor 

Time for 1000 

calculations (sec) 

CPU based Intel i5 1.214 

CUDA based 
NVidia 

Jetson TX2 
0.264 

 

 

 
Table 4. Gallery Memory Improvement Evaluation. 

 

No. Processor #comparisons Execution time (ms) Accuracy (%) 

1. Intel i5 1600 400 92 

2. NVidia Jetson TX2 1600 250 92 

/w Prioritisation improvement NVidia Jetson TX2 1000 (limited) 71 87 

 

 

6. Conclusions 
 

It is important that algorithms, architectures and 

systems for FGCD be deployable on edge devices. 

Therefore methods which make use of instance-based 

approaches that can adapt to different deployment 

scenarios are favourable, particularly those that 

employ lightweight models (e.g. our method ses 

ResNet-50). This paper has investigated the 

deployment of our multi-task metric learning 

methodology on the edge. We have proposed a number 

of techniques around optimising the inference time of 

the pre-trained model by pruning with TensorRT, 

optimising the Euclidean distance calculation by 

directing it to GPUs and eliminating unnecessary 

calculations by managing the gallery of embedding. 

The improvements made have demonstrated a 10X, 

4.6X and 5.6X reduction in latency respectively. 
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Summary: The two types of enzymes impediometric biosensors based on urease and glucose oxidase were developed for the 

inhibitory analysis of heavy metal ions. Two pairs of planar thin-film interdigitated gold electrodes, deposited on a ceramic 

plate was used as an electrochemical transducer. The enzymes were immobilized on the surface of gold electrodes through 

glutaraldehyde crosslinking procedure. The optimal concentration of substrate for inhibitory analysis was 1-2 mM. The optimal 

time of incubation of bioselective elements in solution with inhibitor was 20-30 minutes. The sensitivity of developed 

biosensors towards different heavy metal ions (Hg2+, Ag+, Cd2+, Zn2+, Ni2+, Pb2+, Co2+, Cu2+) was investigated. The possibility 

of reactivation of two types of biosensors using EDTA was studied. The developed biosensors can be used for the determination 

of the presence of heavy metal ions. 

 

Keywords: Heavy metal ions, Impediometric biosensor, Enzyme, Urease, Glucose oxidase. 

 

 

1. Introduction 
 

Nowadays environmental pollution by heavy 

metals is a global problem. Heavy metals have been 

widely applied in industry (textile, etc.), agriculture, 

and other fields [1]. However, heavy metal pollution is 

inevitable in the process of mass production and 

emission. Heavy metal ions will cause irreversible 

harm to the human body and other organisms due to 

their nondegradable nature [1]. They can accumulate 

in living organisms either directly or through the food 

chain. Inside the body, metal ions can be converted to 

more toxic forms or can directly interfere with 

metabolic processes. As a result of metal toxicity, 

various disorders and damage due to oxidative stress 

triggered by metal ions have been witnessed [2]. 

Therefore, it is crucial to develop effective 

techniques for determination the levels of heavy metal 

contamination in various mediums. 

Various techniques have been established for 

detection of heavy metal ions (HMIs), including 

inductively coupled plasma mass spectrometry  

(ICP-MS), inductively coupled plasma optical 

emission spectrometry (ICP-OES), inductively 

coupled plasma atomic emission spectrometry  

(ICP-AES), flameless atomic absorption 

spectrophotometry (FAAS) and atomic absorption 

spectroscopy (AAS) [3, 4]. These techniques are 

highly sensitive and selective; however, they require 

relatively expensive equipment, highly skilled 

personnel, the application of complex operational 

procedures, and long detection times [3]. 

Notably, electrochemical methods have the 

advantages of low cost, simplicity, high sensitivity, 

ease of operation, rapid analysis, portability and 

applicability for field monitoring of environmental 

samples [3, 4]. 

Among different electrochemical biosensors, 

conductometric and impediometric biosensors are 

rather promising [4, 5]. Conductometric methods 

being quite simple, easy-to-use and accurate, suggest a 

solution of a number of essential scientific and 

technological tasks [5]. 

This work was aimed at the development of new 

impediometric enzyme biosensors for measurement of 

heavy metal ions in aqueous solutions. 
 

 

2. Materials and Methods 
 

2.1. Sensor Construction 
 

The electrochemical transducers were 

manufactured in the V. Lashkaryov Institute of 

Semiconductor Physics of NAS of Ukraine (Kyiv, 

Ukraine). They consist of two identical pairs of gold 

interdigitated electrodes obtained by gold sputtering 

onto ceramic plate of 5∗30 mm2 area (Fig. 1). 
 

 

2.2. Immobilization of Enzymes on the Electrodes 
 

The immobilization procedure was performed as 

follows. The enzyme solution was prepared by 
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dissolving the enzymes in 40 mM phosphate buffer, 

pH 6.5, containing 10 % BSA and 20 % glycerol. The 

mixture for reference membrane was prepared by the 

same procedure using BSA instead of enzymes. The 

enzyme solution was mixed with 1 % aqueous solution 

of glutaraldehyde (GA) in 1:1 ratio and was deposited 

on the first pair of electrodes. The BSA solution was 

mixed with GA solution in the same way and was 

deposited on the second pair of electrodes. Then the 

membranes were dried in open air at room 

temperature. Before starting the experiments, the 

electrodes with membranes were dipped into 5 mM 

phosphate buffer solution, pH 6.5, to wash out excess 

of unbound components. 

 

 

 
 

Fig. 1. Image of the gold electrodes obtained with photo 

camera and with a scanning electron microscope. 

 

 
2.3. Measurement Procedure 

 
Measurements were carried out at room 

temperature in an open cell (2 ml) filled with 5 mM 

phosphate buffer solution, pH 7.35, with constant 

stirring. The required substrate concentration in the 

cell was obtained by adding the aliquots of substrates 

stock solutions in the cell with buffer solution. For 

inhibitory analysis, the biosensors responses to 

substrates were evaluated before inhibition, then the 

biosensors were incubated in a solution of metal salts 

of different concentrations (0.01 to 100 μM) and after 

washing the biosensors responses to the substrates 

were measured again. Reactivation of the inhibited 

enzymes was performed by incubation of biosensors in 

5 mM EDTA with neutral pH for 30 min. 

Non-specific changes in the output signal 

associated with fluctuations of temperature, medium 

pH, and electrical noise, were compensated by using 

differential mode of measurement. At least three series 

of experiments were performed. 

3. Results and Discussion 

 
The operation of two types of impediometric 

biosensors are based on certain enzymes immobilized 

on the surface of the electrodes. During the inhibition, 

an interaction between heavy metals ions and enzymes 

results the corresponding decreasing of biosensors 

signals to substrates. 

The procedure of heavy metal ions measurements 

is shown in this Fig. 2. At first, we obtain the biosensor 

signal to the substrate (glucose or urea) from two 

different biosensors based on glucose oxidase or 

urease respectively. Then, the sensitive layer of 

biosensor is washed out by 5 mM phosphate buffer 

solution, pH 7.35. Then, we incubate the bioselective 

elements in the sample that can contain heavy metal 

ions. Then, the sensitive layer of biosensors is washed 

out again by the same buffer solution. Next, we obtain 

the biosensor signal to insertion of the same 

concentration of substrate. In case of inhibition of 

enzymes by heavy metal ions we see the decreasing of 

biosensor signal. The following equations are used for 

calculation residual activity (Z) and level of inhibition 

(L): Z = Ai ∗ 100/A0 and L = (A0 – Ai) ∗ 100 %/A0. A 

level of the enzyme inhibition (L) and residual activity 

(Z) has direct and inverse relationship with the 

concentration of heavy metal ions in the sample 

respectively. To use biosensor, multiply times we 

reactivate the enzymes of biosensors after inhibition 

using chelating agents (e.g., EDTA). 

 

 

 
 
Fig. 2. Scheme of inhibitory determination of heavy metal 

ions by impediometric enzyme biosensor. Biosensor signals: 

A0 before inhibition, Ai after inhibition, Ar after reactivation. 

Z is the residual activity, L is the level of inhibition. 

 

 

As a result of the work, the optimal conditions for 

biosensors operation were found. The analytical 

characteristics of enzyme biosensors were evaluated. 

The biosensors were characterized by high signal 

reproducibility at determination of substrates and 

inhibitors. The optimal substrate concentration that 

gave the highest biosensor sensitivity to heavy metal 

ions was 1-2 mM. The optimal time of incubation of 

bioselective elements in solution with inhibitor was 

20-30 minutes. The sensitivity of biosensors remains 

the same after a month of storage in dry condition at 

+4 °C that allows us to store these biosensors up to a 

month without decreasing of its sensitivity. The 

sensitivity of developed biosensors towards different 
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concentrations (0.01 to 100 μM) of heavy metal ions 

(Hg2+, Ag+, Cd2+, Zn2+, Ni2+, Pb2+, Co2+, Cu2+) was 

investigated. The calibration curve of silver (I) ions 

determination of biosensor based on urease is 

presented on Fig. 3. The possibility of reactivation of 

two types of biosensors using EDTA was proved. It 

was studied how the reactivation efficiency depends on 

the time of reactivation, inhibitor concentration and 

other parameters. The possibility of multiple 

reactivations of the developed biosensor was estimated 

with a purpose of its repetitive application for the 

inhibitory analysis of heavy metal ions in water 

solution. The results showed that the biosensor can be 

used several times during the working with appropriate 

concentration of inhibitors. 
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Fig. 3. Calibration curve of silver (I) ions determination  

of impediometric biosensor based on urease. 

 

 

4. Conclusions 
 

The two types of impediometric enzyme biosensors 

based on glucose and urease were developed for 

inhibitory determination of heavy metal ions. The 

measurement conditions were optimized. The main 

analytical characteristics of the biosensors for 

inhibitory analysis of heavy metal ions in water 

solutions were studied. Sensitivity of two types of 

biosensors toward different heavy metal ions was 

investigated. The possibility of biosensor reactivation 

with EDTA solutions was shown. In future the 

developed biosensors can be used for express 

evaluation of the presence of heavy metal ions in  

water samples. 
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Summary: This experimental study addresses the heat transfer measurement, particularly an evaluation of the local Nusselt 

number in the case of a round air impinging jet issuing from a long straight pipe nozzle. The key problem consists in the heat 

flux measurement using a thermopile sensor. Low Reynolds numbers, where the transition from laminar to turbulent impinging 

jets occurs (Re = 2250–3010), are focused. It was revealed that impingement heat transfer is highly influenced by intermittency 

and transition in the flows. Because of these effects, the non-monotonic relationship between the Nusselt and Reynolds 

numbers occurs. Although the experiments are well repeatable, a comparison with reference experimental data indicates 

surprisingly large discrepancy. The main reason is a sensitivity of the laminar-turbulent transition to the disturbances. On the 

other hand, results in laminar and fully turbulent regimes are in a reasonable agreement with literature. 

 
Keywords: Heat transfer, Pipe flow, Impinging jet, Transition to turbulence. 

 

 

1. Introduction 

 
Impinging jets (IJs) are frequently used in many 

industrial applications, mainly due to very high rates of 

heat and mass transfer between working fluids and 

exposed surfaces. Therefore, heat transfer to 

submerged IJs has been widely studied. The main 

results have been published, e.g., by Martin [1], Dyban 

and Mazur [2], Downs and James [3], Jambunathan et 

al. [4], Viskanta [5], Webb and Ma [6], and  

Garimella [7]. 

The relationship between the stagnation point 

Nusselt number (Nu0) and the Reynolds number (Re) 

is typically a monotonic relationship obeying the 

power function of Nu0 ~ Rem. However, the Nu0 – Re 

relationship can be basically different at low Reynolds 

numbers. For example, non-monotonic variations in 

the Nu0 – Re relationship was found in experimental 

studies [8–11] dealing with jets issuing from long pipes 

with laminar-turbulent transition in flows. 

Vickers [8] investigated air jets from a long straight 

circular pipe nozzle impinging onto a smooth planar 

surface at low Re. The investigation was focused 

mainly on the Re range from 500 to 1200. The linear 

Nu0 – Re dependence was concluded for Re < 1050. 

Then a rather sharp Nu0 drop with the local Nu0 

minimum at Re = 1250 was revealed. For Re > 1250, 

Nu0 again increases with Re. This non-monotonic 

behavior was attributed to the changes in the jet flow 

characteristics [8]. 

Elison and Webb [9] revealed Nu0–Re dependences 

for Ellison laminar and turbulent flows in the forms of  

Nu0 ~ Re0.8 and Nu0 ~ Re0.5, respectively. The  

laminar–turbulent transition was found around  

Re = 1500, where a non-monotonic behavior of the  

Nu0 – Re relationship occurred and a sudden Nu0 drop 

was found for the nozzle-to-wall distance larger than 

the length of the potential core. 

Lemanov et al. [10] measured heat transfer at the 

stagnation points of an impinging air jet at the  

nozzle-to-wall distance H = 20 D, where D is the pipe 

nozzle diameter, at low Reynolds numbers,  

Re = 250–5000. The transition was identified between 

Re = 3160 and 3800. The turbulence intensity was 

evaluated very low for Re < 3160 and Nu0 increased 

gradually with Re. An increase of the turbulence 

intensity was found in the transition regime, with the 

maximum around Re = 3340. A distinct sharp decrease 

of Nu0 was revealed for Re > 3340. In the turbulent 

regime (Re > 3800), the dependence Nu0 ~ Re0.5 was 

concluded. 

Katti et al. [11] investigated IJs in the range of  

Re = 500–12000 and revealed that Nu0 increases with 

increasing Reynolds number. However, instead of a 

monotonic growth, two different regimes were 

concluded for Re = 500–1000 and 4000–8000. 

Experimental evaluation of local convective heat 

transfer characteristics can be performed at one or the 

other thermal boundary conditions: an isothermal wall 

or the constant heat flux. The former condition requires 

measurement of the temperature distribution on the 

wall by means of temperature sensors  

(e.g., thermocouples), or by an optical access  

(e.g., thermochromic liquid crystals TLC, infrared 

imaging system, and infrared thermography, see a 

review by Carlomagno and Ianiro [12]). The latter 

condition requires measurement of the local heat flux 

by means of appropriate sensors. Another 

experimental possibility is measurement of mass 

transfer characteristics and a consequent data 

transformation into the heat transfer domain by means 

of the heat and mass transfer analogy [2, 13]. 

The present study uses two independent 

experiment methods, namely the heat flux 

measurement using a thermopile heat flux sensors at 

the isothermal wall condition and the reference mass 
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transfer measurement using the naphthalene 

sublimation technique (again, at the isothermal wall). 

The experiments focus on impingement heat transfer at 

the transition from laminar to turbulent flow. 

 

 

2. Experimental Setup and Methods 

 
The experimental setup is shown in Fig. 1. The 

main parts of the setup are the long pipe nozzle (1), 

from which the air jet issues, and the impingement wall 

(2). The pipe nozzle has an inner diameter  

D = 10.05 mm and length L = 100D. It is oriented 

vertically, and the flow direction is from top to bottom. 

Air is supplied to the pipe from a compressor, and a 

constant volume flux is maintained using a pressure 

regulator. The airflow passes through a 12.5 mm 

diameter flexible tube (3). A honeycomb (4) is placed 

at the end of the flexible tube before the pipe inlet to 

suppress the rotational velocity component. The flow 

rate is evaluated from hot-wire anemometer 

measurements. Moreover, a rotameter is installed 

upstream of the test section to measure the 

instantaneous flow rate and indicate any drift. 

 

 

 
 

Fig. 1. Experimental setup; 1: pipe, 2: impingement wall 

(consisting of 2a: aluminium plate, 2b: PMMA plate,  

2c: insulation foam, 2d: heater, 2e: heat flux sensor);  

3: flexible tube, 4: honeycomb, 5: infrared thermometer,  

6: processor. 

 

 

The main part of the impingement wall (2) is the 

central 100 mm × 100 mm × 10 mm aluminium plate 

(2a), which is electrically heated by a 76 mm × 76 mm 

heater (2d) (Kempton Insulated Flexible Heater, 

Omegalux KH 303/5-P 02/06, maximal electric power 

input 45 W). 

Because of the aluminium plate’s relatively large 

thickness (10 mm) and aluminum's high thermal 

conductivity, its top side achieved a uniform 

temperature condition within ±1.0 °C, as was verified 

by additional measurements. A heating control unit 

keeps the wall temperature constant (I3242 Process 

Meter & PID Controller, Newport). 

The entire impingement wall (2) and the pipe (1) 

are mounted on independent r- and x-traversing stands. 

The jet may be positioned in the x-r system with 

accuracies of 0.25 mm and 0.05 mm, respectively. 

The local heat flux from the wall to the jet is 

measured using a heat flux sensor (2e) (RdF  

Micro-Foil, type 27132) mounted on the impingement 

wall covering surface area of 1.5 mm × 3 mm. The 

sensor operates as a differential thermopile consisting 

of thin foil thermocouples bonded to both sides of a 

thin thermal barrier. An evaluation of the heat flux 

passing through the sensor is based on the Fourier law 

of heat conduction, giving the direct proportionality 

between the temperature difference and the heat flux. 

The voltage across the thermopile sensor, which is 

proportional to the heat flux, is measured by an  

in-house built device (position 6 in Fig. 1). 

The steady-state experiment used the uniform wall 

temperature boundary condition: TW = const and  

TJ = const, where TW is the wall temperature, and TJ is 

the temperature of the jet exiting the long pipe. The 

wall surface temperature TW was measured by an 

infrared thermometer (AMiR FIA628 with ALMEMO 

2390-5 measuring instrument, position 5 in Fig. 1) 

with a resolution of 0.01 °C and an accuracy of  

±1.0 °C. The jet temperature TJ was measured by a 

platinum thermometer Pt100 (OMEGA DP41-B-TC, 

incorporated into the in-house built device 6 in Fig. 1) 

with a resolution of 0.01 °C and an accuracy of  

±0.1 °C. Experiments were performed at the 

temperatures TW = 30–60 °C and TJ = 21–25 °C. 

The local heat flux and temperature measurements 

can be used to obtain the heat transfer coefficient. By 

equating the heat conduction through the sensor to the 

heat convection from the wall surface, the heat transfer 

coefficient in the stagnation point h0 is: 

 

 h0 = q0 / (TW – TJ), (1) 

 

where q0 is the heat flux in the stagnation point 

evaluated by the sensor voltage measurement. The 

non-dimensional quantity is the stagnation point 

Nusselt number Nu0 = h0D/k, where k is the thermal 

conductivity of the working fluid (air), which was 

evaluated at the film temperature, (TW + TJ)/2. 

Considering Eq. (1), Nu0 can be evaluated from 

experiments as 

 

  0 0 W J   Nu q D / k T T  (2) 

 

The described measurement systems can be 

calibrated in-situ against a reference stagnation point 

heat transfer coefficient; see, e.g., O’Donovan and 

Murray [14]. Similarly, the present system was 

calibrated against the stagnation point Nusselt number 

evaluated through the reference naphthalene 
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sublimation method based on an analogy between heat 

and mass transfer [2, 13]. 

The reference mass transfer measurement used the 

same experimental setup as in Fig. 1. The principles of 

the method were described by Goldstein and Cho [13] 

and the present variant was specified in studies  

[15, 16]. Mass transfer data were obtained from 

measurements of the naphthalene sublimation from the 

surface in the form of Sh0/Sc0.4 (where Sh0 and Sc are 

the Sherwood and Schmidt numbers, respectively  

[2, 13]), and the Nusselt numbers were evaluated using 

the analogy between heat and mass transfer. A more 

detailed description of the experiment is available in 

the recent study [16]. 

Flow velocities were measured with a hot-wire 

anemometer (MiniCTA 54T30, DANTEC) in constant 

temperature anemometry (CTA) mode using a single-

sensor wire probe (55P16) with a data acquisition 

device (NI PCI-6023E). Temperature measurements 

using the 54T40 temperature system with a thermistor 

probe (90P10, DANTEC) were used for temperature 

correction of the hot-wire data. The sampling 

frequency was typically 10 kHz, and 16,384 samples 

were collected using LabView software. The hot-wire 

data were post-processed in LabView and MATLAB. 

The velocity calibration was made over a velocity 

range of 0.9–35.6 m/s. 

An uncertainty analysis was performed according 

to the method outlined by Kline and McClintock [17] 

for a single-sample experiment. The resulting 

expanded uncertainty of Nu and Sh0 are 9.0 % and  

8.0 %, with a 95 % confidence level (considering the 

coverage factor of 2); for more details see [16]. 

The maximum relative uncertainty of a single 

velocity sample was evaluated to be better than 7 % for 

velocities in the range of 3–35.6 m/s (at a 95 % 

confidence level). 

 

 

3. Results and Discussion 
 

The effect of the wall temperature was studied at 

five TW: 30, 40, 45, 50 and 60 °C. The Reynolds 

number is defined as Re = UD/v, where U is the 

average velocity at the pipe nozzle exit and v is the air 

viscosity at TJ temperature. Another definition is based 

on the TW temperature, thus ReW = UD/vW. The  

Nu – Rew relationships are shown in Fig. 2. Five  

Nu – Rew curves are presented for various TW. The non-

monotonic Nu0–Re relationship is evaluated. The 

temperature effect is relatively small. 

The effect of the Reynolds number is shown in 

Fig. 3 as the Nu0 – Re and Nu0 – ReW relationships, 

measured at TW = 45 °C. Three jet flow regions can be 

identified in Fig. 3: the laminar, transitional and 

turbulent regimes for Re < 2250, Re ≈ 2250–3010, and 

Re > 3010, respectively. 

A reference measurement was made using the 

naphthalene sublimation technique. Fig. 3(a) shows 

a reasonable qualitative agreement of both 

experiments. However, the transition occurs sooner at 

the naphthalene experiment, namely at  

Re = 1770–2440 for the naphthalene experiments and 

Re = 2250–3010 at for the thermopile sensor. Another 

example: the thermopile evaluates Nu0 = 73 at  

Re = 2440, while the naphthalene sublimation yields 

only Nu0 = 33 at Re = 2440. These differences can be 

explained. The reasons are definitely not in accuracies 

of the methods, the main reason consists in differences 

of flow regimes: while the former experiment relates 

to the end of the laminar regime, the latter one relates 

to the beginning of the turbulent regime (although 

differences in Re are small). The transition is very 

sensitive to the external disturbances, therefore the 

comparison of different regimes (although the same 

Re) is questionable. The transition occurs sooner at the 

naphthalene experiment (at smaller Re = 1770–2440), 

therefore a comparison of the Nu0 is questionable in the 

transitional region. 

 

 

 
 

Fig. 2. The effect of the wall temperature TW. 

 

 
 
Fig. 3. The effect of the Reynolds number revealing  

the laminar, transitional and turbulent regimes. 

 

Finally, Fig. 3(b) indicates again that the wall 

temperature effect (i.e., the recalculation of the Re into 

ReW according to the reference temperature T or Tw) is 

relatively small. 
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4. Conclusions 

 
The present study uses two independent 

experiment methods, namely the heat flux 

measurement using a thermopile sensors and mass 

transfer measurement using the naphthalene 

sublimation technique. The non-monotonic 

relationship between the Nusselt and Reynolds 

numbers was found at Re = 2200–3000. Although the 

experiments are well repeatable, a comparison with 

reference experimental data indicates surprisingly 

large discrepancy. The main reason is that the  

laminar-turbulent transition is very sensitive to the 

external disturbances and the comparison of different 

regimes. 

On the other hand, results in both used methods in 

laminar and fully turbulent regimes (Re < 2200 and  

Re > 3000, respectively) are in a reasonable agreement 

with expectation and literature. 
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Summary: Displacement measurement plays a primary role in several industrial and research areas. The extension to more 

than one dimension can affect the accuracy due to coupling of the dimensions. 

Here we, by exploiting structured light, developed a high performance fully optical sensor for bidimensional displacement 

measurement in the transverse plane. We injected a laser radiation in a Multi Plane Light Conversion (MPLC) system used for 

spatial mode multiplexer/demultiplexer through modal composition/decomposition of incoming radiation. 

The laser escaping from the device, after reflection on a mirror, is coupled again with MPLC in opposite direction. By 

monitoring the power of non-symmetric modes, we are able to measure transverse displacement in two transverse dimensions 

that are the more challenging to be measured being the third (longitudinal) dimension measurable with extreme precision in 

an interferometric way. The system shows good performance in term of resolution and room for improvement. 

 

Keywords: Displacement sensors, Multi plane light conversion, Optical sensors, Spatial mode demultiplexing,  

Structured light. 

 

 

1. Introduction 
 

The displacement metrology is of crucial 

importance in many science applications such as 

nanomechanical transduction and sensing [1, 2] or 

scanning microscopy [3] just to name a few but also in 

more fundamental science [4]. Rapid progress 

has been made in this area [5], see [6] for a 

compressive review. 
 

 

2. Sensor Development and Testing 
 

Here we report on the development of an 

innovative sensing system to measure displacement 

𝑑  =  (𝑑𝑥, 𝑑𝑦) in two dimensions independently with 

good performance in term of resolution. 

We used a Multi Plane Light Conversion (MPLC) 

system that performs modal decomposition 

(demultiplexing mode) of a 550 nm free space 

incoming light in Hermite Gauss 𝐻𝐺𝑛,𝑚 modes where 

n(m) represents the number of nodes in 

vertical(horizontal) direction (Fig. 1). 

The device then converts the 𝐻𝐺𝑛,𝑚 mode in 𝐻𝐺0,0 

and couples it to single mode (SM) optical fiber. 

By reversing the device (multiplexing mode),  

we can inject one of the SM fibers (i.e.: ij)  

with fundamental 𝐻𝐺0,0 mode and obtain a conversion 

into a 𝐻𝐺𝑖,𝑗 mode coupled into free space output  

(Fig. 1). 

In our setup, the 𝐻𝐺0,0 fiber is connected to an 

output of a fiber beam splitter (BS) and a low 

coherence radiation is injected into one of the input 

ports of the BS. 

The light leaves the free space output of the device 

(multiplexer mode) and, goes through a lens with  

100 mm focal length. 

 

 
 

Fig. 1. Experimental setup. 
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Then it is retro-reflected from an ordinary metallic 

mirror perpendicular to the propagation axis and, after 

passing through the lens in the opposite direction, is 

coupled again with the device (demultiplexer mode) 

and the powers of fiber outputs are monitored. 

Using this configuration, with appropriate  

mirror-lens distance, the beam waist is on the mirror. 

After retro-reflection, the beam overlaps with itself 

maximizing the mode matching with the mode of 

MPLC device achieving the lowest possible cross-talks 

(power leaked in the other modes when only 𝐻𝐺0,0 

mode is excited). Consider that in a perfect device, by 

using the MPLC device in demultiplexing mode, if 

only 𝐻𝐺0,0 mode is injected from free space output, the 

other modes should be completely dark. Because of 

imperfections, some light leaks in the fibers 

corresponding to other modes (cross-talk). The  

cross-talks set the limit on the measurement precision. 

We placed the lens on a two-axis translation stage 

(25 nm resolution) to control the displacement 𝑑 

between the lens and optical axis of the device. 

By means of a balanced photodetector we acquired 

the 𝐻𝐺0,1 and 𝐻𝐺0,0 intensities producing the signal 

𝐻𝐺01
00 recorded on the oscilloscope. It is proportional 

to 𝐻𝐺0,1 − 𝛼1𝐻𝐺0,0, where 𝛼1 is an attenuation 

regulated to set 𝐻𝐺01
00 to zero when the lens is perfectly 

aligned with MPLC optical axis. 

We repeated the same procedure for the modes 

𝐻𝐺1,0, 𝐻𝐺0,0 and corresponding 𝛼2 attenuation factor 

to set to zero the 𝐻𝐺01
00 = 𝐻𝐺1,0 − 𝛼2𝐻𝐺0,0 signal  

(Fig. 2). The upper graph in Fig. 2a shows the 𝐻𝐺01
00 

signal and the lower(upper) green spline, that delimits 

the data points, is the minimum(maximum) voltage 

acquired by the oscilloscope (voltage uncertainty) 

using an integration time of 10 ms. 

The lower graph represents the uncertainties on the 

displacement as measured by inverting the upper curve 

𝐻𝐺01
00, used as calibration curve, and using an ordinary 

error propagation procedure. 

From Figs. 2a and b, the minimum measurable 

displacement with about 100 µW of light is 80 nm 

along horizontal axis and 97 nm along vertical axis. 

To push the detection limit even further we 

enhance the light power to find the maximum power 

(MP) that is possible to use without introducing 

nonlinear or thermal effects that can affect the 

measurement accuracy. 

 

  
 

Fig. 2. a) and b) show the measured 𝐻𝐺01
00 and 𝐻𝐺10

00 signals (upper graphs); lower graphs are the corresponding 

uncertainties. c) shows the same measurement of a) and b) for different laser powers. The inset shows the magnification  

of (0 – 0.3 mm) range for the curve corresponding to ~2 mW of laser power. 

 

 

We repeated the measurements for different values 

of light power. 

Fig. 2c shows the 𝐻𝐺01
00 as function of 𝑑𝑥 

displacement at different powers P. 

The noise for larger displacement is larger when 

the light power is larger. 

The optimal power depends on range of the 

displacement you want to measure. 

As an example, we show, in the inset of the Fig. 2c, 

the 𝐻𝐺01
00 signal when a laser power of about 2 mw 

injects the system. 

This power is optimal to measure displacement in 

the range of 0–0.3 mm producing an uncertainty of 

about 30 nm. 

4. Conclusions 
 

In conclusion we developed an innovative system 

for displacement measurement in two transverse 

dimensions that are the more challenging to be 

measured being the third (longitudinal) dimension 

measurable with extreme precision in an 

interferometric way. 

We tested the sensor for different displacements 

and different light powers obtaining a detection limit 

of about 30 nm in the two dimensions perpendicular to 

light propagation. The developed sensor may have 

promising applications in several field of science and 

A B 
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technology as surface analysis [7], automotive and 

robotic endoscopy [8] just to name a few. 
 

 

References 
 

[1]. M. S. Hanay, S. Kelber, A. Naik, D. Chi, S. Hentz,  

E. Bullard, E. Colinet, L. Duraffourg, M. Roukes, 
Single-protein nanomechanical mass spectrometry in 

real time, Nature Nanotechnology, Vol. 7, 2012,  

pp. 602-608. 

[2]. E. Sage, A. Brenac, T. Alava, R. Morel, C. Dupre,  

M. Hanay, S. Roukes, M. L. Duraffourg, L. Masselon, 

C. Hentz, Neutral particle mass spectrometry with 

nanomechanical systems, Nature Communications, 

Vol. 6, 2015, 6482. 

[3]. Y. F. Dufrene, T. Ando, R. Garcia, D. Alsteens,  

D. Martinez, A. Martin, A. Engel, C. Gerber, Imaging 

modes of atomic force microscopy for application in 

molecular and cell biology, Nature Nanotechnology, 

Vol. 12, 2017, pp. 295-307. 

[4]. B. P. Abbott, et al., Observation of gravitational waves 

from a binary black hole merger, Physical Review 

Letters, Vol. 116, 2016, 061102. 
[5]. R. Barboza, A. Babazadeh, L. Marrucci, F. Cardano,  

C. de Lisio, C. D’Ambrosio, Ultra-sensitive 

measurement oftransverse displacements with linear 

photonic gears, Nature Communications, Vol. 13, 

2022, 1080. 

[6]. P. J. de Groot, A review of selected topics in 

interferometric optical metrology, Report on Progress 

in Physics, Vol. 82, 2019, 056101. 
[7]. F. Chiarella, M. Barra, A. Cassinese, F. V. Di 

Girolamo, P. Maddalena, L. Santamaria, S. Lettieri, 
Dicyanoperylene-diimide thin-film growth: A 

combined optical and morphological study, Applied 

Physics A, Vol. 104, 2011, pp. 39-46. 

[8]. H. Feng, L. Zhan, R. Zhu, h. Wang, F. Xu, Endoscopic 

displacement measurement based on fiber optic 

bundles, Optics Express, Vol. 30, 2022,  

pp. 14948-14957. 



8th International Conference on Sensors Engineering and Electronics Instrumentation Advances (SEIA' 2022),  

21-23 September 2022, Corfu Holiday Palace, Corfu, Greece     

196 

(081) 

 

Design of Spectrum Processing Chiplet-based on FFT Algorithm 
 

Baoping Meng, Guangbao Shan *, Yanwen Zheng * and Hao Xiang 

 School of Microelectronics, Xidian University, Xi’an 710071, China 

Tel.: 029-88201000 

E-mails: ywzheng@stu.xidian.edu.cn, xidianxhao@163.com 

 

 

Summary: This paper presented a spectrum processing chiplet design method to solve slow speed, low precision and low 

resource utilization in spectrum processing of general-purpose spectrum chips and FPGA (Field Programmable Gate Array). 

To speed up computation, the Radix-2, 4096-point FFT algorithm and the pipeline structure is used to process spectral signals 

extracted from the time domain. To reduce the harm caused by spectrum leakage, a windowing module is added to optimize 

the input data, and the Clock Gating Unit (CGU) is used to perform low-power management on the entire clock reset. The 

result shows the chiplet takes 0.368 ms to complete a 4096-point frequency sweep under a clock frequency of 61.44 MHz. The 

chiplet significantly improve speed and accuracy in spectrum processing, which has great application potential in wireless 

communication. 
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1. Introduction 
 

As a carrier of information, electromagnetic 

spectrum equipment has great application value in 

wireless communication, aerospace, radar, GPS, etc. 

[1, 2]. There are higher requirements for the real-time 

and accuracy of electronic equipment information 

processing with the increasing complexity of the 

electromagnetic environment. Thus, it is critical to 

design hardware with real-time and accurate 

processing of electromagnetic spectrum signals. 

Besides, as electronic devices continue to get smaller, 

there is urgent need to further reduce redundant 

hardware resources and reduce power consumption. 

Due to the flexibility of programmable hardware, 

FPGA-based hardware design is a widely adopted 

approach [3]. However, the layout of limited points 

causes poor resource utilization and the economic 

benefit is not high in practical application or mass 

production. The DSP based hardware with the 

characteristics of programmable, high speed, and 

flexibility integrates a large number of multiplication 

modules, which has become a scheme of spectrum 

processing hardware implementation [4]. The 

disadvantage is that DSP is limited by frequency and 

assembly language, there is a lot of redundant 

calculation logic, and the power consumption is 

relatively large when it works. With the development 

of integrated circuit technology and the popularization 

of electromagnetic spectrum applications, the chiplet 

based hardware has become a high-performance 

spectrum processing solution in the field of 

electromagnetic spectrum for its dedicated design and 

flexible configuration [5-7]. 

In this paper, the chiplet based on FFT algorithm is 

designed for efficient and high precision processing of 

spectrum processing signals. The pipeline structure 

and windowing module is designed to improve the 

speed and accuracy of hardware calculations 

respectively. Furthermore, the Clock Gating Unit 

(CGU) is used to perform low-power management on 

the entire clock reset. The overall design realizes the 

conversion of spectrum data from time domain to 

frequency domain, achieves the goal of high speed and 

accuracy, and verifies the broad application prospect 

of chiplet in electromagnetic spectrum processing. 

 

 

2. System Architecture 

 
2.1. Software Architecture 

 
The chiplet design of spectrum processing module 

is based on discrete Fourier transform [8]. According 

to the design requirements, the 4096 points, Radix-2 

FFT algorithm with cascade structure is used to 

achieve the customized chip. 

Defining a Time series x(n) with length N, and its 

DFT transformation formula is represented as (1): 
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N
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X k x n

x n W k N





 

   
 (1) 

 
where W

nk 

N  is the rotation factor and k can be 0, 1, …, 

N-1 [9]. According to the formula above, the DFT 

calculation of discrete sequence x(n) at N points is to 

obtain the corresponding value of X(k) in the frequency 

domain by summing the product of sequence x(n) and 

rotation factor W
nk 

N . FFT is to continuously decompose 

the DFT of long sequence operators into the short 

sequence operators according to the periodicity and 

symmetry of rotation factor W, so as to reduce the 

amount of computation at each stage [10]. 

According to the parity of serial number n, the 

time-domain discrete sequence is divided into two 

sequences x1(l) and x2(l) of both length N/2, then the 

N-point DFT can be decomposed into two N/2-point 
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DFT to calculate. X1(k) and X2(k) are respectively used 

to represent the DFT operation results of x1(l) and x2(l) 

at N/2 points, use the symmetry of rotation factor and 

the hidden periodicity of X1(k) and X2(k) to get (2): 

 

1 2
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 (2) 

 

The butterfly element corresponding to (2) is 

shown in Fig. 1 [11]. 

 

 

 
 

Fig. 1. Butterfly element. 
 

 

In this way, an N-point DFT can be decomposed 

into smaller operation modules. After m-stage  

time-domain decomposition for odd and even 

sequences, it can be decomposed into N DFTs of  

1-point and m-stage butterfly operations, which is FFT 

operation. According to the time-domain extraction 

algorithm, the data are arranged first, the 

decomposition is carried out in reverse order, and 

finally the sequential output data is obtained. When  

N = 16, the computation flow diagram of FFT is shown 

in Fig. 2. 
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Fig. 2. Calculation flow diagram of FFT. 
 

 

The spectral data operation of N, which equals 2m 

can be divided into m stages, each stage has N/2 

butterfly operation units, and a butterfly operation 

consists of two complex additions and one complex 

multiplication, so the m stages have Nlog2N addition 

units, N/2log2N multiplication unit, the data is 

decomposed and processed by FFT operation, which 

significantly reduces the complexity of the operation. 

The architecture diagram of the FFT is shown in 

Fig. 3. In the cascade structure, the ping-pong RAM 

structure is used to store data and send real-time data 

to the butterfly unit behind. By controlling the address, 

the rotation factor in the memory is given to the 

butterfly unit. The first butterfly unit completes the 

first base-determining calculation, the second butterfly 

unit completes the second one, etc. Since the number 

of butterfly operation units in the cascade structure is 

large enough, and it is convenient to adopt the pipeline 

design method in the calculation structure, the use of a 

cascade structure enables faster speed. 
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Fig. 3. Architecture diagram of the cascade structure. 

 

 
2.2. Hardware Architecture 

 
The design frame circuit of the spectrum 

processing module consists of three levels, as shown in 

Fig. 4. The core layer of the top-level design is 

composed of the core calculation module, the second 

layer is composed of the Clock Gating Unit (CGU) 

module and the Design for Testability (DFT) module, 

and the top layer is composed of the PAD planner. The 

core includes the algorithm module, input and output 

module, and pin multiplexing module. The CGU 

module manages the system clock and reset, and 

reduces the inversion of the clock signal of each 

module. In this paper, in order to ensure the reliability 

of the circuit design of the spectrum processing 

module, the DFT test module is designed and 

implemented by means of pin multiplexing and data 

selectors. The DFT module consists of two parts, 

namely the insertion of the scan chain and the test 

design of the internal memory. 
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Fig. 4. Hardware level of the spectrum processing module. 
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In the chiplet design process, the power 

consumption is partly caused by the distribution 

network of clock and reset. If a system has many clock 

matching units and buffer units, additional drivers are 

required to reduce the influence of clock delay. These 

matching units and buffer units also bring out the 

problem of dynamic power consumption. In addition, 

the power consumption caused by the inversion of the 

clock signals cannot be underestimated. Therefore, 

when the chiplet design of the spectrum module is 

performed, the clock and reset management of the 

entire design system is required. 

The reset structure is shown in Fig. 5. System reset 

is achieved through filter circuits, synchronization 

modules and multiplexers. This is because there will 

be a certain probability of glitches when the signal 

jumps, which needs to be processed by the filtering and 

synchronization modules. Furthermore, the 

advancement of the cycle will lead to the update of the 

sampled data, and the stored value in the DFF will 

change, so a multiplexer is added to maintain the 

previous value and achieve the function of storage. The 

test RSTN signal is a DFT interface signal and is only 

valid when the test mode is selected. The system clock 

sys_clk acts on the global signal, AD9361 interface 

and readout interface. 
 

 

3. Data Processing Module 
 

Based on the FFT principle described in Section 2, 

the hardware of spectrum processing is designed. The 

spectrum processing module receives the 12-bit wide I 

and Q digital data output by the AD9361 radio 

frequency module. For the clock mismatch between 

the real and quantity signals of the serial output of 

AD9361, it is necessary to design an input control 

module to match the data and complete the 61.44 MHz 

cross-clock synchronization. Since the sampled signal 

is limited, and such a signal often cannot meet the 

result of division by 2, which may easily lead to 

spectrum leakage. To reduce the influence caused by 

spectrum leakage to calculation, a windowing design 

needs to be performed on the reordered data. The 

spectrum processing reorders the data according to the 

pipeline-based time extraction algorithm to achieve the 

effect of inputting data in reverse order and outputting 

data in sequence. Finally, the logarithmic modulus 

operation is performed to realize the data output of the 

spectrum processing module. The algorithm 

implementation of the spectrum processing module is 

shown in Fig. 6. 
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Fig. 5. The reset structure. 
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Fig. 6. Algorithm implementation of the spectrum processing module. 

 

 

3.2. Data Windowing Module 
 

When processing the original signal, due to the 

restriction of the hardware device, it cannot process the 

data of infinite length, so it is necessary to truncate the 

original data. This truncation mechanism will lead to 

leakage errors [12]. At the same time, when the 

Analog-Digital Converter (ADC) performs signal 

sampling, the sampled signal is often aperiodic, which 

causes the spectrum obtained at the sampling points to 

be distorted, and the spectrum energy is dispersed into 

a wider frequency band, causing spectrum leakage. In 

these two cases, an appropriate window function is 

selected to reduce the leakage error in the frequency 

domain due to signal truncation and signal sampling. 

The expressions of different window functions are 

also different, and the cosine window function is 

widely used in spectrum processing. Cosine windows 

include rectangular windows, Hamming windows, 

Hann windows, Blackman windows, etc. The spectral 

characteristics of each cosine window are shown in the 

Table 1 [12]. 

 
Table 1. Comparison of spectral characteristics of different 

cosine windows. 

 

Type of 

window 

parameter 

Window 

length 
Main lobe 

width 

Maximum 

sidelobe 

level /(dB) 

sidelobe 

fall-off 

/(dB/oct) 

Rectangle 

window 
N 4π/N -13 6 

Hann 

window 
N 8π/N -31 18 

Hamming 

window 
N 8π/N -43 6 

Blackman 

window 
N 12π/N -58 18 

 

 

There are three influencing factors of the window 

function: the main lobe width, the maximum sidelobe 

level, and fall-off of the sidelobe. It can be seen from 
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the above table that the main lobe width value of the 

Hann window function is moderate, so the resolution 

is high, the maximum sidelobe level is small, and the 

drop rate of side lobe reaches 18 dB/oct, resulting in 

less spectrum leaked, meeting the requirements of this 

project design. After comprehensive consideration, the 

window function selected in this project is the Hann 

window. 

According to the design, use MATLAB to obtain 

the data of the corresponding Hann window function, 

store the data in the ROM, and use the multiplier to 

perform window processing on the spectral signals I 

and Q. The windowing module is shown in Fig. 7. 

 
 

3.3. FFT Module 

 

The calculation module based on FFT is the main 

algorithm module of spectrum transformation. 

According to the design idea proposed above, it 

realizes the FFT calculation of 4096 points, Radix-2, 

and cascade structure to process spectral signals 

extracted from the time domain. In the FFT data 

calculation of Radix-2, it is necessary to solve the 

product problem of discrete sequence x(n) and rotation 

factor. Both discrete sequence and rotation factor are 

plural numbers. The multiplication of plural numbers 

is much more complex than the multiplication of real 

numbers. Generally, the plural multiplication is 

represented by equation (3): 

 

( )*( )

( * * ) ( * * )

a bi c di

a c b d i a b b c

  

   
 (3) 

 

It can be seen from the equation above that the 

multiplication of two plural numbers is actually 

realized by four multiplications of real numbers. Still, 

in hardware design, the multiplier consumes more 

resources than the adder, which is one of the central 

units affecting power consumption and area. One way 

to modify (3) is to remove a multiplication operation at 

the cost of increasing the number of additions from 2 

to 5. In chiplet design, the implementation resources of 

addition are much smaller than the resources of 

multiplication. This optimization significantly reduces 

the resource consumption of hardware, which is 

expressed by (4): 
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For the 4096-point FFT calculation, the Radix-2 

algorithm requires a total of 12 stages of computing 

unit operations. The pipeline structure is used to 

cascade multi-stage Radix-2 processing. Each stage is 

configured with a Radix-2 computing unit, which 

requires a total of 12 stages and a maximum of  

2048 iterations. In the case of multi-stage calculation, 

the pipeline structure is used for processing, each stage 

unit completes the operation independently and is 

stored separately, which significantly reduces the time 

of frequency spectrum processing. 

The entire FFT hardware structure is shown in  

Fig. 8. The main structure of the FFT algorithm of the 

spectrum module is a pipeline structure. The FFT 

calculation module includes calculation units FFT 

stage1, FFT stage2...FFT stage12. Each stage of the 

calculation unit includes a butterfly operation unit, a 

selection unit, a buffer unit, and a shift register. The 

FFT calculation module has the following 

characteristics: 

1. It consists of 12 cascaded stages; each stage 

contains a Radix-2 butterfly computing unit. 

2. Each stage has a set of FIFOs. The length of the 

FIFO is determined by the location of the stage. The 

depth is selected according to the time domain 

extracted signals, the circular buffer unit and the shift 

register are combined to achieve different series of 

butterfly operations. 

3. Due to the use of cascade structure, the FFT 

calculation module can obtain very strong throughput. 

4. The FFT calculation module uses the selector to 

select data between the FIFO and the butterfly unit. 
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Fig. 7. Windowing module. 
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Fig. 8. Pipeline structure of FFT. 

 

 
As shown in the figure above, each stage of FFT 

includes a delay unit. Its delay depth is 

 

 max2 ,  PD P M   (6) 

 

Among them, D represents the depth of the delay 

unit. M, which is the number of stages of the spectrum 

processing module. In this project, its value is 12, and 
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P represents the number of stages of the current 

operation. As shown in Fig. 2 and Fig. 8, taking the 

first FFT unit as an example, the input data is 

controlled by the first data selector. After the first data 

enters the delay unit and waiting for one clock cycle, 

the addition and subtraction operations are performed 

synchronously with the last input data. Under the 

control of the second data selector, the addition 

calculation result is multiplied by the rotation factor 

and then output to the next stage. The subtraction 

calculation result is delayed by one clock cycle and 

then multiplied by the rotation factor to output to the 

next stage, thus completing the FFT calculation of the 

first stage. In the same way, the next-stage FFT 

calculation is continued, and the entire FFT calculation 

realizes data pipeline processing by means of feedback 

delay. 

 

 

3.4. Plural Modulo and Logarithmic Computation  

       Module 
 

The FFT calculation of Radix-2 realizes the 

conversion from the time domain to the frequency 

domain. Since the spectral data is usually in dB, in 

order to obtain a more standard spectral data format, 

the final output of the spectral module data is realized 

through the plural modulo and logarithmic 

computation module. After passing through the FFT 

calculation module, that is, the core module, the 

spectral data is stored as the real part and the imaginary 

part, respectively. The final spectrogram is represented 

by the amplitude value of the spectral data, so it is 

necessary to perform the modulo calculation on the 

calculated spectral data and obtain the amplitude value 

of the spectral data by taking the square root of the sum 

of the squares of the real and imaginary signal values. 

Then logarithm calculation is carried out. There are 

two to calculate logarithmic: one is the Coordinate 

Rotation Digital Computer (CORDIC), and the other is 

the look-up table (LUT). This paper uses the CORDIC, 

which actually uses the data recursion method to 

simplify complex logarithmic operations into shift and 

addition and subtraction operations through the idea of 

approximation. 

 

 

4. System Simulation 
 

In the functional simulation, the signal source 

Rohde & Schwarz SMBV100B is used to generate the 

signal spectrum. Since the operating frequency limit of 

the AD frequency module is as high as 6 GHz, in order 

to verify the processing capability of the spectrum 

processing module, the high frequency signal is 

selected as input spectrum for processing. The three 

single-frequency signals of 4780 MHz,  

4820 MHz and 4900 MHz are selected for testing to 

ensure that the simulation results are more convincing. 

The test results at three different frequencies are shown 

in the Fig. 9. 

 
(a) Signal frequency is 4780 MHz 

 

 
(b) Signal frequency is 4820 MHz 

 

 
(c) Signal frequency is 4900 MHz 

 

Fig. 9. The result of spectrum processing. 

 

 

According to the above test method, the frequency 

of the input signals are 4780 MHz, 4820 MHz, and 

4900 MHz respectively, corresponding to (a), (b) and 

(c) of Fig. 9. And the results of spectral processing are 

also clearly visible. Since the spectrum of the signal 

after processing of Fourier transform is symmetrical 
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about the y-axis, half of the calculation points of the 

spectrum module is selected for display. The results 

show that for three input signal sources with different 

frequencies, the signal spectrum lines are successfully 

displayed at the center of the figure, and the rest is the 

background noise. So far, the spectrum processing 

function has been realized. 

Then, the parameters of Signal to Noise Ratio 

(SNR) and Spurious Free Dynamic Range (SFDR) are 

extracted and analyzed. Table 2 and Fig. 10 show the 

SNR and SFDR of the three input signal sources. Due 

to a large amount of noise in the input signal, the 

obtained SNR and SFDR values are relatively small, 

but the spectrum of the displayed signal can be 

accurately captured in the spectrogram. At the same 

time, it also shows that the spectrum processing 

module designed this time can perform high-precision 

operations in a complex electromagnetic environment 

to meet the high-precision design requirements. 

The calculation time is an intuitive indicator of the 

real-time processing performance of the FFT, and the 

number of clock cycles required for the FFT 

calculation can be obtained from the simulation results 

in the Vivado. After testing, it takes 0.368 ms to 

calculate a set of 4096-point data under the  

61.44 MHz clock. 

 

Table 2. Parameters of SNR and SFDR. 

 

Frequency 

(MHz) 

Parameter(dB) 

SNR SFDR 

4780 -15.8 -1.0 

4820 -14.1 1.56 

4900 -11.98 2.70 

 

 

5. Conclusion 
 

This paper presents the chiplet based hardware 

design to process spectrum processing signals 

efficiently and accurately. Specifically, A pipeline-

based high-throughput, high-accuracy, 4096-point, 

spectral processing architecture was selected and 

designed. It has been verified that the spectrum 

processing function of chiplet design can be realized 

typically in a complex spectrum environment, and the 

time to calculate a set of 4096-point data under the 

clock of 61.44 MHz is 0.368 ms, which fully utilizes 

the advantages of large-point and high-speed 

computing of chiplet. The research proves that the 

application of chiplet technology to spectrum 

processing will have great prospects. 

 

 
 

Fig. 10. Parameters of SNR and SFDR. 
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Summary: Nanotechnology is a fast emerging subfield of material science. The novel properties are caused by the nanometer range 

size, therefore a size characterization even in the early synthesis stages is crucial. Direct Particle Tracking (DPT) is an alternative 

procedure that can be used to output the size distribution of the particles suspended in a carrier fluid. The light scattered by the 

particles suspended in a fluid is recorded, the positions of the particles are extracted from each frame and the paths of each particle 

is extracted, as well. The mean square displacement is computed for each particle and herefrom the diameter of that particle is 

calculated. The results of a computer simulation are presented in the extended paper together with the results on experimental data. 

 

Keywords: Light scattering, Diffusion, Direct optical particle tracking, Size distribution, Nanoparticles. 

 

 

1. Introduction 
 

Nanotechnology is an innovative field within 

material science, aiming to manufacture nanostructured 

materials. The novel properties are caused by the 

nanometer range size, therefore a size characterization in 

the early synthesis stages is crucial. However, for such 

small dimensions, in the range of a few to tens of 

nanometers, specific techniques are required. Dynamic 

Light Scattering (DLS) [1] and Atomic Force 

Microscopy (AFM) [2, 3] are currently used for assessing 

the size of particles in the nanometer and micrometer size 

range. The importance of maintaining the nanoscale 

dimension of particles intended to be nanoparticles led to 

the development of a non-conventional tracking analysis 

method named Direct Particle Tracking (DPT), initially 

used for micron sized biological particles [4]. The DPT 

can be adjusted to assess the size distribution of particles 

in the nanometer size range. Nanoparticles aggregation 

can occur fast [5, 6], therefore an optical based technique  

as DPT can determine cluster formation earlier than other 

procedures that require specific sample preparation, such 

as X rays powder diffraction (XRD) [7] or Transmission 

Electron Microscopy (TEM).  

Silver nanoparticles (Ag NPs) are inorganic particles 

with good optical properties [8]. Once they are found in 

nanometer dimensions, Ag NPs show better properties 

compared to their bulk size. The high thermal 

conductivity that they possess led to their integration in 

electronic devices used for electronic or automotive 

applications [9]. In biomedical purposes, Ag NPs are 

involved in antibacterial applications against infections 

since they can induce modifications in bacteria, viruses 

or fungi structures and can inhibit the pathogenic 

microorganisms formation. They are used as 

antimicrobial agents in therapies post-hospitalization 

when the wound is susceptible to get infected since they 

react with a large spectrum of bacteria [10, 11]. In 

medical purposes, the main concern is related to their size 

[12], since their antibacterial effect is increased once the 

nanoparticles' dimensions decrease [13, 14]. Therefore, 

the implementation of DPT technique in Ag NPs 

suspensions investigations is a promising approach 

which can be considered a reference technique for size 

determinations. Aggregation and cluster formation will 

be also analyzed using DPT since the distribution of Ag 

NPs in solutions is mandatory to be studied and observed.  

Ag NPs can be synthesized through a variety of 

methods depending on the final applications [15-18]. 

They can be obtained from chemical reactions, using 

physical techniques and even using biological methods 

in green chemistry. Regardless of the method chosen, the 

factors involved in the synthesis process can modify the 

final properties of the material. Conditions based on 

temperature, concentration, flow rate or density can 

modulate the synthesis steps to achieve the desired scale 

for nanoparticles. Therefore, mathematical simulations 

performed in the early stages of synthesis can assist the 

correct choice of the steps performed in the chemical 

synthesis that will be carried out in the laboratory. Using 

DPT simulations, we can observe the range of 

dimensions obtained from the conditions proposed in the 

simulation, so the experimental setup can be improved. 

 

 

2. DPT Technique 
 

DPT is based on analyzing the Brownian motion of 

the suspended particles, which makes itself manifest by 

its direct effect, which is the diffusion of the particles in 

the liquid medium [19, 20].  

The experimental setup consists of a small 

transparent cavity containing the liquid with the 

suspended particles. A laser beam illuminates the 

sample. A microscope with a big resolution camera is 

used to visualize the particles in the focused plane and to 

produce a video recording. 

The recording is analyzed later on with a DPT 

software written for this purpose, which extracts the 

coordinates (x,y) of each particle for each frame. 

The coordinates are then used to recompose the path 

of each particle in the XOY plane. The path of each 

individual particle is analyzed by calculating the 

displacement Δxi and Δyi from one frame to the next one, 
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therefore obtaining a collection of N-1 displacements 

both in X and in Y directions, where N is the total number 

of frames in the recording or the number of frames that 

contained that particular particle in the focus plane of the 

microscope. 

For each particle that is analyzed the mean square 

displacement in the XOY plane Msd [21, 22] is computed 

as: 

 

𝑀𝑠𝑑(𝛥𝑡) =
1

𝑁−1
∑ [(𝛥𝑥𝑖)

2 + (𝛥𝑦𝑖)
2]𝑁−1

𝑖=1             (1) 

 

where 𝛥𝑡 is the time interval between each consecutive 

frame. The next step consists of computing the diffusion 

coefficient in two dimensions D (the focal plane of the 

microscope):  

 

𝑀𝑠𝑑(𝛥𝑡) = 4𝐷𝛥𝑡                          (2)                                                        

   

The diffusion coefficient D [23, 24] is related to the 

diameter of the diffusing particles as in the Einstein - 

Stokes equation (2): 

 

𝐷 =
𝑘𝑇

3𝑑𝜋ղ
                                 (3) 

 

where d is the hydrodynamic diameter, k is the 

Boltzmann constant, T is the temperature and ղ is the 

viscosity of the fluid [25, 26]. 

The diameter d of each particle that was tracked is 

computed using equation (3) reverted with D calculated 

from (2) and statistics can be done on the collection of 

diameters computed for each particle that was tracked. 

 

 

3. Results 
 

A computer simulation diffusion experiment was 

carried on using the CHODIN code [27, 28] that was 

revisited and modified to produce the path of each 

particle that was considered during a simulated 

Brownian motion. The code has the input parameters 

easily adjustable and the temperature, solvent viscosity 

and density, particle diameter and density, cuvette 

dimensions were adjusted to match the experimental 

setup from the real world. 

Two types of particles were selected, with 50 nm 

diameter and with 130 nm diameter. Ag nanoparticles 

that were considered for the diffusion experiment due to 

the interest for their antibacterial applications. The 

number of particles that can be used in simulation can be 

adjusted as an input parameter. The bigger the number, 

the closer is the diameter to the Gaussian distribution 

having the maximum of the distribution on the diameter 

used as input. In order to have a realistic simulation, the 

number of particles that was used to generate 2D particle 

paths was selected to be 100, as this is a typical 

maximum number of particles that can be tracked on a 

recording.  

The framerate of the simulation was adjusted to be  

20 per second, to match the experimental recording of 

the CCD. The simulation was run for a total time of 10 s 

therefore producing a path with 200 positions in XOY 

pale for each of the 100 particles. 

Fig. 1 illustrates the path of 4 particles with a 

diameter of 50 nm out of the 100 that were involved in 

the simulated experiment. 

The paths of other 4 particles from the same set of 

100 with the diameter of 50 nm are illustrated in Fig. 2. 

 

 

 
 

Fig. 1. The simulated paths of 4 nanoparticles  

with a diameter of 50 nm. 

 

 

 
 

Fig. 2. The simulated paths of other 4 nanoparticles  

with a diameter of 50 nm from the same set. 

 

 

Examining Figs. 1 and 2 we notice the Brownian 

motion of the 8 nanoparticles, random in direction and 

step size. 

The first set of data was the result of the simulation 

with the parameters described above for nanoparticles 

with 50 nm diameter. The diameter of each particle was 

calculated as described in Section 2 and the histogram 

was computed. The histogram of the computed diameters 

is presented in Fig. 3. 

Examining Fig. 3 we notice that the distribution is 

consistent with the data used as input for simulation, 

relatively centered on 50 nm. The distribution is not a 

perfectly symmetric Gaussian and this is caused by the 

small number of particles used for diffusion simulation, 
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which is 100. A bigger number would produce a better 

looking distribution, but would not be consistent with the 

experiment in the real world, where a bigger number can 

not actually be tracked. 

 

 

 
 
Fig. 3. The histogram of the diameters assessed using DPT for 

the simulated diffusion of 50 nm diameter Ag nanoparticles. 

 

 

The second set of particles had a diameter of 130 nm 

and the simulation was run with the same assumed 

experimental conditions, for the same number of  

100 particles. The histogram of the diameters is 

presented in Fig. 4. 

 

 

 
 

Fig. 4. The histogram of the diameters assessed using DPT for 

the simulated diffusion of 130 nm diameter Ag nanoparticles. 

  

 

Fig. 4 reveals that the distribution is consistent with 

the 160 nm diameter used as input for simulation, and 

that the distribution is not a perfectly symmetric 

Gaussian due to the small number of particles used in 

simulation.  

The third simulation experiment was conducted for 

particles having both diameters, 50 nm and 130 nm, for 

a total number of 100 particles, 50 in each group. The 

same software was used to analyze each track, to 

calculate Msd and therefore the diameter of each particle. 

The histogram of this new set of diameters is presented 

in Fig. 5.  

 

 

 
 

Fig. 5. The histogram of the diameters assessed using DPT for 

the simulated diffusion of Ag 100 nanoparticles, 50 with a 

diameter of  50 nm and 50 with a diameter of 130 nm. 

 

 

Fig. 5 reveals that the DPT software accurately 

identified the two groups of particles that were allowed 

to diffuse in a computer experiment and that the diameter 

distribution has to maxima centered on 50 nm and on  

130 nm, with the normal statistical errors caused by the 

small number of particles used for the simulated 

computer experiment that produced the particle paths. 

 

 

4. Conclusions 
 

The DPT procedure and software we developed and 

presented in this work revealed that the diameter 

distributions are distributed around the 50 nm and  

130 nm used for simulation [29], which we consider a 

proof of concept for using the method in particle 

distribution assessment. 

The procedure was tested on experimental data, as 

well, on nanoparticles suspended in ultrapure water. The 

part of tracking each particle on the CCD microscope 

recording requires improvement and work is in progress. 

Nevertheless, the diameters computed using the DPT 

procedure on realistically simulated data are consistent 

with the diameters assessed using DLS with the 

procedure described in [1, 25, 26, 30]. The calculated 

results are a confirmation that the DPT method, with the 

procedure described in Section 2, can be successfully 

used in assessing the size distribution of the suspended 

particles from the nanometer to the micron size range. 
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Summary: Environmental sound classification is an important and yet difficult task in sound classification. Environment 

sound classification models are trained on CPU and GPU systems with high computing resources. These models are far beyond 

the resources available on low power microcontroller devices. In this paper, we emulate the classification model trained on 

desktop on a low power edge device system for environmental sound classification with constrained resources. The system is 

trained on a custom built dataset, which is constructed using open source repository and contains recordings from various 

devices and environments in the context of environmental sounds outside of smart homes i.e. rain, wind, car passing, human 

walk.  The classification model based on convolutional neural network is trained and tested on the desktop. The model is 

compressed to meet the requirements of the STM32-SemsorTile. The model is evaluated to test the accuracy of the model after 

compression. The model is installed on SensorTile and audio processing chain is developed to test the model in real time.  

 

Keywords: Convolutional neural network, Environment sound classification, Machine learning, Microcontrollers, Low power 

edge devices.  

 

 

1. Introduction 
 

In the development of sound classification system, 

environmental sound classification is one of the most 

common application. Sound classification contains a 

wide range of classes such as acoustic scene 

classification, bird audio detection, sound event 

detection and environmental sound classification. 

Classification of such sounds have been improved 

since the application of neural networks in this domain. 

Convolutional neural networks (CNN) have 

revolutionized classification of sound by achieving 

higher accuracy compared to legacy networks [1]. 

Recent developments in this domain lead to numerous 

public competitions and several data sets have been 

published for the research community [2-4]. These 

datasets consist of recordings for environment 

classification and acoustic event detection. Few 

publicly available data sets contain audio recordings in 

a particular environment for detection of sound events 

[2-5], some of them have been gathered with the focus 

of detection of acoustic scenes [3-6]. The systems that 

are developed using these databases in the competition 

mostly focus on achieving high accuracy as compared 

to the baseline systems based on the evaluation metrics 

proposed by the organizers [7]. These systems are 

tailored to achieve high accuracy scores regardless of 

the complexity and computational costs involved. 

Recently, organizers of such competitions have 

encouraged the researchers to tackle the issue of 

complexity and propose solutions to cater accuracy vs 

complexity problem [9]. The researchers are bound to 

focus on the complexity of models trained and 

disregarding the complexity of the feature extraction 

stage. Which sometimes is more complex than the 

system being trained. With the advancement in Internet 

of Things, more and more emphasis is being made on 

processing of data on the edge nodes rather than 

transmitting data to central hub. This enhances the 

nodes to perform processing of the data at the edge and 

transmit only the results and avoiding the power 

intensive data transfer. These nodes are typically 

battery operated and require small energy consumption 

application footprint. This leads to development of 

applications in the IoT ecosystem with a trade-off 

between accuracy and complexity.  

This paper focalize on the application of Internet of 

Things (IoT) where we apply classification of 

environmental sound on a sensor node using artificial 

intelligence (AI) application in real time. Among the 

plethora of sound classes in the environment, we 

selected four categories of sound in the context of 

smart homes. An environmental sound classification 

system of four categories i.e. wind, rain, car passing 

and human walking and real time classification on low 

powered edge node is built and tested. We gathered 

recordings of these events and trained a CNN 

classifier. This AI based classification model is 

installed on a low powered battery operated acoustic 

sensor node. 

 

 

2. Description of Work 
 

The development of sound classification system 

consists of three major steps i.e. database creation, 

feature extraction and machine learning mode training 

and testing. Among hundreds of classes of events 

present in the environment, database usually are 

constructed with limited number of classes. Authors 

selected four classes for this study and the selection of 

these classes were made in the context of smart homes, 
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where these edge devices can be installed to detect the 

sounds in the environment and pass this information to 

a central hub. A classification model based on 

convolutional neural network is generated by training 

the model with the subset of the database and tested 

with the rest of the recordings. The model is 

compressed to match the available storage capacity and 

RAM of the microcontroller. We tested the system by 

running the model on microcontroller. First, we 

evaluated the model using test set fed through SD card 

and features are extracted on the board. Followed by 

audio capture through microphone and Fourier 

transform of the signal in real time to generate Mel 

band energies. These features fed as input to the neural 

network model for classification. 

 

 

2.1. Embedded System 

 

The environmental sound classification system is 

operated on SensorTile development kit shown  

in Fig. 1. This implementation of deep learning based 

machine learning algorithm for the classification of 

environmental sounds could be extended to IoT based 

end nodes. The aim is to obtain different environmental 

sounds through a microphone and perform 

classification on a low energy-consuming device. This 

is served by ultra-low power MCU STM32L476RG 

(based on ARM® Cortex®-M4 RISC core with FPU 

operating @80 MHz). With (100 DMIPS), 128 KB 

static ram (SRAM), and 1 MB of non-volatile memory 

(NVM). It is equipped with an onboard digital Electro-

Mechanical Systems (MEMS) microphone. It is 

connected via initer ic sound (I2S) protocol and is 

connected to the direct memory access (DMA) 

controller and provides digital filter for pulse density 

modulation to convert pulse density modulation 

(PDM) bitstream inot pulse code modulation (PCM) in 

hardware. The board also support SD card connected 

via serial peripheral interface (SPI) and connected  

to DMA.  

 

 

2.2. Database 

 

The recordings of four categories i.e. rain, wind, 

human walk and car passing are collected through an 

open source repository Freesound [10]. Each audio 

recording was verified before adding to the database. 

Recordings were made available by different users 

with different specifications and were open for public 

access. The recording had different lengths, sampling 

rate and recorded with different devices. A few 

recordings were made by the authors using the 

commercially available multi-sensor board, named 

SensorTile [11]. The SensorTile comprises of multiple 

sensors, which allows to collect, store on board using 

µSD mass storage or transmit to computer using USB 

port the data coming from different sensors on the 

board. In the view of our application, audio signals 

were obtained from digital MEMS microphone on the 

board implemented through audio pre-processing 

pdm2pcm conversion and a high bass pass band tuned 

to acoustic bandwidth. 

The audio recordings were first converted the 

signals to 16 kHz sampling rate and 16-bit Wav files. 

The recording from SensorTile were recorded in 16 

kHz format. Afterwards, the total dataset was 

distributed in to two categories i.e. Training set and 

Testing set with 80-20 distribution. The recordings 

made with SensorTile were added to the test set only. 

The length of recordings present in each set with 

respect to each category is presented in the Table 1. 

The train set is further divided into train and validation 

set, where the 20 percent of recordings were used as 

validation data during the training of neural network. 

 

 

 
 

Fig. 1. SensorTile. 

 

 
Table 1. Dataset Recordings (mm:ss). 

 

No. Category Train set Test set 

1. Rain 97:65 24:0.7 

2. Wind 101:84 25:37 

3. Car passing 90:26 22:57 

4. Human Walk 93:28 23:48 

 Total 383:03 95:50 

 

 

2.3. Feature Extraction 

 

Feature extraction is an important step in sound 

classification system. The audio is a continuous stream 

of data, which is rarely used as feature, and the input 

of the machine learning model during training. In 

image classification, the input feature is an image. 

Similarly, we construct image feature from raw PCM 

audio stream in sound classification. This image 

feature is constructed using time-frequency 

representation before feeding them to machine 

learning model. The most common method for 

representation of sound as time-frequency image 

feature is using log-Mel band energies [9]. In this 

study, we obtained log-Mel band energies by 

computing Fast Fourier Transform (FFT) of the signal 

and applying Mel filter bank. We used 30 Mel filter 

bank in this study.  
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2.4. Audio Signal Accusation and Feature 

Extraction 

 

In machine learning systems, raw audio data is 

rarely used. In order to run classification model on the 

device a feature extraction method is applied on raw 

PCM audio signals to extract features before sending it 

to the neural network structure. We utilized a 2D time-

frequency representation of audio signal by computing 

log-Mel energies from audio PCM samples.  The PCM 

samples frames are obtained every 1024 ms generating 

a new segment without overlapping in time. The 

feature matrix is computed every 32 ms of new 

samples with 50 % overlapping, each frame contains 

512 new samples at 16 kHz. The asymmetric Hanning 

window is applied to avoid spectral leakage. Later, 

1024 samples are subjected to FFT calculation using 

floating point 32 and a power spectrum is obtained. A 

Mel filter bank look up table is used to calculate Mel 

energies and later log is applied to obtain log Mel band 

energies. We used 30 Mel filter banks for each frame 

which would result in a 3032 matrix [12]. This matrix 

is used as the input to the convolutional neural 

network. 

 

 

2.5. Experimental Setup 

 

The classification model is presented in Table 2. 

The model is trained using tensorflow libraries. The 

trained model is installed on the SensorTile using 

Stm32 CubeMx. The model is compressed by a factor 

of four to meet the memory size of the microcontroller. 

After compressing and quantizing the model and 

generating the equivalent integer 8-bit model, we 

checked the difference between the floating 32-bit and 

compressed model. The model is validated by sending 

extracted features through the USB cable and making 

inference on the microcontroller. The validation 

achieved same accuracy after model compression. The 

model is then tested on the microcontroller by running 

the model completely on the microprocessor and the 

audio files for the test set is stored on the SD card. The 

audio is read through the memory by DMA controller 

in a 16-bit PCM buffer of 1024 samples with 50% 

overlap. The feature matrix is computed every 32ms 

seconds. These features are fed to the quantized model 

to perform inference.  Later, we obtain the audio signal 

in real time from the microphone and perform similar 

feature extraction process to obtain feature matrix and 

later perform inference on the real-time signal.  

 

 

3. Results 

 
After training, the model with train set mentioned 

in Table 2. We evaluate the system performance by 

using the test set on the model achieving 85.1 %. The 

resulting confusion matrix is shown in Fig. 2. This 

model is quantized and then validated on the desktop. 

The validation on the desktop yield similar result, 

without any loss in accuracy. Afterwards, we tested the 

model on the microcontroller and the test set was fed 

through the SD card. The feature extraction chain is 

developed as mentioned before and inference is 

performed. The results obtained were similar which 

confirmed the quantization had not impact on accuracy 

of the model on the test set. In addition, it assures that 

the feature extraction chain on microcontroller 

performs similar to ones obtain on high power and high 

processing devices. 
 

 

Table 2. Neural Network Mode Description. 
 

Layer (type) 
Output 

shape 
Param# 

Input Layer Input shape (, 30, 32, 1) 0 

conv2d (Conv2D) (, 30, 32, 20) 128 

max_pooling2d 

(Pool) 

(Max-Pool 

2D) 

(, 15, 16, 20) 26,000 

conv2d_1 (Conv2D) (, 15, 16, 8) 160,400 

max_pooling2d_

1 

(Max-Pool 

2D) 

(, 8, 8, 8) 120,300 

dropout_1 (Dropout) (, 8, 8, 8) 0 

conv2d_2 (Conv2D) (, 8, 8, 4) 1,204 

max_pooling2d_

2 

(Max-Pool 

2D) 

(, 4, 4, 4) 0 

dropout_2 (Dropout) (, 4, 4, 4) 128 

flatten_1 (Flatten) (, 64) 26,000 

batch_normalizat

ion (BatchNorm) 

(, 64) 160,400 

dense (Dense) (,400) 120,300 

dense_1 (Dense) (,400) 0 

dense_2 (Dense) (,300) 1,204 

dropout_3 (Dropout) (,300) 0 

dense_3 (Dense) (,4) 128 

Trainable 

parameters  
 311,456 

Non-trainable 

parameters 
  128 

Total 

parameters 
  311,584 

 

 

 
 

Fig. 2. Confusion matrix representing class detection. 
 

 

4. Conclusions 
 

Environment sound classification on edge node is 

a difficult task, require attention due to the variance of 

the environmental sounds and constraints of resources, 

and power on board. The machine-learning algorithm 

are usually trained to operate on high computational 
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power devices. The SensorTile is used to validate the 

concept of performing sound classification using 

artificial intelligence based model running on a limited 

computational power microcontroller device. We 

showed that the low powered devices could be 

employed to perform environmental sound 

classification both on recorded audio and through 

audio acquisition in real time. The low memory usage 

and real-time performance of the system enable us to 

address future developments in more sound categories 

or multi inference model application. This paves the 

path of detection complex sounds and development of 

automation systems and application on a grand scale. 
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Summary: In this work two Neural Network (NN) based solutions are proposed to recover the distributed temperature profile 

of a sensing fiber, measured using a Brillouin Optical Time-Domain Analysis (BOTDA) sensor. A detailed analysis in terms 

of temperature accuracy and processing speed is carried out for both the proposed methods, comparing the results with the 

ones obtained from the application of classical fitting techniques, namely cross-correlation (CORR), Lorentzian fitting (LF) 

and Pseudo-Voigt fitting (PV), through both simulations and real measurements. The first NN implementation maximize the 

accuracy of the temperature profile and the processing speed, can handle different width of frequency acquisition window but 

needs to be optimized for a specific frequency acquisition scanning step. The second NN implementation, with a minor 

performance drop, can also handle different values of the acquisition scanning step. The two proposed solutions also show a 

big step forward in terms of computational time, thus paving the way for real-time implementation in case of in-field 

measurements. 

 

Keywords: Neural network, Brillouin, BOTDA, Fiber optic sensor, Distributed sensor, Temperature sensor. 

 

 

1. Introduction 

 
Among distributed temperature sensors relying on 

Stimulated Brillouin Scattering (SBS), BOTDA 

technique is probably the most used, as it provides high 

signal-to-noise ratio (SNR) and high measurement 

accuracy [1]. In BOTDA sensors, the temperature 

profile of the fiber is usually recovered by estimating 

the Brillouin Frequency Shift (BFS) through curve 

fitting methods [2] and applying a temperature 

conversion coefficient. Curve fitting techniques 

require an iterative adjustment of the fitting 

parameters, resulting in a very time-consuming 

process and thus being not suitable for fast monitoring 

applications. Some alternative solutions based on 

machine learning algorithms such as NN have been 

proposed [3]. Many of the already published studies 

that successfully implement NN to retrieve the BFS are 

restricted to limited frequency window spans and 

require that the NN is trained for a specific scanning 

step which has to be kept fixed. Having limitations in 

the frequency window under analysis can clash with 

those kinds of applications that usually require very 

large dynamic range. Moreover, training a specific NN 

for a specific frequency scanning step is a burdensome 

and time-consuming task. This work proposes two 

different approaches aiming to maximize the 

performance in terms of precision and speed with 

respect to classical fitting techniques, overcoming the 

aforementioned limitations. 
 

 

2. Application of NN Techniques to BOTDA 
 

The training phase for both NN proposed solutions, 

called “Multiple NN” and “Single NN” respectively, 

has been performed using simulated Lorentzian BGS 

[4] with added white Gaussian noise to match different 

SNR values, which are typical of real BGS 

measurements. For each fiber position, a vector of 

length proportional to the chosen width of the 

frequency window and frequency scanning step, 

containing normalized BGS samples, is fed as input to 

the NN. The estimated normalized frequency of the 

BGS peak is given as the output by the NN. 

Multiple NN Technique. Some applications may 

require the monitoring of extreme temperature or strain 

variations, which involve a very broad frequency 

acquisition window. However, in order to estimate the 

BFS value, it is not necessary to process the entire 

length of the vector containing BGS samples. 

Extracting a subset of the full spectrum lets to increase 

or decrease the frequency window length without 

changing the number of input samples to the NN. To 

keep track of the position of each subset, the frequency 

of the first sample is saved. When working with 

simulated data, the exact BFS is known, and therefore 

it’s percent normalized value fnorm with respect to the 

subset start can be calculated. The pair (subset, fnorm) 

can thus be used as the labelled data-set to train the 

NN. After the training procedure, when working with 

noisy data, the NN outputs is just an estimation of fnorm, 

which is used to determine the real BFS. As already 

mentioned, this first solution involves training 

different NN for every single frequency scanning step. 

Single NN Technique. The second proposed 

approach, despite a minor performance degradation 

with respect to the first method, allows to get a higher 

degree of flexibility, as it enables to switch freely 

between different scanning steps in the range  

1-15 MHz without having to re-train the neural 

network. The idea is to train a NN with a specific 

number of input samples and use a spline interpolation 

on the BGS data acquired at any frequency step, so as 
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to provide, after the spline, equivalent BGS vectors 

with the required number of samples. For each BGS, 

only the samples belonging to the sub-window for 

which the difference between its center and the max of 

the noisy BGS is minimized are extracted and splined. 

This procedure ensures that all the relevant 

components of the profile are included. 

 

 

3. Experimental Analysis 

 

To test the efficiency of the proposed NN-based 

solutions we have collected real data using a 

commercial BOTDA interrogator. The sensing fiber is 

made of two spools of G652D single mode fiber, 

respectively 1 km and 963 m long. The last 93 meters 

of spool 2 have been placed inside a lab oven and 

heated at 40, 60 and 80 °C during several trials. BFS 

profiles measured at 23 °C were kept as reference. For 

each temperature value four series of measurements 

were taken with different frequency scanning step 

corresponding to 1, 5, 10 and 15 MHz. When working 

with real data, no prior knowledge of the exact BFS is 

available. Here, we decided to evaluate the 

temperature reconstruction error in terms of standard 

deviation (STD) along the whole length of the sensing 

fiber, calculated from a series of repeated acquisitions.  

Fig. 1 reports the STD results for both NN techniques 

and standard fitting methods. As expected, the 

Multiple NN technique shows the lowest values of 

STD with respect to the other three classical fitting 

methods. NN-based estimation provides an 

improvement up to 7.8 % with respect to the 

correlation and 6 % with respect to Lorentzian fitting. 

The more flexible solution relying on a single NN for 

every scanning step shows instead a slight increase of 

STD with respect to Multiple NN technique, but its 

performance is still better than that obtained through 

classical fitting methods. Fig. 2 shows the normalized 

computational time for all the methods. The two 

proposed NN techniques are about 120 and 60 times 

faster respectively with respect to Pseudo-Voigt 

fitting, showing a massive improvement in terms of 

processing time. 

 

 

 
 

Fig. 1. Standard deviation of the 4 different NN trained for its scanning step (blue bar) and single NN for all the scanning 

step (red bar) compared with classical fitting methods. 

 

 

 
 

Fig. 2. Standard deviation of the 4 different NN trained  

for its scanning step (blue bar) and single NN for all the 

scanning step (red bar) compared with classical  

fitting methods. 

 

 

4. Conclusions 

 
In this work two different NN techniques for the 

estimation of the temperature profile obtained by a 

distributed BOTDA temperature sensor have been 

proposed. They successfully overcome the main 

limitation given by the width of the frequency 

acquisition window and also show a big step forward 

in terms of computational time, thus paving the way 

for real-time implementation in case of in-field 

measurements with the BOTDA distributed 

temperature sensor. 
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Summary: Sol-gel high-temperature ultrasound transducers (HTUT) have been developed to compensate for the limitations 

present in many commercial ultrasound sensors, such as limited temperature durability and limited frequency ranges, etc. The 

most common HTUTs are lead-based and more environmentally friendly options are desired. For industrial process 

monitoring, ideally HTUTs can be fabricated directly onto machine tools, dies, vessels and moulds to create information-rich 

but minimally invasive sensors. In this study, two lead-free sol-gel composites are compared with a common lead-based HTUT 

material for the feasibility of spray-coating as a thick film on a steel substrate. The general procedure and key information for 

the preparation of the precursors for each composite have been outlined. The firing and annealing procedures necessary for the 

successful creation of films with good mechanical stability and surface adhesion are also outlined. The characterisation of the 

film properties demonstrates reasonable adhesion and mechanical stability for each film. 

 

Keywords: HTUT, Sol-gel, Lead-free, Thick-film, Characterisation. 

 

 

1. Introduction 

 
Unlike commercial temperature and pressure 

sensors, ultrasound transducer measurements can be 

used to infer a range of material properties in an 

industrial process non-invasively [1]. Also, HTUTs, 

when compared to conventional ultrasound probes, are 

miniature, can tolerate high-temperature, can be 

applied on curved shapes, and can thus be located in 

areas of industrial equipment where conventional 

probes are difficult to fit. Hence, they can be a better 

choice for the sensorisation of industrial processes and 

equipment under the framework of Industry 4.0. 

Barrow et al. [2] invented a method for the 

fabrication of a crack-free thick-film (thicker than  

10 µm) to use as HTUTs by dispersion of ceramic 

powder in a sol-gel solution. In the current study two 

lead-free CBT/BST (calcium bismuth titanate/barium 

Strontium titanate) and BiT/ST (bismuth 

titanate/strontium titanate) thick-film sol-gel 

composites and commonly used lead-based BiT/PZT 

(bismuth titanate/lead zirconate titanate) as a 

benchmark for the development of HTUT were 

investigated. BiT and CBT are chosen due to their 

high-temperature durability (almost 700 ℃ and 800 ℃ 

respectively), ST and BST are chosen due to their 

suitable dielectric constant. 

The ability to apply each sol-gel solution to a steel 

substrate by spray coating is investigated. Spray 

coating was selected as the application method since it 

is possible to apply to different areas of industrial 

equipment unlike other coating methods such as spin 

and dip coating which are not easily portable. All 

composites were developed on steel substrates with 

dimensions of 30 mm × 40 mm × 10 mm. The quality 

of the films was characterised by Powder X-Ray 

Diffraction (XRD) and Scanning Electron  

Microscopy (SEM). 

 

 

2. Methodology 

 
The PZT solution was prepared based on the 

method outlined in [3]. This comprises a water-based 

solution and metal alkoxide precursors with inverted 

mixing order to increase the stability. The final 

solution has a similar consistency to thin paint and has 

a suitable viscosity for spraying. 

The BST and ST solutions were prepared based on 

the fabrication procedures detailed in [4, 5]. Both 

solutions were very similar, and the only difference 

was that the BST formulation contains barium acetate. 

A successful preparation procedure results in a 

transparent and clear solution with suitable 

consistency for spraying. 

After the successful preparation of the solutions, 

the respective ceramic powders were added to make 

the sol-gel suitable for thick-film applications. The 

powder was fine enough (~1 µm) to make a crack-free 

film. The commercial BiT powder was purchased from 

Fisher Scientific and ball milled to reach an accuracy 

of almost 1 µm making it suitable for fabricating a 

crack-free film. The CBT ceramic powder was 

manufactured in the lab by following the procedure in 

[6]. The CBT powder was also ball-milled for around 

24 hours to produce a fine powder. 

For the substrate, surface treatment was necessary 

before coating to increase the adhesion strength 

between the film and the sample. For the sample 

preparation, first, the substrate was polished with 

sandpaper, then the sample was placed in a methanol 

ultrasound bath, after which the sample was annealed. 
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Following the annealing process, the sanding step was 

repeated, and ultrasound cleaning was applied to 

remove the oxidation layer and clean the surface 

respectively. 

After the sample and sol-gel materials were 

prepared, the coating method was conducted for each 

composite using an airbrush. Each layer was fired at  

85 ℃ for 10 mins for Bit/PZT, and 150 ℃ for 5 mins 

for CBT/BST and BiT/ST. The thickness of the final 

three layers for each composite was just under 70 µm. 

After the initial heat-treatment, each sample was 

annealed in a muffle furnace. A similar annealing 

process was followed for each of the composites based 

on [7] with slight modifications. Three annealing 

stages included a slow ramp to 285 ℃, and a rapid 

increase to 400 ℃ to pyrolyse and oxidise the organic 

components. For the final stage, the annealing process 

continued at 650 ℃ with the heating rate of 200 ℃ per 

hour and held for 5 mins to ensure crystallisation. 

 

 

3. Experimental Results and Discussion 
 

Fig. 1 presents images of the composites taken after 

annealing. Some minor cracks were observed at the 

surface of BiT/PZT due to a non-uniform film caused 

by difficulty in manual spray coating. These cracks can 

also be observed in the SEM result of the film in  

Fig. 2. These cracks may have occurred during the heat 

treatment because of the large difference in thermal 

expansion of the steel substrate and the film. These 

cracks were not observed in the two lead-free 

composites. 
 

   
 

Fig. 1. Sol-gel composites after annealing a) Bit/PZT  

b) CBT/BST and c) BiT/ST. 

 

 
 

Fig. 2. SEM results of BiT/PZT. 

 

The annealed sol-gel samples were characterised 

through XRD. The XRD results of all three composites 

are shown in Fig. 3. The figure presents that 

crystallisation occurred for solutions and ceramic 

powders of each composite and thereby the annealing 

process and heat treatment have been effective in 

creating a thick film with suitable material properties 

for use as a HTUT. 

 

 

 
 

Fig. 3. XRD Results for BiT/ST. 

 

 

4. Conclusions 

 
The initial steps for the preparation of two lead-free 

HTUTs and a common lead-based comparison HTUT 

were outlined. Future work will include poling each 

composite to enable characterisation and evaluation of 

their piezoelectric performance as HTUT. Once the 

complete HTUT fabrication process is finalised, the 

developed sensors will be used in an actual industrial 

process where the data will be used for real-time 

monitoring and optimisation of the process. 
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Summary: The aim of this study was to develop Supervised Self-Organizing Map (SOM) models for the automatic recognition 

of systemic resistance state in plants after application of a resistance inducer. The pathosystem Fusarium oxysporum f. sp. 

radicis-lycopersici (FORL)+tomato was used. The inorganic, defense inducer, Acibenzolar-S-methyl  

(benzo-[1,2,3]-thiadiazole-7-carbothioic acid-S-methyl ester, ASM), was applied to activate defense mechanisms in tomato 

plants. A handheld fluorometer, FluorPen FP 100-MAX-LM of SCI, was used to assess the fluorescence kinetics response of 

induced resistance in tomato plants. To achieve recognition of resistance induction three models of Supervised Self-Organizing 

Maps, namely SKN, XYF and CPANN were used to classify fluorescence kinetics data in order to determine the induced 

resistance condition in tomato plants. To achieve this, a parameterization of fluorescence kinetics curves was developed 

corresponding to fluorometer variables of the Kautsky Curves. SKN was the best model by achieving 97.22 % to  

100 % accuracy. 

 

Keywords: Artificial intelligence, Data mining, Clustering, Plant protection, Crop monitoring, Precision agriculture. 

 

 

1. Introduction 
 

Induction of systemic resistance has been proposed 

as advantageous for reducing the severity of plant 

diseases [1]. The use of chemical plant defense 

inducers is an at-tractive, environmentally friendly 

means of plant protection [2]. However, several 

disadvantages, such as low reproducibility and 

effectiveness compared to chemical pesticides, and the 

difficulty to evaluate their efficacy in a timely manner 

retain the use of resistance inducers in the rearward of 

plant disease management artillery. 

Biological defense activators, such as beneficial 

bacteria and other biological control agents [3], several 

organic or inorganic defense inducers have attracted 

interest. Acibenzolar-S-methyl (benzo-[1,3]-

thiadiazole-7-carbothioic acid-S-methyl ester, ASM), 

an inorganic defense activator, is commercially 

available under the trade name Bion, and has been 

proposed as a satisfactory means to induce resistance 

in tomato against various pathogens [4, 5]. 

Tomato, a commercially important crop, is often 

used as a model plant for many research purposes  

[6, 7]. A method to early assess the success and 

outcome of defense inducing applications in tomato, 

would favor the use of such strategies, since it would 

allow for fast assessment of the effectiveness, 

decision-making and adaptation of disease 

management schemes. 

Chlorophyll fluorescence imaging analysis has 

been used to analyze plant responses to abiotic and 

biotic stress factors including pathogens and pests [8]. 

However, chlorophyll fluorescence imaging in primed 

plants has not yet been reported. 

Self-Organizing Maps (SOMs) are one of the most 

well-known among the several Artificial Neural 

Networks architectures proposed in literature [9]. 

Their applications have increased during the last 

decade, and they have been applied in several different 

fields and nowadays they are considered as one of the 

foremost machine learning tools and an important tool 

for multivariate statistics [10]. Self-Organizing Maps 
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(SOMs) are self-organizing systems able to solve 

unsupervised problems. Therefore, to overcome this 

bottleneck, several methods have been introduced 

recently, which combine characteristics from both 

supervised and unsupervised Learning. The 

Counterpropagation Artificial Neural Networks  

(CP-ANNs) are very similar to SOMs, since an output 

layer is added to the SOM layer [11]. When dealing 

with classification issues, CP-ANNs are generally 

efficient methods for achieving class separation in 

non-linear boundaries. Recent modifications to  

CP-ANNs have led to the introduction of new 

supervised neural network architectures and relevant 

learning algorithms, such as Supervised Kohonen 

Networks (SKNs) and XY-fused Networks  

(XY-Fs) [12]. 

The combination of Artificial Neural Network 

models in the form of Supervised Self-Organizing Map 

models and fluorescence kinetics can be a 

revolutionary tool for diagnosing plant defense 

induction after the application of biological or other 

defense inducers. The induction of chlorophyll kinetic 

fluorescence has been shown to be a particularly 

sensitive indicator of various photosynthetic reactions, 

which are very important for understanding the various 

photosynthetic activities of plants [13]. These 

activities, may indicate the existence of adverse effects 

of environmental changes, as well as resistance to 

various biotic and abiotic factors [14]. It is known that 

kinetic fluorescence curves (Kautsky curves) can be 

used to detect plant stress conditions or to classify 

plants in relation to their resistance to stress [15]. 

Automation and precision in agriculture has found 

many applications and paves the way to the future 

agricultural production. However, automatic diagnosis 

of an induced resistance state in plants has not yet been 

reported. The aim of this study was to develop three 

Supervised Self-Organizing Map models for the 

automatic recognition of systemic resistance in plants 

after application of resistance inducers. For the 

purpose of the study the pathosystem Fusarium 

oxysporum f. sp. radicis-lycopersici (FORL) and  

tomato was used. Three Supervised Self-Organizing 

Map models were used to classify fluorescence 

kinetics data in order to determine the induced 

resistance state in tomato plants. To achieve this, a 

parameterization of fluorescence kinetics curves was 

developed, corresponding to fluorometer variables of 

the Kautsky Curves. 

 

 

2. Materials and Methods 
 

2.1. Experimental Setup 

 
Plantlets of tomato cv. ‘Belladona’, at the 2-true 

leaf stage, grown in peat, in nursery trays were 

transplanted in 100 ml pots, containing peat. Plants 

were grown for 7 days before challenge inoculation 

with Fusarium oxysporum f. sp. radicis-lycopersici 

(FORL) to reach a leaf surface size that would allow 

fluorescence kinetics acquisition. The defense inducer 

Bion was applied 4 days after transplantation, and  

72 hours before challenge inoculation with FORL, by 

soil drenching. Bion solution was prepared in sterile 

distilled water, at a concentration of 25 mg/L (25 ppm), 

according to dose recommended by manufacturer, and 

5 ml of solution was used per plant. Bion was applied 

in one treatment. The pathogenic fungus was also 

applied as soil drenching using per plant, 5 ml of the 

spore suspension prepared as described above. Plants 

that received no treatment were used as controls. 

 

 

2.2. Fluorescence Kinetics Acquisition 

 

The parameters of chlorophyll fluorescence were 

determined, at 48 and 72 hours post challenge 

inoculation with FORL. Fluorescence data were 

recorded in two middle leaves of 24 plants for each 

treatment at 48 h, and 12 plants for each treatment at 

72 h, by using chlorophyll fluorescence kinetics. The 

measurements revealed significant differences by 

utilizing FluorPen FP 100-MAX-LM of SCI, which is 

capable of measuring chlorophyll fluorescence 

kinetics through the OJIP method related to the 

fluorescence transient. 

The fluorescence parameters were utilized as 

inputs for training different models of supervised Self 

Organizing Maps (SOMs) aiming at the  

non-destructive estimation of the induced resistance 

condition in the Bion+FORL treatment and 

discrimination from the other two treatments, namely, 

FORL alone and control. With this instrument, the 

fluorescence is excited by ultra-bright light emitting 

diodes (LED) with a peak wave-length of 650 nm. 

Chlorophyll fluorescent signals were detected using a 

photocell after passing through a high-pass filter (50 % 

transmission at 720 nm). The recording time during the 

experiments was 1 s with a resolution of 10 μs during 

the first 2 μs and after that with a resolution of 1 μs, 

resulting in 1200 values per measurement. 

The tomato plants were not dark-adapted and were 

held under normal artificial lighting before measuring. 

Many fluorescence parameters have already been 

proposed. The rapid changes in fluorescence that occur 

during the induction of photosynthesis when a  

dark-adapted leaf is exposed to light, have long been 

attractive for detecting differences in photosynthetic 

performance between plants. 

The fluorometer calculates automatically certain 

geometric parameters of the Kautsky curves that are 

described in [16]. 

 

 
2.3. Counterpropagation Artificial Neural  

       Networks 

 
Counterpropagation Artificial Neural Networks 

(CP-ANNs) [12] are modeling methods which 

combine features from both supervised and 

unsupervised learning [12]. CP-ANNs consist of two 
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layers, a Kohonen layer and an output layer, whose 

neurons have as many weights as the number of classes 

to be modelled. The class vector is used to define a C 

matrix, with I rows and G columns, where I is the 

number of samples and G the total number of classes; 

each entry cig of C represents the membership of the  

i-th sample to the g-th class expressed with a binary 

code (0 or 1). When the sequential training is adopted, 

the weights of the r-th neuron in the output layer (yr) 

are updated in a supervised manner on the basis of the 

winning neuron selected in the Kohonen layer. 

Considering the class of each sample i, the update is 

calculated as follows from [12]: 

 

 , (1) 

 

where dri is the topological distance between the 

considered neuron r and the winning neuron selected 

in the Kohonen layer; ci is the i-th row of the unfolded 

class matrix C, that is, a G-dimensional binary vector 

representing the class membership of the i-th sample. 

At the end of the network training, each neuron of the 

Kohonen layer can be assigned to a class on the basis 

of the output weights and all the samples placed in  

that neuron. 

 

 

2.4. XY-fused Networks 

 

XY-fused Networks (XY-Fs) [12] are supervised 

neural networks for building classification models 

derived from Self- Organizing Maps (SOMs). In  

XY-fused Networks, the winning neuron is selected by 

calculating Euclidean distances between a) sample (xi) 

and weights of the Kohonen layer, b) class 

membership vector (ci) and weights of the output layer. 

These two Euclidean distances are then combined 

together to form a fused similarity, that is used to find 

the winning neuron. The influence of distances 

calculated on the Kohonen layer decreases linearly 

during the training epochs, while the influence of 

distances calculated on the output layer increases. 

 

 

2.5. Supervised Kohonen Networks (SKNs) 
 

As well as CP-ANNs and XY-Fs, Supervised 

Kohonen Networks (SKNs) [12] are supervised neural 

networks derived from Self-Organizing Maps (SOMs) 

and used to calculate classification models. In 

Supervised Kohonen Networks, Kohonen and output 

layers are glued together to give a combined layer that 

is updated according to the training scheme of  

Self-Organizing Maps. Each sample (xi) and its 

corresponding class vector (ci) are combined together 

and act as input for the network. In order to achieve 

classification models with good predictive 

performances, xi and ci must be scaled properly. 

Therefore, a scaling coefficient for ci is introduced for 

tuning the influence of the class vector in the model. 

3. Results and Discussion 

 
3.1. Classification Results Obtained from the  

       Fluorescence Data 

 

The CPANN, SKN and XYF Networks were 

trained with the fluorescence-based parameters of the 

Kautsky Curves in order to distinguish the 3 treatments 

(Control-FORL-Bion+FORL). As mentioned in 

Material and Methods, a total of 24 plants were 

subjected to fluorescence acquisition for each 

treatment at 48 h and 12 plants for each treatment at  

72 h resulting in 36 plants per treatment that were 

combined into one dataset comprising of 36 plants per 

treatment. In order to test the generalization capability 

of the networks, a cross validation was performed by 

splitting randomly the training data in four groups and 

training on the three groups while testing on the fourth 

group. This process was repeated for all possible 

combinations of three groups and the average result 

was recorded. The results of different architectures 

regarding the size of the Supervised Self-Organizing 

Map equal to 12×12 is presented in Tables 1, 2 and 3. 

Different map sizes that were tested included 3×3, 5×5, 

8×8, 10×10 and up to 12×12. A common observation 

is that with increasing size the results tend to improve 

up to 12 and after the results decreased. 
 

 

Table 1. Treatment recognition of the three treatments  

from SKN network architecture based on the fluorescence 

features provided in [16]. 

 
 Treatment Recognition  

Actual 

treatment 

class  

Control FORL Bion+FORL 

Control  100 % 0 % 0 % 

FORL 0 % 97.22 % 2.78 % 

Bion+FORL 2.78 % 0 % 97.22 % 

 

Table 2. Treatment recognition of the three treatments  

from CPANN network architecture based  

on the fluorescence features provided in [16]. 

 

 Treatment Recognition  

Actual 

treatment 

class  

Control FORL 
Bion+ 

FORL 

Control  97.22 % 2.78 % 0 % 

FORL 11.11 % 88.89 % 0 % 

Bion+FORL 5.56 % 8.33 % 86.11 % 

 
Table 3. Treatment recognition of the three treatments  

from XY-F network architecture based on the fluorescence 

features provided in [16]. 

 

 Treatment Recognition  

Actual 

treatment 

class  

Control FORL 
Bion+ 

FORL 

Control  100 % 0 % 0 % 

FORL 8.33 % 88.89 % 2.78 % 

Bion+FORL 0 % 2.78 % 97.22 % 
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1
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2.5. Confirmation of the Self-organized Maps  

       Accuracy in Prediction of Prime State  

       of Plants with Gene Expression Data 

 

In Fig. 1, clusters formed on a 12×12 SKN SOM 

where the samples are shown and where the results of 

Table 2 show clearly that one sample (2.78 %) from 

class 3 Bion+FORL has been misclassified as class 1 

Control while a sample (2.78 %) from class 2 FORL 

has been misclassified as Bion+FORL treated. 

 

 
 

Fig. 1. The clusters of the SOM are showing the separation 

of classes 1-2-3 corresponding to Control-FORL-

Bion+FORL. 

 

Fast monitoring this expression in vivo, will be a 

pioneering tool in exploitation of such disease 

management practices, since it will promote their use 

instead of chemicals and it will allow early assessment 

of their effectiveness, and timely decision-making. 

In the present study, expression of defense-related 

genes was confirmed after application of Bion in 

tomato leaves and roots, demonstrating the induction 

of resistance in the plants. According to the original 

hypothesis, physicochemical and molecular alterations 

in the alerted plant organism would have an impact on 

fluorescence kinetics as shown in other cases of biotic 

and abiotic stress including pathogens and pests [8]. 

The combination of Supervised SOM models with 

fluorescence kinetics has been proven to be able to 

recognize the different harvesting stages in lettuce 

plants [17]. However, in the current work, it is the first 

time that this technique is proposed for diagnosing 

non-destructively the induced resistance state. 

Different expression profiles among treatments, 

especially, FORL and Bion+FORL could justify the 

differences in fluorescence kinetics. 

The combination of in vivo fluorescence 

techniques with Supervised SOM models can form a 

cost effective yet effective solution in the field of plant 

protection since it is a non-invasive and applicable to 

all plants at any time. The ability of SOMs of 

exploiting the class separation that is already exhibited 

by the fluorescence feature is achieved through tuning 

their weights to reflect this discriminative behavior. 

Moreover, their supervised character allows the 

quantification of the class assignment into a crisp 

classification result. 

More precisely, in the occasion of SKN network, 

which demonstrated the best performance of all 

Supervised SOM models, the input and output layers 

are gathered together so as to form a combined layer. 

This layer tends to scale according to the nature of the 

training scheme. So, this behavior gives to the SKN 

network a more tunable character compared to the 

other two employed networks (XYF, CPANN) that 

explains its successful classification rates. 

The combined approach of Supervised SOM 

models to fluorescence kinetics data for the diagnosis 

of induced resistance state is capable of providing a 

useful tool in the field of plant protection and is 

subsequently expected to have a long-term impact on 

sustainable agricultural production, by improving the 

effectiveness of environmentally friendly plant disease 

control measures, through an early assessment of their 

effectiveness towards facilitating decision-making, 

and reducing the use of agrochemicals. 

 

 

4. Conclusions 
 

In the current study three Supervised SOM models, 

namely SKN, CPANN and XYF have been employed 

for the automatic recognition of systemic resistance in 

plants after application of resistance inducers. 

Fluorescence parameterization has been developed, 

corresponding to the fluorometer variables of the 

Kautsky Curves. Gene expression data were used to 

verify the accuracy of the Self-Organizing Maps. A 

successful recognition of the three defense induction 

treatments with the help of SOMs has been achieved 

through taking advantage of the heterogeneous nature 

of the fluorescence kinetics parameters. The 

performance of the SOM models is proved high, 

reaching accuracies from to 88.89 % to 100 %, 

ascertaining the effectiveness of the proposed 

automatic recognition method. It has been indicated 

that the SOMs ability of diagnosing plant defense 

induction is attributed mostly to the fluorescence 

features’ tendency to form clusters that are closely 

related to defense induction occurrence. The indication 

of specific fluorescence features with close correlation 

to defense induction offers the opportunity to precise 

classification with less fluorescence features included, 

introducing an effective, yet non-destructive solution 

for plant pathogens management. 
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Summary: Mid-infrared sensors have great importance within technological advanced optical detection systems. In particular, 

the characteristic of a large number of gases (such as NO, CO2, CO, N2O, H2S) of having strong absorption lines within the 

mid-infrared spectral range, motivates the adoption of fast responding optical sensors within this optical domain, with parts 

per billion sensitivity. We show here that robust silica based optical fibers could be readibly used within high-sensitivity mid-

infrared detection systems capable of sensing several hazardous gases by using the same optical sensor. 

 

Keywords: Fiber design and fabrication; Fiber properties; Microstructured fibers. 

 

 
1. Introduction 

 

The last few years have seen tremendous progress 

in the area of hollow core optical fibers based on a 

simple optical design, which are easy to fabricate and 

have been demonstrated to have a greatly reduced 

overlap between the light travelling within the fiber 

and the silica forming the cladding. This novel form of 

optical waveguide is known as the Anti-Resonant 

Hollow Core Fiber (ARF) [1-4] (Inset of Fig. 1). It has 

been demonstrated numerically [3] and experimentally 

[2] that a modification of the curvature of the core 

boundary of ARFs can significantly decrease fiber 

attenuation. By adopting a large fiber core, these fibers 

have allowed a level of overlap of the guided light with 

the silica cladding material of < 0.01% [3]. 

These novel and peculiar characteristics of ARFs 

have driven recent scientific innovations and 

technological applications in optical beam delivery 

(higher damage threshold due to the low light/glass 

overlap), increased 

Optical transmission in the ultraviolet as well as 

lower latency for optical communication systems 

transmission links, due to the decreased effective index 

of guidance [1]. 

ARFs have been already successfully employed in 

the 3-4 m spectral wavelength [2], with relatively low 

attenuation (100dB/km) and bending loss, which were 

used for the realization of the first mid-infrared 

electrically pumped gas fiber amplifier at 3.5m [5] 

and the first optically pumped gas laser at 3.12m [6]. 

However, the optical attenuation of ARFs in the mid-

infrared rapidly increases at longer wavelengths, due 

to the increased absorption of silica glass, particularly 

above 4.5 m [7]. It reaches values exceeding  

50000 dB/m at wavelengths above 5m. 

We show here that novel configurations of hollow 

core fibers can be adopted to further extend the range 

of use of silica-based optical fibers. As a result, these 

can be used in specific optical detection systems, 

capable of sensing more than one hazardous gases (e.g. 

NO [8]), with high sensitivity. 
 

 

2. Silica based Mid-infrared Optical Fibers 
 

Fig. 1 shows different configurations of hollow 

core optical fibers which we have studied. 
 

 

 
 

Fig. 1. Theoretical mid-infrared optical attenuation of 

different configurations of hollow core optical fibers. 

 

 

In order to decrease the light overlap on silica glass 

(thus reducing fiber optical attenuation) we have first 

adopted the designs shown on the right hand side (red 

lines). They are based on the use of a silica layer with 

a thickness of about 1m for the core boundary, which 
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allows a theoretical loss of few dB/m above a 

wavelength of 5 m. This attenuation can be further 

improved by adopting the fiber configuration on the 

left hand side (blue lines), at a price of a more complex 

geometrical structure. The novel fiber configuration is 

going to allow a further reduction in optical attenuation 

of about one order of magnitude along the full mid-

infrared spectral range. Indeed, the studied design 

would allow a reduction of the silica layer thickness 

below 1 m and a light-silica overlap below 1 part per 

100 thousands. 

 

 

3. Fiber Sensors Configurations 

 
The novel designs of hollow core optical fibers can 

be adopted within a gas optical detection system of the 

type shown in Fig. 2. 

 

 

 
 
 

Fig. 2. Different configurations of broadband mid-infrared 

fiber-based optical detection systems (OPO-Optical 

parametric oscillator, FL– focusing lens, ATH – air-tight 

housing, MCT – photodiode, SPU – signal processing unit, 

HCF- hollow core fiber). 

 

 
In the optical detection system configuration 

shown above, an optical parametric oscillator (OPO) 

with a tunable wavelength range between 4 and 7 m 

can be used for the mid-infrared gas detection within a 

hollow core optical fiber, with part-per-billion 

sensitivity. The 2 configurations show the different 

degree of system integration. In particular, light 

injection could be achieved by direct coupling between 

the OPO source and the fiber. Compactness of the 

system may be achieved with the elimination of 

external lenses at the system output. Finally, faster gas 

detection is demonstrated through the adoption of 

laterally cut hollow core optical fibers. This is in turn 

achieved either through femtosecond laser cutting or 

by modifying the initial design of hollow core fibers, 

as shown in the inset of Fig. 2. 

 

 

4. Conclusions 
 

We review the optical characteristics and use of 

hollow core fibers within mid-infrared gas detection 

systems, with improved sensitivity and enhanced fast 

response. We show that novel optical designs can 

allow the adoption of robust silica based optical fibers 

even within the otherwise inaccessible mid-infrared 

spectral domain. The possibility of detecting more than 

one hazardous gases, by using the same compact 

optical system, may have a great interest and a large 

economical and environmental impact. 
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Summary: We have developed electrochemical biosensor platform for portable and rapid diagnosing of COVID-19. The 

platform is based on a highly conductive matrix (polystyrene/polyaniline-Au nanocomposite) which enables immobilization 

of representative SARS-CoV-2 antibodies (Ab), i.e., specific to the SARS-CoV-2 spike (S)-protein. The biosensor platform is 

able to translate specific covalent interaction between antibodies and its corresponding binding viral S-protein, into a 

measurable, concentration-dependent electrochemical signal. Additionally, it can also monitor the electrochemical responses 

in phosphate buffered saline, without using hazardous chemicals such as K3[Fe(CN)]6. By creating an EIS or DPV-based 

electrochemical readout, data enables qualitative and quantitative interpretation of results. The biosensor platform 

demonstrates outstanding conductivity and biocompatibility, thus resulting in high sensitivity and low detection limit  

(15.6 µg/mL). Hence, the feasible design of the proposed biosensor platform represents a good starting point for the 

inexpensive and practical diagnosis of asymptomatic patients or people before symptom onset. 

 

Keywords: Electrochemical biosensors, Polystyrene, Polyaniline, Au nanoparticles, COVID-19, SARS-CoV-2,  

Spike protein. 

 

 

1. Introduction 

 
COVID-19 is an ongoing pandemic that has 

resulted in more than 500 million confirmed cases and 

6 million deaths worldwide, as of June 2022, according 

to the World Health Organization (WHO) reports [1]. 

The causative infectious agent of this pandemic is the 

SARS-CoV-2 which is composed of four structural 

proteins, known as spike (S), envelope (E), membrane 

(M), and nucleocapsid (N) proteins [2]. From those, 

the S-protein has been reported as a significant 

determinant of virus entry into host cells [3]. The 

SARS-CoV-2 spreads quickly via droplets (saliva or 

respiratory droplets secretions) or airborne 

transmission [4], and early and accurate diagnosis is 

crucial for proper medical treatment and prevention of 

further infections. 

The clinical diagnosis primarily relies on 

conventional diagnostic techniques, such as molecular 

(e.g., RT-PCR…), or radiological techniques [5]. 

These conventional techniques require high running 

maintenance costs, laboratory-based procedures, 

technical experts, long assay protocol, and complicated 

data analysis. All these requirements might limit their 

application for developing countries due to the 

expensive processing costs and limited access to 

laboratories [6, 7]. Therefore, there is a demand for 

new assays (e.g., biosensors) that provide  

cost-effective, portable, and rapid detection of  

SARS-CoV-2 [6-8]. 

 

2. Results and Discussion 

 
2.1. Fabrication of SARS-CoV-2 Detection  

       Platform 

 

The SARS-CoV-2 biosensor detection platform 

(Fig. 1) is composed of a highly conductive matrix 

(Fig. 1a) which was produced on the screen-printed 

electrodes (SPEs) by coating the Au working electrode 

with a polystyrene/polyaniline-Au nanocomposite, 

i.e., PS/PANI-Au NPs. In order to obtain specificity to 

S-protein, the representative Ab were immobilized on 

the surface of the conductive matrix via cross-linking 

methods using glutaraldehyde (GA), Fig. 1b. 

Furthermore, the SARS-CoV-2 detection platform 

(i.e., SPE-PS/PANI-Au NPs-GA-Ab) was exposed to 

the target analyte to capture the SARS-CoV-2 virus 

through the binding of S-protein (Fig. 1c). 

 

 

2.2. Electrochemical Characterization  

       of SARS-CoV-2 Detection Platform 

 

The SARS-CoV-2 detection platform at each 

experimental step (Fig. 1, a-c) was evaluated by EIS. 

Fig. 2a presents the Nyquist plots of a) SPE-based bare 

electrode, b) SPE-PS/PANI-Au NPs, c) SPE-

PS/PANI-Au NPs-GA, d) SPE-PS/PANI-Au NPs-GA-

Ab, and e) SPE-PS/PANI-Au NPs-GA-Ab-S protein, 

where Zre is the real part and Zim is the imaginary part 

of the complex impedance Z. The measurements were 
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performed in a phosffate buffer saline (PBS, pH = 7) in 

a frequency range of 0.1–105 Hz and at applied 

potential 50 mV. The output Nyquist plots reveal 

changes in the electron-transfer resistance. After the 

modification of SPE with PS/PANI-Au NPs, the 

resistance greatly decreases (a-b), indicating the highest 

electroactivity. The consecutive GA binding, Ab 

immobilization, and S-protein binding visible increase 

the resistance (b-e) with each step, demonstrating the 

blocking of the electron transfer due to the formation of 

an insulating layer. 

 

 

2.3. Detection of SARS-CoV-2 Spike (S)-protein 

 

DPV was performed for quantitative detection of 

SARS-CoV-2 S-protein (Fig. 2b). The SPE-EP  

PANI-PS/PANI-Au NPs-GA-Ab-based electrodes 

were incubated with PBS dilutions of S-protein at 

concentrations of 0, 15.6, 31.25, 62.5, and 125 µg/mL. 

DPV curves were obtained before (i.e., background 

signal) and after incubation with the certain S-protein-

based analyte (i.e., analyte signal). The output peak 

currents of the analytes were then subtracted from the 

output peak currents of the background. The 

subtraction for each measured concentration resulted 

in a distinct peak at a potential 0.05 V. From the 

resulting curves it was concluded, that the progressive 

Ab‒S-protein interaction is manifested by lowering of 

peak current with an increase of analyte concentration. 

Additionally, the linearity (Fig. 2c) is established at a 

concentration range from 15.6 to 125 µg/mL, and a 

limit of detection (LOD) is determined to  

be 15.6 µg/mL. 
 

 

 
 

Fig. 1. Schematics of biosensor fabrication and the concept 

of detection. 

 

 

 
 

Fig. 2. a) Nyquist plots of detection platform at each fabrication experimental step; b) DPV responses of different S-protein 

concentrations; and c) linear regression between current and S-protein concentrations. All observed in PBS. 

 

 

4. Conclusions 
 

This work describes the fabrication of biosensor 

platform-based on PS/PANI-Au nanocomposite for a 

rapid electrochemical detection of SARS-CoV-2  

S-protein. The electrochemical studies (EIS and DPV) 

revealed that the developed system is able to detect  

S-protein in wide linear range and at a physiologically 

relevant concentration range, over 15.6 ug/mL. Also, the 

fabricated biosensor platform demonstrates several 

other advantages, like avoiding the use of hazardous 

[Fe(CN)]6
3-/4- redox couple that is usually used as an 

electroactive compound in biosensing. This promising 

concept of an electrochemical biosensor platform that 

is affordable can lead to an all-embracing way of 

diagnosing COVID-19 at the point of use. 
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Summary: The present paper proposes a system that uses ultrasonic and infrared optical sensors to make a cartography of an 

object. It consists of a remote-controlled car communicating with the user via radio frequency. The distance and resolution 

with which the car will perform the mapping process are set through the remote control. The car has an arch on which the 

sensors are distributed evenly. The sensors collect data regarding the spatial position of the object. The cartographic image is 

obtained by processing the measured data. The testing of the implemented system revealed the maximum scanning range of 

15 m with the 10 cm resolution and 7.5 m with the 5 cm resolution.  

 

Keywords: Ultrasonic sensor, Infrared (IR) sensor, Cartography, Mapping, RF (radio-frequency) Transmission,  

Remote control. 

 

 

1. Introduction 
 

Proximity or distance sensors are electrical 

components capable of sensing the presence of a 

nearby object without any physical contact. This type 

of sensor is based on emitting an electromagnetic wave 

or field and sensing differences in the received signal. 

The distance between the sensor and an object can be 

determined by evaluating the reflected response. A 

comparison of different sensing methods' key elements 

is needed for choosing a corresponding sensor for an 

application. Relevant parameters are maximum 

detection range, resolution, emission and reception 

angle, cost, and size [1]. Another essential element is 

the material of the measured obstacle [2]. 

Ultrasonic sensors (US) use the speed of sound, 

approximatively 345 m/s, to measure the distance 

between the system and an obstacle. The study [3] 

shows the linearity of this sensor's characteristic.  

Infrared proximity sensors have a faster response 

time based on the speed of light. The main 

disadvantage is their nonlinear behavior [4].  

By using both types of sensors, the advantage of 

one can cover the disadvantage of the other.  

A 3D scanner is a device that converts an object 

into a digital form by collecting data about its shape 

and dimensions. There are two main scanning 

methods: optic and ultrasonic [5].  

 

 

2. Design and Implementation 
 

A remote-controlled mapping car was designed to 

implement the cartography system. 

The system's structure is presented in the block 

diagram in Fig. 1, which shows the five main blocks: 

the microcontroller, communication system, 

peripherals, power supply, and ports. 

 

 

 
 

Fig. 1. Block diagram of the system. 
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The mapping system utilizes 13 HC-SR04 modules 

since each sensor can measure an angle of 15° and 180° 

need to be covered.  

A new infrared sensor was designed to achieve a 

higher resolution and measure distance. It consist of an 

IR LED (model TSAL6200), a photodiode (model 

BPV10NF), and an NPN bipolar transistor. The 

designed IR sensor circuit can measure a total distance 

of approximately 75 cm. For distances smaller than 50 

cm, the resolution is about 1 cm, while distances over 

50 cm have a resolution of 5 cm.  

Based on the evaluation of the sensors, 13 US and 

13 IR sensors were used in the final implementation. 

All sensors were mounted onto arched profile support.  

From an electrical perspective, the whole 

cartography system is divided into two circuits, the 

remote and the mapping car. The remote is built around 

an Arduino Nano development board that 

communicates through a radio frequency module with 

the Arduino Mega development board from the 

mapping car.  

The entire system's functionality is described 

through the logic diagram shown in Fig. 2. The 

diagram defines three zones: remote, mapping car, and 

applications for data processing.  

The last step in obtaining the cartography map is 

visualizing the measurements by processing the 

resulted output file with MatLab.  

 

 

 
 

Fig. 2. Logic diagram of operation. 

 

3. Experimental Results 
 

One test result is presented below to show the 

system's capability. It was used a scanning step of 5 cm 

to imitate a pipe inspection scenario where a 10 cm 

defect is added to the object. The resulting images in 

comparison to the real objects are shown in Fig. 3. 

The measured dimensions by scanning in comparison 

with the real ones (with a ruler) are presented in  

Table 1, where the acronyms represent: O the scanned 

object, US the ultrasonic scanning and IRd the infrared 

scanning in complete darkness. 

The comparison between the scanning methods 

reveals that the US has a higher accuracy: with a 

maximum relative error of 1.81 % in detecting the 

distance on the X axis and 3.44 % in detecting 

distance on Y axis, compared to the IR one with a 

maximum relative error of 5.45 % in detecting the 

distance on the X axis and 17.24 % in detecting 

distance on Y axis in dark conditions. At the same 

time, both scanning methods detect the distance of the 

Z axis and the defects without error on the surface of 

the scanned object, seen as a spike in Fig. 3 (bottom).  

 
 

  
 

Fig. 3. Third scanning test: scanned object (top), cartography 

image with US scanning (bottom-left), cartography image 

with infrared scanning in complete darkness conditions 

(bottom-right). 
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Table 1. Scanning test results comparison. 
 

      Measurement  

Param.       
O US IRd 

X-width [cm] 55 56 52 

Y-height [cm] 29 28 24 

Z-length [cm] 70 70 70 

D-defect [cm] 10 10 10 

 

 

4. Conclusions 
 

The work presented in this paper proposes a 

cartography system with ultrasonic and infrared optical 

sensors. The system's structure has two main 

components: a mapping car and a remote controller. 

The distance and resolution for scanning are set via the 

remote. The car uses 26 sensors, of which 13 are 

ultrasonic and 13 infrared. Because the ultrasonic 

sensor has a measuring angle of 15°, 13 sensors are 

needed to cover an area of 180°.  

Each scanning method has its advantages and 

disadvantages. Although ultrasonic sensors can 

measure longer distances, the infrared sensor has a 

faster response time and the advantage of being low 

cost.  

The memory of the microcontroller limits the 

scanning capacity of the system.  
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Summary: Magnetic vector potential was regarded as only a mathematical tool until the Aharonov-Bohm effect was proposed. 

After the proposal, Tonomura et al. conducted its verification examination by superconducting material. They claimed 

magnetic vector potential could affect charged particles without an electromagnetic field. The magnetic field shield is essential 

to consider affection by magnetic vector potential. In this report, we use an optically pumped atomic magnetometer. The atomic 

magnetometer has extremely high sensitivity for a magnetic field. This high sensitivity ensures that the strength of the magnetic 

field at a particular measuring space is weak enough to discuss the effects of the magnetic vector potential. When a magnetic 

vector potential was applied to a spin-polarized rubidium vapor from a direction orthogonal to the spin, the polarization of the 

laser light transmitted through the rubidium vapor changed. This result has the potential to realize a new kind of measurement 

with magnetic vector potential without an electromagnetic field. 

 

Keywords: Atomic magnetometer, Magnetic vector potential, Vector potential coil, Aharonov-Bohm effect, Optical pumping. 

 

 

1. Introduction 

 
Magnetic Vector Potential (MVP) was treated as a 

mathematical tool until the Aharonov-Bohm effect 

(AB effect) [1] was reported; the AB effect is that 

charged particles are affected by MVP even in a space 

without electromagnetic fields. After this discovery, 

many researchers conducted experiments to verify the 

AB effect. Eventually, Tonomura et al. [2] 

experimentally demonstrated the AB effect by electron 

holography interference using a sample entirely 

shielded by the Meissner effect in superconductor. 

However, interference by electron beams with 

short wavelengths and coherence lengths is not easy to 

achieve, and it was not practical to miniaturize them 

into sensors. Therefore, we turned our attention to the 

optical-pumped atomic magnetometer (OPAM), which 

has a very high sensitivity to magnetic fields. This high 

sensitivity can ensure that the magnetic field strength 

in the region for measuring by the OPAM is 

sufficiently weak. We are developing a method to 

calibrate to an absolute zero magnetic field. [3] We 

have also developed a vector potential solenoid coil 

(VP coil) [4, 5] to generate MVP. 

The VP coil has a double-nested structure, in which 

a long, thin solenoid coil is rewound into a coil shape. 

The VP coil can generate only MVP while cancelling 

the magnetic field by passing a current through a 

conductor placed coaxially with the thin solenoid coil 

in the direction opposite to that of the winding. 

In this report, we present experimental results of 

the response of the OPAM when MVP is applied. 

 

 

2. Apparatus and Methods 

 
Fig. 1 shows a diagram of the OPAM optical 

system. In this system, a single-beam OPAM is used. 

This system is simpler and smarter than a double-beam 

OPAM. The beam is elliptically polarized to work the 

OPAM as a single-beam system. Our OPAM uses the 

rubidium atom. Rubidium is encapsulated in a glass 

cell, and a laser heats the glass cell to evaporate the 

rubidium. An elliptically polarized beam excites, and 

spin polarizes the rubidium vapor while the same laser 

probes the change in polarization. 

The cell is surrounded by a two-layered magnetic 

shield made of aluminum and permalloy to cancel the 

external magnetic fields. A three-axis Helmholtz coil 

is also equipped to compensate for the residual 

magnetic field in the shielding. 

Fig. 2 shows the modulation and measurement 

system of the OPAM. The VP coil is placed around the 

cell with a Faraday cage. The Balanced amplified 

Photodetector, BAP, detected the signal. An 

oscilloscope observes the response of the waveform 

for the time domain. Two lock-in amplifiers measure 

the amplitudes and phase of the fundamental and 

second harmonic for the frequency domain. 

Function Generator 1, FG1, was used only for zero 

field calibration. After calibration, FG1 was turned off, 

and Fig. 2 drove the VP coil to modulate the OPAM 

with a vector potential. As modulation started, the DC 

magnetic field was swept from -80 nT to 80 nT to 

investigate the effect of the DC magnetic field. 

 

 

3. Results 

 
Fig. 3 shows the dependence of signal intensity on 

the DC magnetic field, where Vω1 and Vω2 are the 

amplitudes of the fundamental and second harmonic, 

respectively, and the ratio is shown on the vertical axis. 

The signal was maximum at zero magnetic fields, 

similar to that observed when the effect of the DC 

magnetic field is examined while modulating OPAM 
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with the magnetic field. In other words, MVP can 

affect the spin of the electrons in rubidium and can 

modulate OPAM instead of using the magnetic field. 

Note that the MVP modulation was performed with the 

zero-field calibration completed, and the DC magnetic 

field was sufficiently weak in the region measured by 

the OPAM. We emphasize that the rubidium is not 

ionized and that the present results show the influence 

of the AC MVP on the electrically neutral particles. 

Thanks to the Faraday cage, we also confirm that the 

electric field caused by the potential gradient cannot 

affect the rubidium vapor. The OPAM modulated by 

this MVP has an absolute magnetic field sensitivity of 

better than 50 nT. Since it can be modulated by MVP, 

the magnetic field for modulation does not affect the 

magnetic sample. 

 

 

 
 

Fig. 1. Diagram of OPAM optical setup. 

 

 

 
 

Fig. 2. Diagram of electrical system. 

 

 
 

Fig. 3. Dependency on DC magnetic field. 

 

 

4. Conclusions 

 
We have proposed a new driving method for OPAM. 

Conventional AC measurements of OPAM require 

magnetic field as a modulating signal. Still, in actual 

measurements of the magnetism of materials, this 

modulating signal has the problem of changing the 

magnetism of the samples. MVP modulation can solve 

this problem. The results suggest that time-varying 

MVP can affect electrically neutral, spin-polarized 

particles. Although theoretical support for this effect 

is needed in the future, the modulation works reliably, 

and its usefulness is demonstrated for the first time. 
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Summary: Poly(dimethylsiloxane) (PDMS) films with embedded gold nanomaterials have attracted increasing interest for 

their application in biosensors. The nanocomposite was prepared by an in-situ method by exploiting the swelling properties of 

PDMS in ethyl acetate and ethanol solvents. The swollen polymer allowed a higher permeation rate of the gold precursor into 

the film, thus improving the reduction reaction. The best swelling solvent that allowed the uniform formation of AuNPs was 

ethyl acetate. The reduction reaction of the gold precursor was enhanced by an increased amount of curing agent. The 

plasmonic properties of the prepared films were confirmed by UV-Visible absorption spectroscopy. Morphological 

characterization indicated the presence of fewer Au aggregates. 

 

Keywords: Biosensors, In situ gold nanoparticles formation, Polydimethysiloxane, Plasmonic properties, PDMS swelling. 

 

 

1. Introduction 
 

The incorporation of AuNPs into the PDMS matrix 

enables the development of localized biosensors by 

converting chemical or biomolecular information into 

a physically readable signal [1]. 

Several studies have been conducted on the 

preparation of the AuNPs-PDMS composite. In 

general, the AuNPs-PDMS system was prepared by 

immersing a sheet of polymerized PDMS in an 

aqueous solution of chloroauric acid (HAuCl4); 

however, the insufficiency and non-uniform 

distribution of AuNPs in the PDMS matrix led to poor 

conductivity of PDMS [2-5]. 

In this work, the swelling properties of PDMS in 

different solvents were exploited to improve the 

amount of AuNPs within the polymer matrix. The 

swollen polymer allows a higher permeation rate of the 

gold precursor into the film, thus improving the 

reduction reaction. In addition, the behavior of 

swelling solvents on the films obtained using different 

ratios of the two polymer components (base polymer 

and curing agent) was studied. 

 
2. Materials and Methods 
 

2.1. Materials 
 

RTV 165 elastomer kit for PDMS preparation is 

purchased from Farnell (Italy). Gold chloridetrihydrate 

(HAuCl4·3H2O) is from Merck and ethyl acetate and 

ethanol are from Sigma Aldrich. 

 
2.2. Preparation of PDMS and AuNP-PDMS  

       Composite 
 

To synthesize AuNP-PDMS composite films, 

PDMS monomer and curing agent (RTV 165) were 

first mixed in different ratios and cured at 80 °C for  

90 minutes. The obtained native PDMS thin films were 

incubated for 2 hours in the swelling solvents (ethanol 

and ethyl acetate) at a temperature of 25 °C before 

being immersed in the 0.5 % (m/v) aqueous solution of 

HAuCl4. 

The swollen PDMS film was then incubated in an 

aqueous solution of HAuCl4 for 2 hours at 45 °C. 

No reagents other than the PDMS matrix and 

HAuCl4 were introduced into the process of gold 

nanoparticle formation. The residual Si-H group in the 

PDMS film was considered to act as a direct reduction 

reagent to reduce HAuCl4. 

The scheme of the reaction between the Si-H 

groups and HAuCl4 is shown below. 

 

 

 
2.3. Instruments 

 

Scanning electron microscopy (SEM) images were 

recorded with an FEI Quanta 3D FEG scanning 

electron microscope operating at an accelerating 

voltage of 05-30 kV. UV-Visible absorption 

spectroscopy was used to monitor the plasmonic 

absorption of the formed gold nanoparticles. 

 
3. Results and Discussion 

 
Fig. 1 shows the image of AuNP-PDMS membrane 

samples obtained using different swelling solvents and 

different ratios of polymer base to curing agent. As a 

general comment, the reaction without the use of 

swelling solvents prior to incubation in the aqueous 

solution of the gold precursor was much slower and the 
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color of the final sample is lighter (after 24 hours), 

showing a smaller amount of Au nanoparticles, 

compared with samples synthesized with ethanol and 

ethyl acetate. The speed of the reduction reaction using 

swollen PDMS is higher, and already after only 2 hours 

of incubation, highly colored samples are obtained 

(Fig. 1). In addition, it was noticed that using a larger 

amount of curing agent than the polymer base  

(2:1 ratio) also increased the reduction rate of the gold 

precursor. The swelling of the polymer in ethyl acetate 

allowed the formation of a more uniform distribution 

of gold nanoparticles in the AuNP-PDMS composite. 

This result may be due to the higher swelling ratio of 

PDMS in ethyl acetate compared to ethanol (1.04 

versus 1.18). In fact, swollen membranes have more 

free spaces in their polymer network than nonswollen 

membranes, favoring the penetration of the gold 

precursor. 

The swelling ratio was calculated as follows: 

 

 𝑆 =  
𝐷

𝐷0
, (1) 

 

where D is the length of PDMS in the solvent and D0 

is the length of the dry PDMS. 

 

 
 

Fig. 1. Pictures of AuNPs-PDMS membrane samples 

obtaining using ethanol and ethyl acetate as swelling 

solvents and different ratio polymer base and curing agent. 

 

Fig. 2 shows SEM images of surface and cross section 

of 2:1 AuNP-PDMS membranes using as swelling 

solvent ethyl acetate. From Fig. 2 it is possible to 

observe that the reduction of gold precursor happened 

on the surface as well as in the inner part of  

PDMS matrix. 

 

4. Conclusions 

 
In this work, Au NPs-PDMS composite facilitated 

by PDMS swelling was synthesized in situ. In fact, the 

swollen polymer allowed a higher permeation rate of 

the gold precursor into the film, thus improving the 

reduction reaction. The best swelling solvent that 

allowed the uniform formation of AuNPs was ethyl 

acetate. The reduction reaction of the gold precursor 

was also enhanced by an increased amount of curing 

agent. The plasmonic properties of the prepared films 

were confirmed by UV-Vis measurements with an 

absorption peak at 536 nm. 

The plasmonic properties of the prepared films was 

confirmed by UV-Visible spectroscopy with an 

absorption peak at 536 nm (Fig. 3). 

 
 

Fig. 2. Sem Images of surface (A) and cross section (B)  

of 2:1 AuNP-PDMS membranes (swelling solvent:  

ethyl acetate). 
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Fig. 3. UV-Vis spectrum of UVU 2:1 AuNP-PDMS 

membranes (swelling solvent: ethyl acetate). 
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Summary: Quantitative Ultrasound has the potential to augment B-mode morphology images by visual cues also indicating 

the mechanical properties, like speed of sound, mass density, elasticity, and absorption parameters, of the interrogated  

biological tissues in such a way, as to significantly improve the diagnostic quality of the images presented to the clinician. We 

derive and discuss the maximum-likelihood joint estimators for both tissue’s absorption parameters, power-law prefactor, and 

power-law exponent and apply them to B-mode images with well-defined, since set so, tissue properties so that the estimator’s 

properties unbiasedness, and estimation variance, can be investigated properly. 

 

Keywords: Quantitative Ultrasound (QUS), Absorption estimation, Maximum-likelihood estimate, Newton-Raphson,  

k-Wave. 

 

 

1. Introduction 

 
As statistics reveals there is still one out of eight 

women that will eventually be given the diagnosis 

invasive breast cancer in their lifetime. It is the second 

most common form of cancer in women after skin 

cancer and the second major cause of cancer-related 

death after lung cancer. Standard ultrasonic B-mode 

echogenicity imaging as compared to mammography 

still lacks the sensitivity and specificity for it to be 

employed as a standard screening method. A possible 

solution to increasing the sensitivity can be found in 

Quantitative Ultrasound (QUS) [1-3] whose goal is to 

estimate from the standard B-mode data additional 

parameters like the local speed of sound, the mass 

density, the tissue’s elasticity [4], and also the 

absorption parameters α = α0 fy, where α0 is the  

power-law prefactor (given in dB/(MHzy cm), y, is the 

power-law exponent, and f is the center-frequency of 

the interrogating fairly wide-band ultrasonic pulse. 

The result of estimating those parameters can be 

used to provide the clinician a color-coded overlay, on 

top of the gray-scale B-mode image, indicating the 

spatially resolved absorption parameters. The rationale 

behind this is that almost all breast tissue types exhibit 

very different mechanical tissue parameters as 

compared to malignant processes in the breast [5]. 

In this contribution we build upon our previous 

work [5-7] which is based on research aimed at 

estimating absorption parameters of pure fluids by 

Claes et al. [8, 9]. 

The contribution is structured as follows. In 

Section 2 the background on tissue absorption is 

briefly covered, in Section 3 the maximum-likelihood 

estimator for both parameters of interest (the  

power-law prefactor, α0, and the power-law exponent, 

y) is derived and discussed. Section 4 presents 

estimation results, and Section 5 concludes the 

contribution with a brief discussion and an outlook. 

 

 

2. Ultrasonic Absorption in Tissues 

 
According to Szabo [10] an ultrasound wave 

encounters rather significant losses when propagating 

through biological tissue. One can safely assume to 

lose on the order of 10 dB per cm of penetrated depth 

(based on a round-trip loss) at a typical ultrasonic 

center-frequency of 5 MHz. To allow for a good spatial 

resolution the ultrasonic pulse needs to be rather short, 

thus resulting in a relative bandwidth of around 70 %. 

Under these circumstances the ultrasonic pulse will 

have a -6 dB bandwidth of approximately 2 MHz up to 

8 MHz. From experiments one can conclude that the 

attenuation follows a power-law dependency on 

frequency and an exponential decline with depth. As a 

result of this depth and frequency dependence, acoustic 

pulses not only become smaller in amplitude as they 

propagate, but they also change shape and thus spectral 

composition. Equation (1) summarizes these empirical 

facts mathematically. 

 

 α(f) = α0 fy, (1) 

 

where α0 as measured in dB/(MHzy cm), is the  

power-law prefactor, for biological tissues it typically 

lies between 0.3 and 2.5 dB/(MHzy cm), and y is the 

power-law exponent, typically for soft biological 

tissue around y = 1.0, for pure water it would be  

y = 2.0 [5]. 

Fig. 1 gives a sketch of this attenuation behavior. 

The red line indicated for a round-trip distance of  

0 cm is the initial spectrum of the pulse as emitted by 

the ultrasonic transducer. It is propagated towards 
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greater round-trip distances according to the assumed 

parameter set (in this case α0 = 0.4 dB/(MHzy cm),  

y = 1.25), also indicated in red. There one can clearly 

observe the down-shift of the center frequency for 

greater depths. The blue lines are straight lines, in the 

chosen logarithmic ordinate scale, the slopes of which 

are the sought-after parameter values α(f), varying with 

the frequency f. In green is indicated for comparison a 

case for a not correctly chosen parameter set (here  

α0 = 0,60 dB/(MHzy cm), and y = 1.25), the magenta 

lines are indicating the estimation errors for this 

parameter set and these need to be minimized, 

according to some metric, in the estimation process 

described below. 

 

 
 

Fig. 1. Propagation of the emitted spectrum (red line @ zero 

depth) towards greater depths for the correct parameter set 

(in red), and an estimate that is off, in green. One can observe 

further, the linear decline (blue), in a logarithmic ordinate 

scale, for each frequency selected. 

 

 
2. Maximum-likelihood Joint Estimation 

 
Both attenuation parameters need to be estimated 

jointly with low variance over small spatial regions 

(typically in the mm2 - range) from the time and depth 

evolution of rather noisy spectra obtained from the 

ultrasonic scanner’s B-mode output images [5]. From 

Eq. (1) and according to Beer-Lambert’s law [11] the 

depth, d, dependent spectrum 

 

 S(d, f ) = S(d0, f ) e−(d−d0 )·α(f ) (2) 

 

is obtained from the spectrum S(·, f) at depth d0 by 

applying an exponential decline versus depth  

(Eq. (2)), and a spectral shaping according to Eq. (1) 

versus frequency. S(d, f) is the magnitude spectrum as 

calculated via Welch’s periodogram [12] and averaged 

over an approximately mm-sized depth range Nr and 

over a few B-mode azimuth scan-lines Na as indicated 

in Fig. 2. 

To ease notation for the subsequent derivation the 

log-ratio r(n, m) of the noisy spectra to be compared is 

written in the discretized form (depth n, in multiples of 

cm, and frequency in m spectral lines, resultant from 

the Welch spectral estimator). 

 

 
(3) 

 

with, r(n, m) log-ratio of spectra from different depths, 

S(n, m) noisy magnitude spectra at depth n, in cm, as 

function of frequency, m, in multiples of MHz, n depth 

in multiples of cm, m frequency in multiples of MHz, 

α0 attenuation prefactor in dB/(MHzy cm), y power-law 

exponent (unit-less). 
 

 

 
 

Fig. 2. Schematics of an ultrasonic B-mode scanner. The  

US-transducer emits, using a phased-array excitation 

scheme, ultrasound pulses into different azimuthal directions 

and thus scans the tissue both in depth and in azimuth. 

Indicated in red are the spatial areas the spectra are averaged 

over to reduce their inherent noisiness. Also indicated is  

the k-Wave simulation grid used to generate,  

via the open-source software k-Wave [13], the analyzed 

examples. 

 

 

For the noise superposed onto the spectral 

estimates, S(···), we assume it to be white Gaussian 

noise. After taking the logarithm of a ratio in Eq. (3), 

and since we are estimating in sound pressure levels, 

the noise gets non-linearly transformed, too. But still, 

we model the noise even for the transformed 

measurements as additive Gaussian of variance σ2. 

This assumption might be questionable but keeps the 

mathematical problem tractable. 

The derivation of the maximum-likelihood 

estimator that is jointly estimating both α0 and y is 

based on the likelihood function L(α0, y) (see Eq. (4) 

for the Gaussian noise assumption, which, indeed, 

might be questionable). The variables in Eq. (4) are 

(numerical values are arbitrarily chosen): 

nmax = 5, maximum depth in cm, 

mmax = 8, max. considered frequency in MHz. 

By rearranging terms and taking the logarithm of 

the likelihood function gives Eq. (5). 
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Now we have two parameters (α0 and y) to 

maximize the log-likelihood function over, so we need 

to take the two partial derivatives (Eqs. (6) and (7)) and 

set them both to zero. For the parameter α0 an explicit 

solution can be found as in Eq. (6) (the indicating 

the estimate of . 

Analyzing Eq. (7) it is not obvious that it can be 

simplified into an explicit solution for the parameter y, 

thus a numerical solver employing either the Newton-

Raphson algorithm, or a numerically more expensive 

grid search over the allowable parameter range is to be 

implemented [12]. The results presented further are 

based on the explicit estimator for the parameter α0 and 

the Newton-Raphson search for the parameter y. 
 

 

 

(4) 

 

 

 

(5) 

 

 

 

(6) 

 

 

 

(7) 

 

 

3. Estimation Results 
 

This section presents some estimation results  

obtained from B-mode images that were simulated 

employing the ultrasound simulation software k-Wave 

[11, 13]. Simulation phantoms are widely used in the 

development of ultrasonic estimation algorithms due 

to the fact that, compared to tissue mimicking 

phantoms [14], relevant tissue parameters, like speed 

of sound, mass density, scattering behavior, stiffness, 

etc. can be numerically set very precisely, so the 

estimate’s true values are known beforehand. Besides, 

in particular with k-Wave, all parameters can be 

chosen for each simulated voxel separately, thus 

allowing highly structured media to be simulated. The 

drawback, however, are very long simulation runs that 

can only be circumvented by using graphics processing 

unit (GPU) enhanced simulations. But still, a typical 

simulation run that has a spatial graininess of about  

30 µm over a volume of ≈ 30×30×5 mm3, takes about 

two days to complete. 

Fig. 3 shows an estimation result obtained by 

applying the explicit ML-estimator for the parameter 

α0. For the results presented the true value of the  

power-law prefactor is known to be  

α0 = 0.75 dB/(MHzy cm) since this value was selected 

for the overall volume for the numerical phantom, the 

power-law exponent was selected to mimic a typical 

biological tissue, y = 1.00. 

One can observe a rather large deviation from the 

true value which is attributed to the fact that a very fine 

spatial resolution was implemented for the estimation 

process. The number of averaged B-mode scan lines 

was set to Na = 25 (see Fig. 2 for reference), which 

corresponds to a lateral extension of 0.98 mm, as 

considered for a depth of 15 mm. The radial extension 

of the averaged over spatial region was set to  

Nr = 1.35 mm. With this parameter setting very small 

lesions with sizes of less than 5 mm in diameter should 

be detectable if they happened to be present  

in the tissue. 

Fig. 4 shows the histogram, indicating the spread 

of the estimates of α0 for the total volume analyzed (all 

areas indicated by the color-coded overlay from  

Fig. 3). The mean was determined to be α0 = 0.78, 

which is in sort of sufficiently good agreement with the 

true value. 

 

 

4. Conclusions 

 
Quantitative Ultrasound (QUS) bears the potential 

to augment and thus improve the diagnostic quality of 
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ultrasound morphology images by laying-over  

color-coded information on the mechanical properties 

of the interrogated volume. This work concentrated in 

particular on overlaying ultrasound absorption data, 

split into the power-law prefactor α0 and the  

power-law exponent y, both of which allow to discern 

between benign and malignant masses within the 

human breast or other superficial organs. 
 

 

 
 

Fig. 3. B-mode ultrasound scan of a simulated homogeneous 

medium in gray with an overlay indicating the absorption 

parameter estimates of α0 corresponding to the color axis 

given. From the simulation the true parameter value is known 

to be α0 = 0.75 dB/(MHzy cm). 

 

 

 
 

Fig. 4. Histogram indicating the spread of estimates of α0. 

The observed rather wide spread can be attributed to the very 

small spatial extend Na = 25 B-mode scan-lines,  

and Nr = 1.35 mm selected for the spectral estimator and the 

ML-estimator for α0 to operate on. The mean over the overall 

analyzed volume (the color-coded part of the B-mode image) 

with α0 = 0.78 dB/(MHzy cm) still is sufficiently close  

to the true value that was selected to be  

α0 = 0.75 dB/(MHzy cm) to be diagnostically useful.  

The power-law exponent was set to y = 1.00. 

 

 

It turned out, however, that a low-variance 

unbiased estimate over a diagnostically relevant very 

small volume (of size on the order of 100 mm3) is 

difficult to obtain, since ultrasonic speckles do 

significantly limit the spatial resolution that cannot be 

made smaller than an average speckle’s size. 

Further investigations will be directed towards 

implementing the estimators to comply with the typical 

ultrasonic scanner’s frame rate, by employing graphics 

processing unit (GPU) enhanced and parallelized 

versions thereof. 
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Summary: There is a surge in interest for the ultra-wide bandgap (Eg ~ 4.9 eV) semiconductor gallium oxide (Ga2O3). A key 

driver for this boom is that single crystal wide area bulk β-Ga2O3 substrates have become commercially available and that a 

variety of methods have been shown to give high quality epitaxial growth. Amongst a whole range of potential applications 

(power/switching electronics, solar transparent electrodes, etc.) extreme solar blindness photodetectors in β-Ga2O3, the more 

stable monoclinic phase of Ga2O3, offer the most exciting perspectives for deep ultraviolet observations of the Herzberg 

continuum (200-242 nm) in Space. We present an overview of the complete realization process (epitaxy, photolithography, 

singulation and packaging), performances evaluation and spatialization of a series of β-(Al)Ga2O3 photodetectors developed 

(slight Al alloying to enhance ultraviolet response below 253 nm), space qualified and selected for flight on the INSPIRE-SAT 

7 nanosatellite (launch planned in early 2023). 

 

Keywords: Deep ultraviolet photodetectors, β-Ga2O3 oxide, Space observations, Herzberg continuum, Nanosatellites. 

 

 

1. Introduction & Scientific Rationale 
 

Our scientific interest lies in characterising the 

influence of the Sun on climate. Solar variability has 

strongly affected the history of the Earth's climate. As 

a result, the role of solar variability in climate change 

remains a subject of strong scientific and societal 

interest [1, 2]. On top and more important than 

variations in total solar irradiance, ultraviolet (UV) 

solar variations appear to play an important role in 

regional climate change through their interactions with 

stratospheric ozone (the photolysis of molecular 

oxygen by UV is the source of stratospheric ozone). 

UV solar irradiance and its variability represents key 

inputs not only for climate but also for solar physics 

(long term understanding of solar variability, e.g. solar 

minima decrease?). 

Ultraviolet wavelengths within the solar spectrum 

are more interesting to study than others because they 

present more variability, in particular wavelengths 

between 200 and 242 nanometers (Herzberg's 

continuum). This solar spectral band, absorbed in the 

stratosphere, causes oxygen to dissociate and creates 

the ozone layer. These reactions induce temperature 

and velocity anomalies which, in turn, cause changes 

in the local climate (on cloud cover, etc., affecting the 

water vapor in the atmosphere for example). 

This work is an innovative development project 

with an ambitious science goal: monitoring the Solar 

Spectral Irradiance (SSI) at 215/220 nm (Herzberg 

solar continuum: 200–242 nm) with an accuracy better 

than 0.5 % (5 times better than previous measurements 

in Space [3]). 

To achieve this objective we developed disruptive 

ultra-wide band gap semiconductor (≥ 4.9 eV at  

253 nm) UVC photodetectors on oxide-based ß-Ga2O3 

that are intrinsically solar blind, radiation-hard and 

thermally-robust. Also, authors have recently shown 

that the bandgap can be engineered upwards through 

Al alloying, ß-(Al)Ga2O3, so as to obtain optical 

transitions from 253 down to 200 nm [4]. 

Furthermore, since UV observations are to be 

performed in Space, these innovative detectors are to 

be space qualified to TRL 9 ("flight proven") since part 

of the payload of the next nanosatellite of LATMOS 

(following our first, UVSQ-SAT, launched in January 

2021 and successfully working [5]), "INSPIRE-Sat 

7/UVSQ-Sat+", a "2U" cubesat, currently under 

integration and planned for flight in the first quarter of 

2023 [6]. 

In this paper we present the realization process, 

performances evaluation and qualification tests of 

these new ß-Ga2O3-based photodetectors. They are 

developed for New Space observations in the UVC 

spectral band 200–242 nm of particular interest for 

climate. 

 

 

2. Realization Process 
 

For detection between 200 and 242 nm, the fluxes 

being low, a good signal-to-noise ratio is necessary to 
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measure the useful signal. The spectral response of the 

detector should be sensitive between 200 and 240 nm, 

centered at 215-220 nm, with a half width at half 

maximum reduced (of the order of 30 nm) and 

excellent rejection so that the visible spectrum, which 

is much more intense, does not disturb the 

measurement. Oxide materials have this decisive 

advantage: a significant rejection of the visible (greater 

than 1000 compared to the peak of sensitivity) 

adjustable in wavelength as a function of the oxide 

chosen and its doping, Al in this case [4]. β-(Al)Ga2O3 

allows a maximum response at 215/220 nm and a high 

rejection at wavelengths ≥ 250 nm, and achieves 

excellent signal-to-noise ratio (dark current is very 

low: ≤ 5 pA). In practice these detectors are said "Solar 

Blind" (since insensitive to visible and infrared light). 

Other properties of detectors are radiation hard (long 

term performances) and ambient temperature 

performance (no need for cooling). 

In the framework of the ANR DEVINS program, 

detectors have been realized from the wafer to the final 

packaged sensors (Fig. 1: device architecture 

development, epitaxy, photolithography, contacting, 

probing, singulation and packaging in TO-39 caps). 

 

 
 

Fig. 1. The 5 main steps in the realization process of the DEVINS UVC ß-Ga2O3 detectors. 

 

3. Performances 
 

We performed probing tests on hundreds of MSM 

components to categorize detectors performances. So 

far, we achieved up to 6 order of magnitude between 

dark and light currents at only -5V bias voltage. Dark 

current is very low (≤ 5 pA) and cannot be measured 

most of the time on "good components". Dynamics is 

excellent (cf. Fig. 2) with stable response times of  

20 ms or so (rise and fall times).  

Performances are limited by the bias voltage 

available on the nanosatellite fixed to -5V. 

Components would have a better response by a factor 

6 to 10 with bias of -30 or -50V in future programs. 

Fig. 3 shows a typical spectral response of our 

Gallium oxide detectors. They reveal a peak response 

of 10 to 70 mA/W at 215 nm and a FWHM of ~35 nm, 

compatible with the spectral range of interest between 

200 and 242 nm (UV above 250 nm is produced by a 

different process). 
 

 

 
 

Fig. 2. Time dependence of the photoresponse of a 

photodetector at 215 nm (bias of -5V applied at start; will be 

permanently applied when in use in Space to avoid decrease 

observed at start). 

 
 

Fig. 3. Typical spectral responsivity (in A/W) of a 

photodetector (16-05) with maximum at 215 nm, ~20 mA/W, 

an FWHM of ~35 nm and, accordingly, a good rejection at 

250 nm. 
 

 

Fig. 4 shows, with a magnification of 267, the 

DEVINS detector 16-05 very clean realization and, in 

particular, the wire bonding on an extra pad to 

strengthen the process. 
 

 

 

 
 

Fig. 4. Illustration of the same photodetector 16-05 

(magnification 267) showing wire bonding – 25 µm wires – 

on an extra pad (illustrated on top) to strengthen 

 the realization. 
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4. Space Qualification 
 

We impose a sensitivity minimum of 10 mA/W. 

Noise of components is very low (< 5 pA, typically 

even less than 1 pA) but dominated by electronics, with 

limit set to 0.1 nA. 

Peak of sensitivity of the detector has to be centered 

at 215/220 nm (± 5 nm) with a FWHM less than 35 nm 

to properly measure the Herzberg continuum 

(minimum rejection of 1000 at 250 nm). 

Intensive testing was performed in particular 

thermal cycling and response tests. They are illustrated 

in Fig. 5 showing the spectral response and the 

photocurrent/voltage curves (under 5V bias) at room 

temperature and after all thermal cycling experiments 

(from 230 to 340 K, and under vacuum and under 

synthetic air) at atmospheric pressure.  

Characteristics of our ß-(Al)Ga2O3 detectors are 

summarized in Table 1. 

 

 

 
 

 
 

Fig. 5. a) Spectral response (at 5V bias) and (b) IV curves 

(under polychromatic illumination) at room temperature 

before (black) and after (red) atmospheric pressure and 

vacuum thermal cycling of one typical (but with low 

response) DEVINS UVC ß-(Al)Ga2O3 detector. 

 
 

Table 1. DEVINS UVC photodetectors characteristics. 
 

Parameter Requirement 

Radiation flux ~ 1.4 W.m-2 

Peak response 215/220 nm ± 5 nm 

Spectral response @ peak > 10 mA/W @5V bias 

Spectral range 200–242 nm 

Rejection ratio (peak/250 nm) > 1 000 

Mean noise level < 5 pA 

Rise and Fall time ≤ 20 ms 

Detectors are now ready for intensive absolute 

calibrations (in BIRA-IASB facilities in Brussels) 

before integration in the INSPIRE-Sat 7 nanosatellite 

of LATMOS this Summer 2022. Two versions are 

prepared in this respect (cf. Fig. 6): a long version 

(DEVINS-L), with a lens focusing Sun light on the 

small (500x800 µm) detector surface to optimize flux 

collection and increase signal to noise ratio, and a 

classical one, only with the TO-39 case (with sapphire 

window), exposed to the Sun (more compact for 

nanosatellite's accommodation). 

 

 
 
Fig. 6. DEVINS-L ß-(Al)Ga2O3 detector mounting design 

(with focusing lens) for the INSPIRE-Sat 7 nanosatellite.  
 

 

5. Conclusions 
 

UVC optimized detectors in Gallium oxide have 

been realized and tested and their unique performances 

of extreme blindness demonstrated. They are now 

ready for absolute calibration before integration in the 

INSPIRE-Sat 7 nanosatellite [6]. 
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Summary: Heterodyne laser interferometry has been proven as the most suitable technique for the development of 

precision gravitational sensors by monitoring the position of nearly free floating test masses. Next generation 

gravitational sensors will be compact and lightweight to allow motion sensing of multiple test masses in multiple 

degrees of freedom with high precision and large dynamic range. These advances in metrology will enable the 

development of novel instruments such as optical accelerometers, gravimeters and gravity gradiometers with 

unprecedented precision, particularly in the milli-Hz frequency band, where current detectors are typically limited 

in terms of sensitivities. This contribution provides an overview of the development for an optical readout 

instrument able to extract picometer-stable displacement and nanometer-stable tilt measurements from inertial 

sensors operating at kHz heterodyne frequencies.  
 

Keywords: Gravitational physics, Optical metrology, Optomechanical accelerometers, Inertial sensing, Deep 
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1. Introduction 
 

Directly sensing gravitational effects by tracking 

the motion between freely moving masses is at the 

center of experimental gravitational physics, with 

various exciting results achieved in recent years. On 3 

December 2015, the European Space Agency (ESA) 

launched LISA Pathfinder (LPF), a single satellite 

technology demonstrator for LISA, providing 

successful in flight demonstration of sub-femto-g free 

fall readout of test masses [1-2]. On 22 May 2018, 

GRACE Follow-On (GRACE-FO) was launched, a 

twin satellite laser ranging gravity exploration mission, 

successfully demonstrating technologies for inter-

spacecraft optical link readout [3]. With LPF and 

GRACE-FO, heterodyne interferometry has been 

proven as a feasible technology for some of the most 

ambitious metrology developments in the field of 

geodesy and gravity. The future of this technology is 

applying the optical readout technique not only to a 

single test mass in one direction, but to several degrees 

of freedom (dof) of multiple test masses. This would 

be of great benefit for future geodesy missions that aim 

to improve on the gravity sensing capabilities, such as 

Next Generation Gravity Field Missions (NGGMs) 

and GOCE-type gradiometry. The classic heterodyne 

interferometry, as used for the 1-dof, 2-test-mass 

readout in LPF, is too complex and bulky to be up-

scaled to e.g. sensing several degrees of freedom of a 

test mass. Reduced optical complexity and size are 

therefore necessary improvements to be able to achieve 

this goal. Compact interferometer architectures can 

drastically reduce the size and complexity of the 

optical setup while maintaining or even improving the 

noise performance of these sensors. Instruments based 

on these new techniques, capable of being scaled to 

multi-dof readout of several test masses, are 

developed. In this contribution, we present our 

research work on the development of novel optical 

readout methods, optical heads and precision digital 

signal processors for instrumentation. These 

metrology instruments target a displacement readout 

noise floor of 1 pm/√Hz or lower, and an angular 

motion noise floor of 5 nrad/√Hz or lower, over long 

time scales, a sensitivity comparable to LPF-like 

inertial sensors. 
 

 

2. Deep Frequency Modulation 
 

The optical readout setup must be compact and 

light, such that it is easily scalable to multiple 

channels. The phase extraction unit must implement a 

high number of readout channels, processing 

interferometric signals from a large number of detector 

segments. Deep Frequency Modulation Interferometry 

(DFMI) is a new interferometry technique that allows 

for a vastly simplified optical configuration, enabling 

the development of much more compact and scalable 

architectures [4-5]. This means that the optical layout 

can be as simple as a laser source and a tiny, 

centimetre-scale, in Mach-Zehnder or Michelson 

interferometers. Recent studies demonstrated the 

feasibility of the DFMI-based optical metrology 

technique in a precision inertial sensor [6].  
 

 

3. Technology Demonstrator  
 

A quasi-monolithic Mach-Zehnder Interferometer 

(MZI) with unequal arm-lengths was built for laser 
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frequency stabilisation [7]. Experimental results 

demonstrated frequency noise levels below 100 

Hz/√Hz at 1 Hz, which proved sufficient to reach sub-

picometer displacement sensitivity in the DFMI-based 

inertial sensor. The optical head sensor relies on this 

frequency stabilisation setup to achieve picometer 

precision for frequencies above 5 milli-Hz with a 

displacement noise floor of about 40 fm/√Hz at 1 Hz 

[8]. For the next generation of these devices, we 

incorporate both the inertial sensor and the reference 

interferometer in the same optic. This is made possible 

by a custom-design prism [9]. Fig. 1 shows a 

representation of the new optical head topology, which 

has been already manufactured and currently under 

performance testing. 

One major application of the DFMI scheme focuses 

on precision inertial sensing of the torsion balance test 

mass. It requires monitoring the motion of a suspended 

test mass on several degrees of freedom, which makes 

the instrument ideal for applying and testing multi-

channel interferometry. The system is built such that 

the test mass is nearly free-floating, similar to space 

environments, along the torsional dof. Several DFMI 

optical heads will be used to read out the motion of all 

suspended test masses. Fig. 2 shows sketch of a 

possible implementation of the SEDI inertial sensor to 

probe the displacement of a cubic test mass in several 

degrees of freedom. Each optical head consists of a 

single heptagonal prism hosting a test mass 

interferometer, as well as a reference interferometer for 

signal calibration. The geometry of the prism is 

optimised via simulation to provide rejection of ghost 

beams affecting the measurement, as well as 

insensitivity to manufacturing imperfections. Each 

optical head is attached to an ultra-stable baseplate 

hosting the fiber injectors, as well as several detectors 

operating in redundant balanced detection 

configuration. The DFMI technique allows optical 

setups of minimal size and complexity, which makes it 

the ideal technology for applications in multi-channel 

inertial sensing for novel gravitational physics 

experiments, such as the torsion balance experiment or 

future space-based gravity exploration missions. 

So far, the phase readout and control loops for the 

DFMI experiments have been conducted using 

commercially available data acquisition systems in 

combination with single-bin Fourier transforms and 

non-linear fit algorithm, originally developed for deep 

phase modulation interferometry. 

 

 

 
 

Fig. 1. Single-Element Dual-Interferometer (SEDI) 

optical head for DFMI-based inertial sensing. 

 

 

 
 

Fig. 2. Sketch of a possible implementation of the SEDI inertial sensor to probe the displacement  

of a cubic test mass in several degrees of freedom.  

 

 

The data processor enables the readout of several 

physical parameters, out of which two are essential for 

the experiment: the interferometric phase and the 

effective modulation index. These parameters are used 

for correcting the slow frequency drift of the laser, 

stabilising the modulation index, and reducing laser 

frequency noise in the test mass interferometer via 

calibration with the signal of the reference 

interferometer. While the data processor that was used 

has been sufficient for initial performance 

investigations, achieving real-time readout with higher 

data rates above 100 Hz will require developing an 
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entirely new signal processor. The current signal 

processor is limited to eight readout channels and its 

phase readout is not fast enough to establish higher 

bandwidth for control strategies. The low number of 

channels is also limiting the angular sensitivity 

performance, since four channels are dedicated to out-

of-loop measurements after applying the differential 

wavefront sensing technique, while the remaining 

channels are not enough for closing all control loops as 

needed for stabilisation. Therefore, the angular jitter 

performance couples to either residual motion of the 

test mass, instabilities of the applied modulation index, 

or laser frequency noise, depending on the 

uncontrolled parameter. 

To overcome this limitation, we plan the realisation 

of a custom designed FPGA-based readout system, 

with higher computational capabilities to operate 

enhanced algorithms at higher speed. The data 

processor will allow a flexible and integrated modular 

Hardware/Software architecture, enabling the 

inclusion of additional readout channels (up to 64 

readout channels and 8 independent output controllers) 

for a highly scalable application. This phasemeter 

instrument enables substantial signal processing 

capabilities based on its embedded real time processors 

with double-precision floating-point computing 

features. The microprocessor performs the filtering of 

scientific data and enables output data transfer via both 

Ethernet and USB interfaces. Fig. 3 shows a 

representation of the phase readout instrument which 

is currently under manufacturing. 
 

 

 
 

Fig. 3. 64-Ch phase readout instrument for optical readout 

of DFMI-based inertial sensors. 
 

 

4. Conclusions 
 

The performance of DFMI-based inertial sensor 

has been proved for picometer-stable displacement 

sensitivities and nanometer-stable tilt measurements. 

Further investigations in novel optical head topologies 

and precision instrumentation are ongoing. One of the 

limitations of the entire system is the data processor 

unit, which needs to be further improved in order to 

allow higher readout channel scalability, additional 

output ports for faster digital control and higher 

computational capabilities for testing novel data 

processing algorithms. 
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Summary: An important issue that deserves a special attention in almost all industrial installations is related with equipment 
and piping vibrations. This paper presents a measurement system that can be used for vibration measurements but its focus is 
on calibration of vibration units that can work with different types of sensing devices. In this paper, a single accelerometer 
sensing unit is considered but in a complete measurement system there are several measuring nodes to acquire vibration data 
from a set of locations and equipment that are specific in each industrial installation. The installation used for testing purposes 
is based on a flow meter workbench that includes several flow meters with different working principles, a centrifuge pump, 
pipings and mechanical accessories. Concerning the calibration system, a particular attention was dedicated to measurement 
accuracy for different amplitudes, frequencies and waveforms of a vibration source that is implemented by an accurate vibration 
exciter. The calibration system works as a virtual instrument with data acquisition and data processing capabilities. Some 
testing and calibration results are included in the paper.  
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1. Introduction  
 

Vibration is an oscillatory movement around a 
steady state position. It manifests whenever an internal 
or external excitation force occurs. The amplitude of 
vibration is a function of the intensity of the excitation 
force, system mass and stiffness and damping. Among 
the various approaches that emerged from Nowlan and 
Heap [1], it deserves to be highlighted the method 
called CBM (Condition Based Maintenance) [2]. 
According to the EN 13306:2001 standard, CBM is 
based on the usage of diagnostic techniques with the 
aim of identifying symptoms that indicate the existence 
or presence of anomalies at an early stage of 
development. Given the great diversity equipment, 
organs and components to be controlled, and the 
multiplicity of possible symptoms, and causes, there 
are several diagnostic techniques. Among them, 
vibration analysis is a powerful technique that is 
commonly applied. One of the advantages of using this 
technique as a means of diagnosis is that it is 
nonintrusive and makes it possible to identify defects 
at an early stage being possible to intervene in the 
system under analysis in a planned way before a 
serious malfunction occurs. Regular collection of 
vibration data in addition to detection of defects, can 
indicate tendencies in the values of the vibration that 
according to its evolution, over time, make possible to 
predict the moment when set alarm values and plan 
maintenance interventions in time. In this context, the 
calibration of vibration measurement system plays a 
fundamental role to assure accurate measurement data. 
This paper proposes a calibration system and method 
that can be used as a virtual instrument (VI).  

2. System Description  
 

Different sensors can be used in vibration 
measurement systems. Since, acceleration, velocity, 
and displacement can be measured with the use of a 
single accelerometer, the developed calibration 
solution for industrial vibrations measurement includes 
an accurate accelerometer that is used for calibration 
purposes. It is important to refer that one of the main 
advantages of accelerometers usage is that they 
measure absolute acceleration and therefore do not 
need to be tied back or attached to any plant structure.   

 
 

2.1. Hardware  
 

The hardware of the calibration platform includes 
mainly an accelerometer, a vibration exciter (shaker), 
a voltmeter, a multifunction data acquisition board, a 
laptop or smartphone, a charge amplifier and a power 
amplifier. The main specifications of the piezoelectric 
accelerometer type 4370 [3], include: a sensitivity of 
998 pC/(m⋅s-2); a frequency range between 0.1 and 
4800 Hz and a mounted resonance frequency of  
16 kHz. Fig. 1 depicts the equipment used in the 
calibration platform.  

 
  

2.2. Software  
 
The LabVIEW graphical programming language was 
used to develop the software of the calibration 
platform. The main tasks associated with the software 
routine includes the synthesis of multifrequency 
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signals with different amplitudes, offsets and 
waveforms. Thus, by using this VI it is possible to 
simulate different vibration patterns that are applied to 
the vibration exciter. As an example, Fig. 2 represents 
a waveform pattern that corresponds to a 
multifrequency calibration signal that includes a 
fundamental frequency of 60 Hz and two odd 
harmonics, third and fifth, with frequencies equal to 
180 Hz and 300 Hz, respectively.  
 
 

  
  

Fig. 1. Equipment used in the calibration platform.  
 
 

  
 

Fig. 2. Front panel of the VI used to generate 
multifrequency calibration signals. 

 
 
3. Experimental Results  
 

In order to test the proposed calibration solution for 
industrial vibrations measurement systems, a low-cost 
accelerometer from PHIDGETS [4] was considered as 
the accelerometer under test. This accelerometer uses 
a piezoelectric element to measure vibration on a 
surface and its main specifications include: a 
ratiometric output type; a maximum current 
consumption of 400 μA; an output impedance of 1 kΩ 
and a temperature operating range between -20 °C and 
+70 °C. To obtain the calibration parameters for the 
accelerometer under test, a multifrequency calibration 
signal identical to the one previously referred was 
used. Fig. 3 represents the experimental results that 
were obtained, being the black line the results for the 
standard accelerometer [3] and the red line the results 
for the PHIDGETS accelerometer under test.  

 
  

Fig. 3. Calibration results (black- standard accelerometer; 
red- accelerometer under test). 

  
 
Using FFT and comparing both signals in the 

frequency domain, it is possible to obtain the amplitude 
and phase calibration factors for the accelerometer 
under test. Since the energy of the signals are 
associated with the amplitude spectrum, that is the 
most important parameter to analyze vibrations, the 
amplitude relation for the fundamental and the two 
harmonic frequencies is in this case equal are to 0.75, 
0.50 and 0.005, respectively. Thus, the low-cost 
accelerometer under test has amplitudes calibration 
coefficients equal to 1.33, 2 and 100, respectively. The 
very high value of the amplitude calibration coefficient 
for the third harmonic results from the bandwidth 
limitations of the accelerometer under test whose 
sensitivity for the fifth harmonic (300 Hz) is almost 
null.  
  
4. Conclusions  
 

This paper presented a flexible calibration solution 
for industrial vibrations measurement systems. The 
signals used for calibration are multifrequency signals 
whose amplitudes, frequencies, phases and waveforms 
can be adjusted according to the expected frequency 
range of interest for a given industrial application. The 
experimental results that are obtained can easily be 
used to compensate inaccuracies associated with low-
cost vibration sensors.  
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